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Zusammenfassung

Die ,schone neue Welt' der digitalen Daten-Sharing-Okonomie wurde
durch die Enthillungen von Snowden 2013, die der globalen Offentlich-
keit die flichendeckende Uberwachung des Internets durch staatliche Ge-
heimdienste offenlegte, entzaubert. Seitdem sind die Hoffnungen auf eine
Demokratisierung durch das Internet angeschlagen. Das Internet als Herr-
schaftsinstrument bietet dabei nicht nur staatliche Akteur:innen, die Mog-
lichkeit (il-)legal Daten zu sammeln, sondern auch privatwirtschaftlichen
Unternehmen. Auf Servern und Datenbanken auf der ganzen Welt werden
all unsere digitalen Spuren, Handlungen und Interaktionen, die auf den
handelstblichen Hard- und Software-Programmen durchgefithrt werden,
registriert, getrackt, gespeichert, aggregiert und ausgewertet sowie weiter-
verkauft. Wahrend Plattformen verschiedenster Couleur mittels algorith-
mischer Infrastrukturen diese Datafizierung vorantreiben, inszenieren sich
die betreibenden Organisationen als neutrale Vermittlungsinstanzen und
propagieren, dass ihre Datensammlungen eine Form der ,hdheren® Intelli-
genz, die Wissen, Wahrheit und Objektivitat generiert, liefern wiirden. Da-
zu wird nahezu jede Form von Aktivitit erfasst und quantifiziert, wodurch
das einzelne Subjekt als Datenwolke kategorisiert und ihr Verhalten antizi-
piert wird. Durch die Rekombination von Daten ergeben sich Muster, die
wihrend der Datenerfassung so nicht absehbar waren, wodurch die infor-
mationelle Selbstbestimmung gefdhrdet wird, da die Mdglichkeit zur Ver-
haltensmanipulation die Selbstbestimmung untergrabt. Denn das Wissen
Uber vergangene, gegenwirtige und zukinftige Praferenzen, Einstellungen
und Verhalten, ohne auf psychologische Motivationen zurtickgreifen zu
muissen, allein auf Basis der Daten, fithrt bei den betroffenen Subjekten
zu einer Internalisierung des Machtverhaltnisses sowie zu einer Selbstkon-
trolle und proaktiven Anderung des Verhalten. Das so geschaffene digitale
Panoptikum ist allgegenwirtig, dabei unsichtbar und tritt diskursiv mit
Schlagworten wie Transparenz, Vernetzung und Sharing auf. Daher wird
das Konzept des Datenschutzes zu einer immer zentraleren Machtfrage im
21. Jahrhundert
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Die ,schone neue Welt’ der digitalen Daten-S/oarz’ng—Okonomie trackt,
speichert, aggregiert und verkauft all unsere digitalen Spuren, Handlun-
gen und Interaktionen. Die vermeintliche Neutralitit von Plattformen
verschiedenster Couleur, die mittels algorithmischer Infrastrukturen diese
Datafizierung vorantreiben, propagieren, dass ihre Datensammlungen eine
Form der ,hoheren® Intelligenz generierten, die Wissen, Wahrheit und
Objektivitat herstellen wiirden. Die Asymmetrie zwischen den Subjekten
und den datensammelnden Organisationen sowie das Ausmaf$, der Um-
fang und Zweck dieser Bemithungen wird verschleiert. Dabei ergeben
sich auf der Ebene des Subjekts gravierende Verinderungen: einerseits
schaffen und pragen Algorithmen eine eigene Wirklichkeit, welche die
informationelle Selbstbestimmung gefihrdet, da die Moglichkeit zur Ver-
haltensmanipulation die Selbstbestimmung untergraben kann. Die Auflé-
sung der Privatsphire im virtuellen Raum ist andererseits auch durch die
Aggregation nicht-personenbezogener Daten bedingt, da durch Korrelati-
on von enormen Mengen an Daten personenbezogene Daten abgeleitet
werden. Das Recht auf Privatsphire wird so sukzessive entwertet und
zurickgedrangt. Dabei ist vielen Menschen Privatsphire (sehr) wichtig,
gleichzeitig mussen und wollen sie virtuell prasent sein, wodurch zum Teil
keine andere Wahl bleibt, als mit den personlichen Daten zu bezahlen, um
partizipieren zu koénnen. Das Konzept des Datenschutzes avanciert daher
zu einer der zentralen Machtfragen im 21. Jahrhundert.

1. Uberwachungskapitalismus, Datafizierung und Algorithmen

Edward Snowden legte 2013 die flichendeckende Uberwachung des In-
ternets durch staatliche Geheimdienste offen. Damit kam aber auch suk-
zessive ans Licht, inwieweit die Big-Tech-Unternehmen, die unser Leben
durch diverse digitale Gadgets pragen, Teil dieser Uberwachungsmaschi-
nerie sind (Greenwald 2014). Die ehemals groffen Hoffnungen auf eine
Demokratisierung der Welt durch das Internet sind ladiert und das Inter-
net wurde als Herrschaftsinstrument demaskiert. Doch nicht nur staatliche
Akteur:innen sammeln (il-)legal Daten, um politische Repression oder den
Schutz ihrer zentralen Machtinteressen auszutiben — nattrlich im Dienste
der allgemeinen Sicherheit (Stalder 2016) —, sondern auch immer mehr
privatwirtschaftliche Unternehmen. Dabei fillt auf, dass die wertvollsten
Unternehmen der Welt (die sogenannten Big-Five: Microsoft, Apple, Ama-
zon, Alphabet (Google) & Meta (Facebook)) gleichzeitig diejenigen sind,
die iber besonders viele und tiefgreifende Daten tber einzelne Subjekte
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verfigen. Denn die Nutzung ihrer Hard- und/ oder Software erzeugen
immense Datensammlungen.

Auf Servern und Datenbanken auf der ganzen Welt werden all unsere
digitalen Spuren, Handlungen und Interaktionen registriert, getracke, ge-
speichert, aggregiert und ausgewertet sowie weiterverkauft. Das Sammeln
der Daten war urspringlich zur Verbesserung des jeweilig angewandten
Dienstes gedacht. Die gesammelten Daten bestehen nach Shoshana Zuboff
aus zwei Teilen: eine Datenmenge, die in direktem Bezug zur digitalen
Funktion steht. Diese Datenmenge stellt nach Zuboff den ,Rohstoff* dar,
der in den ,Verhaltenswert-Reinvestitionszyklus“ fliet. Dieser Zyklus
dient der ,Verbesserung von Tempo, Genauigkeit und Relevanz" (Zuboff
2018, S. 91). Allerdings entsteht bei jeder Nutzung eine Art ,Kielwelle von
Kollateraldaten wie etwa Anzahl und Muster der Suchbegriffe, wie eine
Suche formuliert, buchstabiert, interpunktiert ist, Verweildauer, Klickmus-
ter, Ort usw. usf.“ (Zuboff 2018, S. 90). Diese Daten sind nicht notwendig
fir die Funktion und wurden zum Zeitpunkt der Entwicklung der digita-
len Dienstleistungen zu Beginn unsortiert gespeichert. Im sogenannten
,Uberwachungskapitalismus‘, wie ihn Zuboff beschreibt, ist es nun jedoch
genau dieser zweite, nicht notwendige Teil der Daten, der den ,Verhaltens-
Gberschuss’, also den Mehrwert, generiert. Uberwachungskapitalismus re-
kurriert auf die Aneignung von personlichen Daten und menschlicher Er-
fahrung als Ware, woraus der Verhaltensiiberschuss sowie marktfihige
Produkte generiert werden. Dabei wird das erfasste Verhalten mit der
Uberfithrung in eine verwertbare Ware tiber mehrere Schritte tiefgreifend
aufbereitet und verindert. In Anlehnung an die Informatik spricht Zuboff
von einer technisch aufbereitenden ,Rendition’ der Informationen tber
Menschen (Voff 2020). Erst auf diesem Weg sei der Rohstoff ,Verhalten’
weiter verwendbar. Es geht nicht mehr nur um die Gewinnung und daten-
analytische Aufbereitung der Information zu einzelnen Verhaltensakten
und Personenmerkmalen, sondern um die Erfassung und Verarbeitung der
Gesamtheit des menschlichen Lebens, um eine ,Rendition des Selbst“
(Zuboff 2018, S. 309). Verhaltensweisen werden so — auf Basis von Person-
lichkeitsprofilen — zum Produkt.

Eine Folge davon ist eine immer engmaschigere Uberwachung der Men-
schen, um mehr Daten und damit (vermeintlich) bessere Ergebnisse zu
produzieren. Die Datensuche dringt in immer privatere Bereiche vor. Die
Uberwachung wird tendenziell totalitar. Die Analyse des Verhaltenstiber-
schusses ermoglicht es menschliches Verhalten, mit stetigem Datenvolu-
men exakter, vorherzusagen. Dabei liefern bereits Metadaten ein sehr um-
fassendes Bild. Denn sie beschreiben den Kontext einer Kommunikation.
Aus diesen Daten konnen Ruckschliisse auf das gesamte Leben, die Bezie-
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hungen und das Bezichungsverhalten gezogen werden und etwa durch
einen Assoziationsgraph visualisiert werden. ,Metadaten sind bei der
Uberwachung der gesamten Bevolkerung wesentlich aussagekriftiger,
wichtiger und nitzlicher (Zimmer 2019, 33). In Verbindung mit Text Mi-
ning generieren sie ein ,vertieftes’ Wissen durch die Erkennung und Ver-
knipfung von Mustern. Beispielsweise konnen so politische Einstellungen,
kultureller Hintergrund und Religiositit oder die sexuelle Orientierung
destilliert werden, woraus die auswertenden Organisationen eine ,,Echt-
zeit-Marktanalyse mit individueller Kundenansprache® (Seele/ Zapf 2017,
S.119) an die Hand bekommen. Aber nicht nur konnen so ,neue‘ Markte
adressiert werden, vielmehr werden auf der Basis dieser datentechnischen
Aufbereitung und Analyse von Informationen Mechanismen entwickelt,
die zur Steuerung von Verhalten dienen.

Um die Praxis der Analyse des Verhaltensiiberschusses zu forcieren, er-
zeugen digitale Infrastrukturen ,einen hohen Druck, ja, faktischen Zwang
zur ,Einwilligung™ (Rofnagel, Friedewald/ Hansen 2018, S. 4), mittels so-
genannter ,Click Warp-Vertrage‘. Damit sind Nutzungsbedingungen und
Datenschutzrichtlinien von digitalen Angeboten gemeint, die ohne die
,Zustimmung® der Nutzer:innen nicht funktionieren. Zuboff bezeichnet
dies als ,privates Enteignungsrecht und spricht von einer einseitigen Be-
schlagnahme von Rechten ohne Einwilligung® (Zuboft 2018, S.94). Da-
raus erwachse der Uberwachungskapitalismus.

Digitale Identititen stehen somit im Zentrum von wirtschaftlichen und
politischen Interessen (Strauf§ 2020). Die Subjektivitit der Einzelnen wird
quantifiziert und ist somit Ausgangspunkt der riesigen Datenerhebungs-
mechanismen die durch die beispielslose Durchdringung der Digitalisie-
rung hervorgebracht wurde. Sie erfolgt im offentlichen und halboffentli-
chen Raum (z.B. in Verkehrsmitteln sowie bei zunehmend eingeftihrten
»Smart City“-Technologien, bei Behorden oder Pflegeeinrichtungen), in
der Konsumsphire (online und offline durch das Tracking innerhalb von
Verkaufsriumen, wie Mensch sich dort bewegt, Angebote begutachtet
usw.) wie auch bei der Erwerbsarbeit bzw. im Betrieb (bspw. durch Of-
fice 365, das Intranet oder wearables) (Vof§ 2020; Zimmer 2019a; Holler/
Wedde 2018). Die enormen Datensammlungen die durch die Beobach-
tungstechnologien entstehen, wurden nicht nur aus Sicherheitsgriinden
eingesetzt, vielmehr werden sie intensiv als Datenquellen genutzt. Diese
Vorginge fasst der Begriff ,datafication® (van Dijck 2014).

Datafizierung beschreibt die Fihigkeit und den Prozess der Erfassung
und Quantifizierung nahezu jeder Form und Aktivitit in beinahe jedem
Alltagsbereich als ,totale’ Vermessung von Individuum und Gesellschaft.
Diese Durchdringung forciert die Auflésung der Grenzen zwischen priva-
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ten, Offentlichen und 6konomischen Raum. Datafizierung als Paradigma
steht somit ideologisch zwischen Sozialitit, Wissenschaft und Wirtschaft
(van Dijck 2014; Smith 2018). Die analoge Welt wird in abzihlbare Gro-
Ben ,,ubersetzt®, aufgeldst in Einser und Nullen, damit sich der Computer
darin ,,zurechtfindet® (Zimmer 2019). Wahrend nun Plattformen verschie-
denster Couleur mittels algorithmischer Infrastrukturen die Datafizierung
vorantreiben, inszenieren sich dieselben Organisationen als ,neutrale® Ver-
mittlungsinstanzen und propagieren, dass ihre Datensammlungen eine
Form der ,hoheren Intelligenz, die Wissen, Wahrheit und Objektivitit
herstellen wiirden. Die Asymmetrie zwischen den Nutzenden und den
datensammelnden Organisationen sowie das Ausmafl, der Umfang und
Zweck dieser Bemihungen werden durch Zahlen und statistische Daten
verdeckt, die thren Anweisungen und Aussagen den Anstrich von Genau-
igkeit und Unbestechlichkeit verleihen.

Algorithmen sind die Grundlage jeglicher Suche und Information,
Kommunikation und Interaktion im Internet. Algorithmen sind aber ,nur
Handlungsvorschriften zur Losung eines Problems. Diese Problemlésung
wird in modulare Einheiten Schritt fiir Schritt gegliedert (Levermann
2018). Ein Algorithmus fiithrt somit vorgefertigte Schritte mit vorhande-
nen oder zugefiihrten Daten aus, um das gewinschte Ergebnis zu produ-
zieren. Aus kulturphilosophischer Sicht sind Algorithmen nicht durch
technische Komponenten oder dem strikten Vorgehen definiert. Vielmehr
ist hier der "Entdeckungs- und Verwendungszusammenhang in kulturel-
len, also bedeutungskonstituierenden Kontexten" (Levermann 2018, S. 33)
von Interesse. Sie fungieren als Referenzsystem fiir soziale Organisationen
und bringen durch ihre Erzeugung und Betreibung eine Eigenlogik her-
vor, die soziale Tatsachen generiert (Dolata 2017). Die in Algorithmen ein-
geschriebenen Regeln, Normen und Handlungsanleitungen wirken auf
die Aktivititen ihrer Nutzer:innen wie soziale Institutionen und struktu-
rieren ihr Handeln so stetig mit. Algorithmen sind hochpolitisch, da sie
distinkte, selektive und zunehmend personalisierte soziale Wirklichkeiten
auf der Grundlage von sozialen Kriterien schaffen und verhaltenspragend
wirken (Levermann 2018; K6nig 2019).

Algorithmen erfassen somit nahezu jede Form von (digitaler) Aktivitat
und quantifizieren diese, wodurch das einzelne Subjekt als Datenwolke
einen digitalen Schatten zugeschrieben bekommt (Nocun 2018b; Zimmer
2019b). Dieser Prozess ersetzt das ,Wie und Warum® des Einzelnen durch
das ,Was als Das‘. Das Individuum tritt sodann nur noch als Datenwolke
in Erscheinung. Jedoch ist das algorithmisch generierte Abbild des digita-
len Subjekts in seiner Komplexitit reduziert, da nur, was ihm durch die
Datenspuren seiner elektronischen Aktivitaten, Verbindungen, Transkatio-
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nen und Bewegungen, seinem ,digitalen Schatten®, zugeschrieben wird,
erfasst werden kann (Zimmer 2019, S.20f.). Algorithmen kategorisieren
Personen. Thr Verhalten wird dadurch antizipiert und (Vor-)Entscheidun-
gen getroffen. Sie schaffen und prigen dadurch eine eigene Wirklichkeit
und generieren soziale Bedeutung (Levermann 2018). Dariiber hinaus er-
geben sich durch die Rekombination von Daten Muster, die wihrend der
Datenerfassung so nicht absehbar waren. Die inhdrente Moglichkeit zur
Verhaltensmanipulation (Rouvroy 2013) tangiert die Selbstbestimmung,
wodurch die informationelle Selbstbestimmung' gefihrdet wird (Nassehi
2019a, 2019b). Dies ebnet den Weg hin zu einer algorithmischen Gesell-
schaft (,,algorithmic society®) (Balkin 2017), in der die Lebensfithrung von
Individuen sowie ihren sozialen Beziehungen stark durch algorithmische
Systeme vermittelt sind. Die algorithmische Gesellschaft ist ein kyberneti-
sches Modell der Steuerung und Herrschaft mittels Datafizierung. Beach-
tung findet dort nur, was sich digitalisieren und messen, klassifizieren und
einordnen, zahlenmaRig bewerten und skalieren lasst (Mau 2017).

2. Digitale Subjekte, Privatsphdre und Datenschutz

Endnutzer:innen agieren auf der Ebene der Benutzerschnittstellen, also auf
einer Oberflache technischer Artefakte und besitzen in den meisten Fillen
kaum die Moglichkeit Einblicke in oder Verstindnis fiir das was dahinter
passiert zu erhalten. Die vermeintlich neutralen Plattformunternehmen
nutzen dies um die Monopolisierung von Interpretationen zu forcieren
(Lehtiniemi 2017). Denn algorithmische Entscheidungssysteme kategori-
sieren Personen um ihre Winsche und Verhaltensweisen zu antizipieren
(Katzenbach/ Ulbricht 2019). Sie treffen so fiir sie (Vor-)Entscheidungen
und bieten Erleichterung bei der individuellen Lebensfithrung, indem sie
Menschen die Entscheidung dartber abnehmen, was fiir sie am besten sei
(Konig 2019). Die daraus resultierenden Anreiz- und Empfehlungssysteme
zur Optimierung eines Entscheidungsprozess werden durch Algorithmen
induziert, die wiederum durch personalisierte Wahlen auf ein Individuum
zugeschnitten werden. Diese Form von ,Dataveillance® (Lupton 2020; Lup-

1 Informationelle Selbstbestimmung rekurriert auf das individuelle Entscheidungs-
recht, welches auf die Herausgabe und Verwendung personenbezogener Daten re-
kurriert (Albers 2017, S. 13). Die Informationskontrolle durch das betroffene Indi-
viduum bezieht sich theoretisch sowohl auf die Wahl und Zustimmung, welche
Informationen erhoben und verbreitet werden diirfen als auch auf den Zugriff und
die Korrektur dieser Daten (Hagendorff 2019, S. 27).
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ton/ Michael 2017) setzt auf Big Data (Mining) als den ,heiligen Gral
zur Generierung von Verhaltenswissen (van Dijck 2014). Denn nicht die
Daten alleine, sondern vielmehr die Extraktion von Mustern aus den ge-
sammelten Datenvorriten kreieren den eigentlichen Wert von Big Data.

Die destillierten Muster dienen sodann dazu durch Nudging und Nud-
ges (Thaler/ Sunstein 2008) ein Anreizsystem als Wahlarchitektur (mittels
Lob oder Tadel) fir die Nutzenden zu gestalten. Nudges nutzen psycholo-
gische Mechanismen, um die Entscheidungsfindung zu steuern und treten
dabei nur auf einer unterschwelligen Ebene ins Bewusstsein. Sie sollten
transparent sein, jedoch sind ihre Absichten tendenziell opak (Lanzing
2019). Daher konnen diese auch Verhaltens- und Bewusstseinsveranderung
evozieren, die so subtil sind, dass die Grenze zur Manipulation fliefend ist
(Lanzing 2019a; Straufs 2020). Sogenannte Hypernudges basieren auf live
data streams, die mit der persdnlichen Datengeschichte der Nutzer:in ge-
koppelt sind sowie den Abgleich mit Empfehlungen und Entscheidungen,
die Menschen wie Du getroffen haben, wodurch ein Vergleich mit einer
ganzen Population moéglich wird (Lanzing 2019b). Hypernudges sind ver-
steckt und perfekt in die digitale Umgebung eingebaut. Sie beruhen auf
Scoring als einem selbstlernenden System, das auf personenbezogenen Da-
ten zurickgreift, die Erfahrungswerte aus der Vergangenheit und Gegen-
wart bindelt und daraus zukinftiges Verhalten statistisch prognostiziert
(Pasquale 2015). Scoring schafft Verhaltensanreize, indem vergangenes
Verhalten — nach unternehmenseigenen Vorstellungen -, beispielsweise
durch spieltheoretische Elemente, belohnt oder bestraft wird. Dariber
hinaus verdecken sie die 6konomischen Anreize der dahinterstehenden
Unternehmen.

In einer algorithmischen Gesellschaft wird vordergrindig nicht gegen
Widerstinde gearbeitet, sondern bei den Motiven und Wiinschen von Per-
sonen angesetzt, um sie mittels geeigneter Stimuli anzuleiten (Brockling
2017, S. 179f.). Verhalten wird so nicht mittels einschrankender Vorschrif-
ten reguliert. Vielmehr wird die Entscheidungslast von einer Instanz abge-
nommen, die sodann vorteilhafte oder nachteilige Folgen fiir eine Person
evoziert. Opak bleibt in diesem Prozess, mit welchem Wissen und mit wel-
cher Autoritit eine Instanz bestimmt, was fir Nutzer:innen am besten ist
(Brockling 2017, S. 195). Insofern ist es von zentraler Bedeutung, welche
soziale Bezichung und welche Abhingigkeiten daran gebunden sind,
wenn ein Akteur fir Individuen Entscheidungen strukturiert oder deren
Entscheidungen trifft.

Eine algorithmische Wirklichkeit sui generis wiirde die informationelle
Selbstbestimmung empfindlich tangieren, da die Moglichkeit zur Verhal-
tensmanipulation die Selbstbestimmung grof$flichig darin angelegt ist. Et-
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wa, weil sich die Nutzenden tiberhaupt keinen ,,Uberblick iiber die eigene
Datenspur® (Nocun 2018a, S.43) mehr verschaffen kénnen. Privatsphire
im Sinne von Privatheit ist ein mehrdeutiges Konzept, rekurriert zuvor-
derst auf die Kontrolle iber den Zugriff auf die eigenen Informationen
einer Person (Moll 2017, S. 49). Es geht also um die Kontrolle, welche In-
formationen aus den Datensammlungen gewonnen werden koénnen und
welche Folgen fiir die/den Einzelne:n daraus entstehen (Albers 2017, S.
15). Datenschutz bezieht sich jedoch nur auf die Verarbeitung personenbe-
zogener Daten.

Die Auflosung der Privatsphire im Sinne der informationellen Selbstbe-
stimmung ist im virtuellen Raum aber vor allem durch die Aggregation
nicht-personenbezogener Daten bedingt, da durch Korrelation von enor-
men Mengen an Daten personenbezogene Daten abgeleitet werden kon-
nen. Die algorithmisch generierten Auswertungen erzeugen weitere Mus-
ter, die wiederum in weiteren algorithmischen Entscheidungsprozessen als
Fremdzuschreibung auf das Selbst treffen (Matzner 2019, S. 68) und die
Moglichkeit zur Verhaltensmanipulation beinhalten. Diese Art von ,Da-
ten-Behaviorismus® (Rouvroy, 2013) leistet einer algorithmischen Gouver-
nance weiter Vorschub und das daraus resultierende digitale Panoptikum
ist unsichtbar, schmerzfrei und tritt diskursiv mit Schlagworten wie Trans-
parenz, Vernetzung und Sharing auf (Seele/ Zapf 2017). Denn das Wissen
uber vergangene, gegenwirtige und zukunftige Praferenzen, Einstellungen
und Verhalten, ohne auf psychologische Motivationen zuriickgreifen zu
mussen, allein auf Basis der Daten, fihrt bei den betroffenen Subjekten zu
einer Internalisierung des Machtverhiltnisses sowie zu einer Selbstkontrol-
le und proaktiven Anderung des Verhalten (Foucault, 2016; Foucault
2013), wodurch die Grenze zwischen Privatem und Okonomischem (noch
weiter) verwischt wird (Kaerlein/ Bartz/ Horl 2018).

Die Verschmelzung sozialer Lebenswelten mit digitalen Technologien
findet in der digitalen Selbstvermessung einen weiteren Ankniipfungs-
punke fiir die Datafizierung (Mau 2017; Selke 2016). Die digitale Selbstver-
messung erfasst menschliches Leben in Echtzeit, indem Daten digital ge-
sammelt, vorratig gehalten werden und ein Deutungsangebot bereitgestellt
wird. Die sogenannte quantified self community mit ihrem Slogan: self-
knowledge through numbers’ verspricht den Nutzenden durch die Quanti-
fizierung ihres Lebens Werkzeuge zur Verbesserung und zur Kontrolle des
Selbst an die Hand zu geben (Lanzing 2019b, S. 61). Die Wirklichkeit wird
so von Zahlenreihen erfasst, beschrieben und durch konkrete Entschei-
dungen bewertet. Beispielsweise in Bezug auf Gesundheit durch Fitness
Gadgets wie Smartwatches oder sozialer Netzwerke wie strava, zuhause
durch Smart Home Anwendungen, Accounts bei YouTube, Apple Music,
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Spotify etc., oder unterwegs, die Selbstiiberwachung im Strafenverkehr,
zwecks einer gunstigeren Versicherungspolice. So wird auf individueller
Ebene dazu beigetragen, dass die Datenbasis des digitalen Schattens des ei-
genen Selbst immer préziser wird. Die vermeintliche Prizision, Eineindeu-
tigkeit, Vereinfachung, Nachprifbarkeit und Neutralitit durch Zahlen las-
sen die Uberwachung der eigenen Gesundheit, des Musikgeschmacks oder
des Fahrstils rational und wiinschenswert erscheinen, da diese zumeist mit
Belohnungen (Vorteilen, Erleichterungen) einhergehen (Reichert 2017;
Selke/ Klose 2016; Mamecke 2016).

Die Empfehlungen, Ratschlige und Sanktionen — positiv wie negativ
— in solchen Arrangements bilden allesamt verhaltenskontrollierende und
-lenkende MafSnahmen, die das Verhalten an bestimmten Normen und
Zielen ausrichten. Die Quantifizierungen bringen manifeste Formen der
Zuschreibung von Wertigkeit hervor. Algorithmische Prozesse bestimmen
soziale Konstrukte wie Risiko, Gesundheit, Produktivitit, Glaubwiirdig-
keit oder Popularitit (Lupton 2015; Lupton/ Michael 2017). Der Umstand,
dass quantifiziert wird, ist offensichtlich; opak bleibt, wie die Konstrukte
operationalisiert wurden. Denn die digitale Erfassung von Daten, deren
algorithmische Indikatorisierung zur Kondensierung und Extraktion von
Informationen aus dem Datenpool, enthalten im Vorfeld diverse Entschei-
dungsschritte. Diese Vorginge sind hochgradig selektiv und normativ.
Welche Daten einbezogen werden, wie sie gewichtet und auf welche Weise
sie miteinander verkniipft werden, generiert eine je spezifische Bedeutung
und Komplexititsreduktion (Mau 2017). Selbstvermesser:innen lassen es
damit de facto zu, konditioniert zu werden, wobei dies allerdings nach
Kriterien stattfindet, die sie nicht bestimmt haben (Koénig 2019, 2020).

Datenschutz im Sinne des Schutzes von personenbezogenen Daten als
Voraussetzung fir ein autonomes Leben riickt die informationelle Selbst-
bestimmung in den Fokus. Die Preisgabe der Privatsphire aufgrund der
alles durchdringenden Digitalisierung wird haufig mit dem Verlust der
Autonomie gleichgesetzt. Jedoch wird aufSer Acht gelassen, dass die iiber-
wachten Subjekte auch eine aktive Rolle bei der Uberwachung spielen.
Sie sind Teil der Konstruktion der Uberwachungswirklichkeit, indem sie
selbstverstindlich — selbstzensiert — ,gewtinschtes® Verhalten antizipativ re-
produzieren (Gnosa 2019; Hagendorff 2019). Die Datensammlungen von
(Grof3-)Unternehmen und Geheimdiensten zielen nun aber — wie oben
beschrieben — nicht nur darauf ab, einzelne Subjekte zu disziplinieren,
sondern ermoglichen es Verhalten vorherzusagen und zu steuern. Wohl
auch deswegen geht heute kaum jemand ohne Smartphone aus dem
Haus, verzichtet auf die verschiedenen Dienste von Alphabet (ehemals
Google) oder auf soziale Medien aus dem Hause Meta (ehemals Facebook).
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Vielmehr sind Alexa und Co. aus dem Alltag kaum mehr wegzudenken,
und das trotz diverser Datenskandale in den letzten Jahren. Diskussionen
tiber Datenschutz und Uberwachung werden zudem haufig mit dem Satz:
Sch bab’” ja nichts zu verbergen (und von daber auch nichts zu befiirchten!)”
abgetan. Diese Legitimationsstrategie wurde passiv internalisiert und im-
pliziert, dass es im Kontext der Dataveillance um ,dre Anderen‘, nicht aber
um das eigene Selbst geht. Durch die Rezeption wird das Recht auf Privat-
sphire sukzessive entwertet und zurtickgedringt (Smith 2018).

Trotz der (fatalistischen oder vermeintlichen) Resignation hinsichtlich
des informationellen Kontrollverlusts sollten Konzepte wie die informatio-
nelle Selbstbestimmung, Privatheit und Privatsphare sowie Datenschutzes
als eine der zentralen Machtfragen im 21. Jahrhundert betrachtet werden
(Zuboff 2018). Denn Privatheit und Privatsphire changiert zwischen Auto-
nomie und Kontrolle und konzentriert sich nicht mehr unmittelbar auf
Subjekt, sondern den relationalen sozialen Raum (Stalder 2019). Die Eta-
blierung einer ,digitalen Souverinitat® (Hartmann 2022; Pohle 2020), die
das Gegenteil der beschriebenen digitalen Vulnerabilitit darstellt (Biniok
2020) soll eine Moglichkeit an die Hand geben, der mehr oder weniger ,to-
talen® digitalen Kontrolle der Subjekte entgegen zu wirken. Digitale Souve-
ranitdt rekurriert auf die Agency als Handlungs- und Gestaltungsfahigkeit
der Subjekte. Dazu ist es notwendig, eine Digitalkompetenz auf der indivi-
duellen Ebene zu etablieren, etwa durch Schulungen, aber auch durch star-
kere Regulierung digitaler Dienste und Verbraucherschutz durch verbes-
serte Transparenz (Pohle 2020, S. 10). Wissen und Transparenz uber die Er-
hebung, Verarbeitung und Nutzung von personlichen Daten sowie tber
algorithmische Entscheidungssysteme und deren Funktionsweise offent-
lich zuginglich zu machen verdndert auch den Blick auf die Nutzenden.
Sie sind dann nicht mehr nur die vermeintlich passiven und verwundba-
ren Ziele der Datafizierung. Vielmehr konnen sie sich organisieren, Wis-
sen aneignen und dadurch eine Handlungsfihigkeit erlangen, die sie befa-
higt, den Kampf um Privatsphire und Datenschutz fiir sich zu entscheiden
(Lupton 2020).

Proaktiver Datenaktivismus sieht in offener/ freier Software eine Mog-
lichkeit einen sozialen Wandel der Digitalitat (Stalder 2016) zu initiieren,
der die Befihigungsperspektive der Subjekte stark macht und sie zur Par-
tizipation animiert. Proaktive Datenaktivist:innen agieren in unterschied-
lichen Konstellationen und Organisationen, um die ungleiche Machtver-
teilung und Monopolisierung der Datenanalyse zu brechen (Lehtiniemi/
Haapoja 2020). Etwa indem sie sowohl mittels ,open data® und freier
Software gegen die ,Landnahme der Algorithmen® (Mau 2017) vorgehen
und aktiv und offentlichkeitswirksam informationelle Selbstbestimmung
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einfordern. Sowohl gesetzlich, indem der Gesetzgeber die Gefahren, die
aus der Datenverarbeitung fiir Subjekte hervorgehen, einhegt durch Fest-
schreibung von Missbrauchen der Privatsphire (Seele/Zapf 2017), als auch
durch offentlichkeitswirksame Aktionen, Aufklirung zum Selbstschutz
und politische Handlungsempfehlungen (Digitalcourage 2022; Netzpoli-
tik.org 2022).

3. Plattformbasierte Arbeitskoordination im Fabrradkurierwesen

Der Grundgedanke von digitalen Plattformkonzepten beruht u.a. auf der
grofflachigen, automatisierten und vernetzten Sammlung und Nutzung
von (Personlichkeits- und Meta-)Daten als Geschaftsmodell. Die digitale
Plattformékonomie kann als paradigmatisch fiir den oben beschriebenen
Uberwachungskapitalismus verstanden werden. Daher soll anhand zwei
kontrirer Beispiele von Plattformunternehmen, die im Fahrradkurierwe-
sen tatig sind, das Spektrum der Dataveillance zwischen kommerzieller
oder aktivistischen Datennutzung beleuchtet werden. Das erste empirische
Beispiel rekurriert auf ein kommerzielles Plattformunternehmen, dass
sich auf die regionale, nationale und internationale Bereitstellung einer
Fahrradkurierlieferflotte fiir Essensauslieferung spezialisiert hat und die-
se Uber ein algorithmisches Management koordiniert. Die andere empiri-
sche Fallstudie nimmt ein Fahrradkurierkollektiv in den Blick, dass sich
nach eigenen Angaben von der Anreizpolitik und Disziplinierung durch
automatisierte Prozesse emanzipieren will. Die Nutzung algorithmischer
Infrastrukturarchitekturen zur Arbeitskoordination stellt eine verbindende
Gemeinsamkeit des kommerziellen und des gemeinschaftlich gefiihrten
Kurierunternehmens dar?.

Die Ausgestaltung der Uberwachung, Verdatung und Quantifizierung
des Arbeitsalltages variiert in der Praxis und ist je nach Ausrichtung
des Plattformunternehmens unterschiedlich. Allerdings birgt die Datafizie-
rung im Arbeitskontext eine Brisanz, der sich auch das gemeinschaftlich
gefiihrte Kollektiv nicht komplett entziechen kann. Vor allem in Bezug

2 Die vorgestellte Empirie ist im Rahmen einer qualitativen Studie im Kontext
des von der Hans-Bockler-Stiftung geforderten Projekts: ,Digitale Projektgemein-
schaften als Innovationsinkubatoren® (siche hierzu: Schreyer/ Schrape 2018; 2021;
Schreyer 2019, 2020) von 2017-2020 erhoben worden. Die folgende Analyse ist
zum Teil im Rahmen der Foérderung der Deutschen Forschungsgemeinschaft
(DFG) - Projektnummer 442171541 (DFG-Schwerpunktprogramm 2267: Digitali-
sierung der Arbeitswelten) — entstanden.
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auf Nudges, Gamification und des Daten-Behaviourismus insgesamt las-
sen sich so unterschiedliche Mafnahmen zur (Selbst-)Disziplinierung und
Steuerung der Mitarbeiter:innen beobachten, die wiederum unterschiedli-
che Reaktionen hinsichtlich Privacy- und Datenschutzkonzepte evozieren.
Im Folgenden sollen daher die Spannungen, Ambivalenzen und Heraus-
forderungen die durch die Datafizierung moglich geworden sind in den
verschiedenen empirischen Ausgangssituationen vergleichend diskutiert
werden.

Eine bedeutende Gemeinsamkeit der beiden doch sehr unterschiedli-
chen Plattformunternehmen bezieht sich auf die fir die Arbeitskoordi-
nation wesentliche algorithmische Infrastruktur (van Doorn 2017; Rosen-
blat und Stark 2016), wodurch der Arbeitsprozess kleinteilig tiberwacht
werden kann (Schreyer und Schrape 2021b). Der kommerzielle Kurier-
dienst setzt bei der Mitarbeiter:innenfithrung auf eine Steuerung und
Herrschaft durch ein algorithmisches Management (Kellogg et al. 2020),
das mittels technikvermittelter Regelsetzung und Modularisierung die
Handlungsspielrdume der Arbeitskrafte massiv begrenzt (Duggan et al.
2020; Schreyer 2021a). Die algorithmisch induzierte Quantifizierung der
Arbeitsleistung und die liickenlose Ablaufkontrolle sowie das automati-
sierte Tracking sorgt fiir eine Reduktion der Subjektivitit der Fahrer:innen
des kommerziellen Lieferdienstes auf ihren Datenschatten und erméglicht
es dem algorithmischen Management eine umfassende Dataveilance zu
installieren. Das so erzeugte rigide Kontrollregime erzeugt mitunter eine
hohe Fluktuation im Unternehmen aber auch selbstorganisierten Wider-
stand seitens der Fahrer:innen (Schreyer 2021b). Wahrend zu Beginn des
selbstorganisierten Widerstandes Datenschutz kaum ein Thema war, for-
mierte sich Gber den Zeitverlauf, animiert von Einzelkimpfer:innen - die
juristisch gegen das Unternehmen vorgegangen waren —, auch Interessen-
vertreter:innen zu diesem Thema.

Das kollektiv gefithrte Plattformunternehmen wurde von ehemaligen
Fahrer:innen des kommerziellen Lieferdienstes gegriindet und verfolgt
den Anspruch, aufgrund der Erfahrungen der algorithmischen Steuerung
diese Art von Fihrung zu vermeiden. Ziel des Kollektivs ist es, einen sozia-
len Wandel durch den Einsatz von digitalen Technologien, die zur Partizi-
pation und Mitbestimmung in allen geschiftlichen Bereichen befihigen,
zu initiieren. Die algorithmische Infrastruktur fiir die Arbeitskoordination
ist auch im Kollektiv zentral fiir den Auslieferungsprozess. Das Besonde-
re dabei ist jedoch, dass die Software von CoopCycle, der ,Kooperative
der Kooperativen® — ein gemeinwohlorientiertes Fahrradkurier-Netzwerk —
programmiert wurde und ausschlieflich an demokratisch verfasste Kollek-
tive weitergegeben wird (Schreyer/ Schrape 2021a). Das Kollektiv hat — wie
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alle anderen angeschlossenen Kooperativen — keine direkte Zugriffsmog-
lichkeit auf den Code der Software. Durch bestindige Feedbackschleifen
durch ein Online-Portal und Sofort-Support bei Problemen besteht jedoch
die Moglichkeit die Software weiterzuentwickeln und den eigenen Bediirf-
nissen anzupassen.

Bei beiden Unternehmen garantieren die Algorithmen der Plattform
die effiziente Gestaltung des Arbeitsablaufs. Das algorithmische Manage-
ment des kommerziellen Plattformunternehmens tibernimmt die gesamte
Koordination und schaltet die jeweiligen Arbeitsschritte sukzessive frei.
Diese Modularisierung erméglicht eine niederschwellige Partizipation al-
ler Beteiligten. Die damit einhergehende Standardisierung lasst sodann
aber keine Abweichung von den vorgegebenen Pfaden zu (Schreyer/ Schra-
pe 2021b). Die Fahrer:innen haben somit keine Méglichkeit in ablaufende
Prozesse einzugreifen oder zu der Losung etwaiger Probleme im Lieferab-
lauf beizutragen (wie beispielsweise ihr qualitatives Wissen tiber regionale
Umwelterfordernisse, da es durch das algorithmische Management nicht
wahrgenommen werden kann).

Im Gegensatz zu der kooperativen Software stellt die vollautomatisierte
und prozessumspannende Arbeits- und Ablaufkontrolle entlang standardi-
sierter Kennziffern keine Kommunikations- und Feedbackschnittstellen
zur Verfiigung. Wihrend die Kommunikation dort auf allen Ebenen
begrenzt wird, ist im Kollektiv Kommunikation das alles tibergreifende
Koordinationsprinzip (Schreyer/ Schrape 2021a). Dies liegt auch in der
Maxime begriindet allen Mitgliedern eine selbstbestimmte Arbeit durch
die Verteilung von Gestaltungsmacht zu ermoglichen. Regelsetzungen
werden iber Konsens (idealiter) oder Mehrheitsentscheid (realiter) herge-
stellt. Die alltigliche Kommunikation findet vorrangig tiber Onlinediens-
te und -plattformen (wie Slack, fir die situative Abstimmung, und Zel-
lo, als Push-to-Talk-Kommunikation wihrend des Auslieferungsprozesses)
statt (Schreyer 2021c). Das Zusammenspiel aller verwendeten kommuni-
kationstechnischen Tool sowie intensive kommunikative Abstimmungen
in regelmafRigen face-to-face Plenarmeetings garantiert die Funktionsfahig-
keit des Kollektivs. Sie grindet sich somit nicht allein auf die algorithmi-
sche Infrastruktur zur Arbeitskoordination, die zwar in ihrer Funktions-
weise dhnlich der kommerziellen Variante ist, jedoch deutlich flexiblere
Handlungsspielrdume, aufgrund geringer Modularisierung, beinhaltet. Al-
lerdings sind die kostenlosen Software-Losungen mitunter Teil der Uber-
wachungsunternehmen wie oben beschrieben, wodurch die Mitglieder des
Kollektivs auch durch ihre Arbeit ihre Datenspur vertiefen und den Herr-
schaftsmodus und die daraus resultierende Asymmetrie zwischen Beobach-
ter:innen und Beobachteten reproduzieren, ohne dies zu reflektieren.

143

https://dol.org/10.5771/9783748913344-131 - am 20.01.2026, 14:04:48. Vdel: Accass - [T



https://doi.org/10.5771/9783748913344-131
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Jasmin Schreyer

Alle Aktivitaten der Fahrer:innen, ihre Verweildauer auf der Plattform
bzw. in der Smartphone-Applikation, ihre Durchschnittsgeschwindigkei-
ten, ihre Reaktionszeiten und weitere Faktoren konnen durch die tech-
nische Infrastruktur der Plattform registriert, gespeichert und aggregiert
werden (Schreyer 2020). Wahrend der kommerzielle Anbieter die ,Zustim-
mung’ zu einer solchen Datenpraxis quasi mittels eines Click Warp-Ver-
trags bei Einstellung sowie bei der — fiir die Arbeit notwendigen — Nut-
zung der Smartphone-Applikation einholt, werden diese Funktionen in
dem kooperativen Unternehmen nicht verwendet. Das bedeutet, dass die
Daten nur gesammelt werden, aber durch das Kollektiv nicht abgerufen
werden. Dies ist zum einen der Einsicht geschuldet, dass die Quantifizie-
rung des Arbeitsprozesses qualitative Faktoren nicht berticksichtigen kann
(wie beispielsweise einen Platten am Fahrrad oder etwa kurzfristige und
notwendige Pausen aufgrund der Witterungsbedingungen). Zum anderen
wirde die Standardisierung der Leistung der Individualitit der Arbeiten-
den nicht gerecht und wirke durch die Vergangenheitsfixierung in den
Leistungsdaten als zusatzliche Stressquelle.

Die Datafizierung der Arbeitsleistung stellt fiir das algorithmische Ma-
nagement eine Notwendigkeit der Funktionsfahigkeit dar, da es nur auf
der Basis der Quantifizierung und Kategorisierung der Fahrer:innen die-
se auch steuern kann. Das detaillierte Echtzeit-Tracking-System nudged
die Fahrer:innen anhand von Nachrichten, die in der App wihrend der
Auslieferungsprozesses lanciert werden. Anhand von Vergleichswerten aus
friheren Auslieferungsfahrten werden so Verhaltensempfehlungen abge-
geben, die die eigene Leistung steigern sollen (Schreyer 2019). Dariber
hinaus sind sowohl das Bonussystem, das ab einer bestimmten Anzahl
von Auslieferungen einen Zusatzverdienst gewéhrt, als auch das Schicht-
buchungssystem von den Leistungsdaten der Arbeitnehmenden abhingig.
Die Leistungsprofile der Arbeitnehmer:innen bilden die Grundlage dafiir,
wer wann Zugang zum Schichtbuchungssystem bekommt. Werden die
Daten vom algorithmischen Management als ,schlecht® eingestuft, bedeu-
tet dies gleichzeitig auch, dass diejenige Arbeitskraft erst spater die noch
verfiigbaren Schichten buchen kann, wodurch unter Umstinden wiede-
rum ein finanzieller Nachteil entsteht.

Die Disziplinierung tiber die erhobenen Daten wird aufferdem zusatz-
lich tber die firmeninterne Veréffentlichung in Form eines monatlichen
Newsletters forciert. Die grafische Aufbereitung einzelner Leistungsdaten
sowie interne Bestenlisten und uberregionale Rankings der Standorte sol-
len als Anreizsysteme die Motivation der Fahrer:innen steigern, jedoch
werden dabei weder regionale Unterschiede noch divergente Bedingungen
im Straffenverkehr berticksichtigt. Diese Form von Gamification wird im
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Kollektiv nicht durch die verwendete algorithmische Infrastruktur indu-
ziert. Jedoch vergleichen die Fahrer:innen sich und ihre Leistungen tber
das soziale Netzwerk Strava zum online Tracking sportlicher Aktivititen.
Auch Strava motiviert seine Nutzer:innen etwa mit Belohnungs- und
Warnsystemen. Es kreiert aus einer einsamen Ubung ein spannendes Spiel,
in das Freund:innen wie auch unbekannte Nutzer:innen (aufgrund von Al-
ter, Ort, Geschlecht, ahnlicher Leistungsdaten etc.) involviert werden kon-
nen (Lanzing 2019). Diese Spielelemente sind konzipiert die Nutzenden
zu animieren sich stetig zu vermessen und mit anderen zu konkurrieren,
um laufend Daten zu generieren. Auch hier wird mit spieltheoretischen
Elementen wie Bestenliste anhand der Leistungsdaten operiert und Beloh-
nungen wie Auszeichnungen und Abzeichen vergeben, um die Nutzer:in-
nen zu motivieren und sie dazu anzuhalten, ihre Leistungen stetig zu
protokollieren und zu verbessern.

Durch das Livetracking in Kombination mit Scoring entsteht eine
detaillierte individuelle ,Leistungsiibersicht’, die jede auf der Plattform
registrierte Aktivitit speichert. Wihrend dies fiir die Fahrer:innen des
kommerziellen Unternehmens bedeutet, dass auch jeder Unfall, jeder
Konflikt oder jede Verspatung als Referenz fiir kiinftige Bewertungen,
Disziplinierung und Steuerung hergenommen wird, trifft dies im Fall
des kooperativ gefithrten Unternechmens nur insofern nicht ebenso zu,
da es nicht unternehmensintern aufgesetzt wurde. Die Verhaltenskondi-
tionierung erfolgt somit im Fall des Kollektivs ,freiwillig® und unterneh-
mensextrem. Da die Algorithmen von Strava nicht wissen konnen, dass
die Mitglieder des Kollektivs sich im Arbeitskontext selbstvermessen und
die Nudges zur Verbesserung der Leistungen animieren, kann es durchaus
sein, dass die Anreize daraufhin wirken, dass die Fahrer:innen schneller
und gefahrlicher fahren. In beiden Fillen ermoglicht es — unabhingig
von der Ausgestaltung und Konsequenzen fir die digitalen Subjekte — die
Sammlung, Kombination und Analyse von Daten in Echtzeit. So wird
eine personalisierte Auswahl an Optionen geboten, die bereits auf Verhal-
tensvorhersagen basieren und so eine hohe Wahrscheinlichkeit erzielen
das gewiinschte Verhalten zu evozieren. Die vermeintliche Objektivitit der
Daten verschleiert die zugrundeliegenden Absichten (der dahinterstehen-
den Unternehmen). Zusitzlich bleibt unklar, wie die jeweiligen Kennzif-
fern genau zustande kommen und welche Aussagekraft ihnen zukommt.
Es zeigt sich also auch im Kollektiv, das sich von den Arbeitsbedingungen
der Plattformokonomie durch die Ausgrindung emanzipieren wollte, dass
der Uberwachungskapitalismus durch die Hintertir weiterhin zumindest
indireke relevant ist.
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Wihrend sich die Essenskurier:innen weder einen Uberblick tber ihre
eigene Datenspur verschaffen konnen, noch in irgendeiner Form Kontrol-
le dariber austiben konnen, welche Informationen erhoben und dann
aus der Datensammlung mittels Muster und Cluster gewonnen werden,
ist Transparenz fir die Mitglieder des Kollektivs bei allen anfallenden
Daten ein wichtiges Kriterium der tiglichen Arbeit. Das bedeutet, dass
alle Firmendaten fir alle Mitglieder jederzeit offen zuginglich sind. Da
es keine (formale) Hierarchie gibt und jede:r alle Aufgaben ibernehmen
kann, erfolgen dartiber hinaus regelmafig stattfindende Uberblicksrun-
den aus den jeweiligen Arbeitsbereichen. Diese Transparenz sorgt dafiir,
dass die Mitglieder selbstbestimmt entscheiden und partizipieren koénnen
und stellt das Gegenteil der digitalen Vulnerabilitit der Fahrer:innen
des kommerziellen Unternehmens dar. Im Vergleich zu den kommerziel-
len Fahrer:innen, deren informationelle Selbstbestimmung innerhalb des
Arbeitsverhiltnisses massiv eingeschrinke ist, da sie bisher keinerlei Ein-
sichtnahme, auch nicht tber kollektive Interessenvertretungsstrukturen,
in die Datensammlungen des algorithmischen Managements, durchsetzen
konnten, zeigen sich bei den Mitgliedern der Kooperative erste Anklange
einer digitalen Souverinitit. Allerdings nur in Bezug auf die verwendete
algorithmische Infrastruktur zur Arbeitskoordination. Die verschiedenen
kostenlosen Apps sowie die Nutzung von Strava konterkarieren jedoch die
im Arbeitskoordinationskontext entstandene digitale Souveranitit bzw.
stechen dem diametral entgegen. Dadurch sind die Mitglieder des Kollek-
tivs der gleichen digitalen Vulnerabilitit ausgesetzt wie die Fahrer:innen
des kommerziellen Lieferdienstes, jedoch ohne dies im Kollektiv kommu-
nikativ adressieren zu konnen, da die Nutzung dieser Dienste aus einer
finanziellen Notwendigkeit heraus als ,alternativlos* wahrgenommen wer-
den. An diesem Punkt zeigt sich, dass gezielte Aufklirung und Forderung
von digitalem Wissen iber die Datenpraxis der groSen Digitalkonzerne
dezidiert forciert werden muss, damit die Subjekte die informationelle
Selbstbestimmung in den verschiedenen Arbeits- und Lebensraumen aktiv
praktizieren (kénnen).

4. Abschliefiende Betrachtung

Algorithmische Plattforminfrastrukturen vergrofern die Handlungs- und
Erfahrungsspielriume und vereinfachen die Koordination und Abstim-
mung. Sie strukturieren und pragen individuelle, kollektive und organi-
sationale Beziehungsmuster sowie Arbeits- und Austauschzusammenhan-
ge und konnen soziale Kontrolle ausiiben (Schrape 2021). Personliche
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Daten und die zugrundeliegende menschliche Erfahrung werden kommo-
difiziert, wenn jede Internetsuche, jeder Klick und jedes Like getrackt,
gespeichert und aggregiert wird. Die Quantifizierung der Subjektivitit
reduziert das digitale Subjekt auf seinen Datenschatten, da technisch nur
wahrgenommen werden kann, was messbar ist. Die umfassende Datafizie-
rung generiert individuelle Personlichkeitsprofile, kategorisiert Personen
und ihr Verhalten, antizipiert deren Entscheidungen und bietet somit
die Moglichkeit zur Verhaltensmanipulation. Der daraus resultierende
Uberwachungskapitalismus fordert die informationelle Selbstbestimmung
als Preis fiir , kostenlose* Internetdienste (Zubhoff 2018). Die ungleiche
Machtverteilung und die Monopolisierungstendenzen der Datenanalysen
verweisen auf die Wichtigkeit der Zentralstellung von Datenschutz im
21. Jahrhundert und der Etablierung einer digitalen Souveranitat. Denn
das Wissen um die digitale Vulnerabilitit evoziert sodann eine doppelte
Verhaltensinderung: zum einen erfolgt diese proaktiv, indem die Macht-
verhaltnisse internalisiert werden, wodurch es vermehrt zu selbstinszenier-
ten (vermeintlich) gewiinschtem Verhalten kommt. Zum anderen wird
das individuelle Verhalten reaktiv durch Nudging und Hypernudges her-
ausgefordert. Diese konnen unter Umstinden sogar iiber eine Verhaltens-
dnderung hinausreichen und eine Bewusstseinsverdnderung wie auch eine
Realitatsverschiebung zeitigen. Die Férderung und der Ausbau einer digi-
talen Kompetenz einhergehend mit einer stirkeren Regulierung von Inter-
netunternehmen im Sinne des Verbraucherschutzes sowie eine verbesserte
Transparenz konnte die Grenzverschiebung von privat-6ffentlich und éko-
nomisch zumindest partiell riickgingig machen.

Am Beispiel des kommerziellen Auslieferungsunternehmens wurde ver-
deutlicht, dass die vollautomatisierte und modularisierte Arbeitskoordina-
tion die Autonomie der einzelnen Fahrer:innen deutlich einschrinkt. Die
Beschiftigten werden zu informationstechnisch ausgeleuchteten Ausfiih-
rungsvariablen, die durch umfassende Leistungskontrollen gesteuert und
diszipliniert werden. Die algorithmische Gouvernance miindet in einem
Datenbehaviorismus, der vordergriindig mit Anreizen und Belohnungen
operiert, jedoch auch sanktioniert und bestraft. Die Arbeitnehmer:innen
haben dabei keine Moglichkeit ihre Datenspur einzusehen oder zu verin-
dern. Sie konnen sich noch nicht einmal sicher sein, dass ihre Daten nicht
— bestenfalls in anonymisierter Form — weiterverwendet und verkauft wer-
den.

Aber die Fahrer:innen sind nicht nur passive Rezipient:innen algorith-
mischer Kontrollstrategien, sondern entwickelten vielfach auch eigen- und
widerstindige Reaktionen. Wihrend zu Beginn des selbstorganisierten
Widerstandes Datenschutz kaum ein Thema war, forderten die Arbeitneh-
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mer:innen zuerst vereinzelt (vor allem auf dem juristischen Weg) und
sukzessive auch kollektiv ihre informationelle Selbstbestimmung zuriick.
Der erfolgreiche internationale selbstorganisierte Widerstand hat diverse
Verbesserungen der Arbeitsbedingungen mit sich gebracht. Mitunter folg-
te aus der Selbstorganisationsbewegung auch die Grindung eigener Ini-
tiativen und Kollektive, wie das Beispiel des gemeinschaftlich gefihrten
Kollektivs exemplarisch zeigt. Wahrend das Kollektiv als gemeinschaftlich
gefithrtes Unternehmen Hierarchien und algorithmische Disziplinierung
ablehnen und Kommunikation als umfassendes Koordinationsprinzip in-
stallierten, zeigt sich jedoch auch hier, dass die iberwachungskapitalisti-
schen Unternehmen fest in den gesamten Arbeitsprozess integriert sind.
Nicht nur die Koordination tber die kostenlosen Apps zur Erleichterung
der Kommunikation, sondern vor allem auch die freiwillige Selbstvermes-
sung durch Strava beinhaltet die Moglichkeit der unbewussten Steuerung
und Konditionierung,.

Zusammenfassend kann gesagt werden, dass die Etablierung einer um-
fassenden digitalen Souverinitit der einzelnen digitalen Subjekte weiter-
hin mit diversen individuellen und kollektiven Lernprozessen verbunden
ist. Es ist noch ein langer Weg die digitale Vulnerabilitat nicht nur sichtbar
zu machen. und sie sodann sukzessive zu iiberwinden.
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