Schriften zum IT-Sicherheitsrecht il

Christoph Werner

Die Resilienz als neue
Anforderung des Rechts der

Daten- und IT-Sicherheit

Eine Untersuchung anhand der exemplarischen Betrachtung
kritischer, personalisierter Dienste

{} Nomos



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Schriften zum IT-Sicherheitsrecht

Herausgegeben von

Prof. Dr. Gerrit Hornung

Prof. Dr. Ralf Poscher

MinDir a.D. Martin Schallbruch

Prof. Dr. Tobias Singelnstein

Prof. Dr. Gerald Spindler

Prof. Dr. Louisa Specht-Riemenschneider

Prof. Dr. Indra Spiecker gen. D6hmann

Band 4

hittps://dol.org/10.5771/6783748047523 - am 19.01.2026, 23:05:42. hitps://www.Inllbra.com/de/agh - Open Access - TSR



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Christoph Werner

Die Resilienz als neue
Anforderung des Rechts der
Daten- und IT-Sicherheit

Eine Untersuchung anhand der exemplarischen Betrachtung
kritischer, personalisierter Dienste



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Dissertation an der rechtswissenschaftlichen Fakultat
der Albert-Ludwigs-Universitat Freiburg

Dekan: Prof. Dr. Jan Lieder, LL.M. (Harvard)
Erstgutachter: Prof. Dr. Thomas Dreier, M.C.J.
Zweitgutachter: Prof. Dr. Jens-Peter Schneider
Miindliche Priifung: 08.-09.07.2024

Dissertationsort: ~ Freiburg im Breisgau
Erscheinungsjahr: 2025

Die Deutsche Nationalbibliothek verzeichnet diese Publikation in
der Deutschen Nationalbibliografie; detaillierte bibliografische
Daten sind im Internet Giber http://dnb.d-nb.de abrufbar.

Zugl.: Freiburg im Breisgau, Univ., Diss., 2024
1. Auflage 2025
© Christoph Werner

Publiziert von

Nomos Verlagsgesellschaft mbH & Co. KG
WaldseestraBe 3—5 | 76530 Baden-Baden
www.nomos.de

Gesamtherstellung:
Nomos Verlagsgesellschaft mbH & Co. KG
Waldseestralle 3—5 | 76530 Baden-Baden

ISBN (Print): 978-3-7560-0144-6
ISBN (ePDF): 978-3-7489-4752-3

Onlineversion

DOI: https://doi.org/10.5771/9783748947523 Nomos eLibrary

Dieses Werk ist lizenziert unter einer Creative Commons Namensnennung
4.0 International Lizenz.

hittps://dol.org/10.5771/6783748047523 - am 19.01.2026, 23:05:42. hitps://www.Inllbra.com/de/agh - Open Access - TSR


https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Fiir Leonie und Henri

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

- am 19,01.2026, 23:05:4;



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Vorwort

Diese Untersuchung zur Resilienz im Recht der Daten- und IT-Sicherheit
entstand in einer Zeit groflen Wandels nicht zuletzt auch in der digitalen
Entwicklung. Eine tendenziell zunehmend kritische Lage in der Daten-
und IT-Sicherheit, neue digitale Produkte wie KI-basierte Chatbots und
Bildgenerierungswerkzeuge sowie eine gesellschaftlich als auch rechtlich
zunehmend bedenkliche 6ffentliche Diskursentfaltung in sozialen Medien
sind nur einige Beispiele, die insbesondere den europdischen Gesetzgeber
motivierten, eine Vielzahl von Gesetzen auf den Weg zu bringen, von
denen auch einige in dieser Untersuchung Beachtung finden werden.

Am bedeutendsten fiir die hiesige Untersuchung ist dabei die NIS2-RL,
deren nationale Umsetzung insbesondere in das BSIG zum Abschluss
dieser Untersuchung leider noch im Stadium eines Regierungsentwurfs
vom 22.07.2024 in Form eines Artikelgesetzes mit dem Titel NIS-2-Umset-
zungs- und Cybersicherheitsstarkungsgesetz (NIS2UmsuCG) verharrt. Da
die NIS2-RL und damit auch das kiinftige BSIG aber bis auf Weiteres die
zentralen Rahmenwerke des IT-Sicherheitsrecht darstellen (werden), wird
in dieser Untersuchung bereits die NIS2-RL und der Regierungsentwurf
zum BSIG (RegE BSIG) zugrunde gelegt. Die zum Zeitpunkt der Verof-
fentlichung noch bestehende nationale Rechtslage wird aber gleichwohl
einbezogen.

Bedanken mochte ich mich bei Prof. Dr. Oliver Raabe, der mit seinen
stets hilfreichen und analytisch duflerst scharfsinnigen Gedanken die Ent-
stehung dieser Dissertation bereichert hat, mir zugleich im Rahmen die-
ser groflartigen Betreuung aber auch einen angenehmen Freiraum liefs.
Hinsichtlich der ziigigen und inhaltlich anregenden Begutachtung dieser
Untersuchung gilt mein Dank Prof. Dr. Thomas Dreier und Prof. Dr. Jens-
Peter Schneider.

Auflerdem mochte ich mich bei den Kolleg:innen von ITSR.sys, KAS-
TEL sowie der Forschungsgruppe ITR bedanken. Aus letzterer ist insbeson-
dere unsere Sekretirin Sandra Schommer hervorzuheben, die mir stets
nach besten Moglichkeiten alle ,nicht-wissenschaftlichen Anliegen fernge-
halten oder andernfalls zumindest mit allen Kriften bei der Bewiltigung
derselben unterstiitzt hat.
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Vorwort

SchliefSlich méchte ich mich bei meiner lieben Lebensgefdhrtin und Kol-
legin Leonie Sterz bedanken, die mit ihrer liebe- und humorvollen sowie
stets unterstiitzenden Art den erfolgreichen Abschluss dieser Dissertation
in dieser Form erst ermdglicht hat. Und in diesem Zusammenhang ist
natiirlich unser gemeinsamer Sohn Henri nicht zu vergessen, der insbeson-
dere noch bis zur Abgabe dieser Dissertation gewartet hat, bis er zu uns
gekommen ist.

Rechtslage, Literatur und Rechtsprechung wurden bis zum 15.04.2024
beriicksichtigt, lediglich die laufende Gesetzesentwicklung wurde insbe-
sondere mit dem benannten Regierungsentwurf zum NIS2UmsuCG vom
22.07.2024 nachtraglich eingearbeitet. Die Open-Access-Veroffentlichung
wurde dankenswerterweise von den KASTEL Security Research Labs fi-
nanziell unterstiitzt.

Karlsruhe, November 2024 Christoph Werner
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1. Kapitel: Einleitung

A. Motivation

Informationstechnik wird heute in den verschiedensten Bereichen einge-
setzt und ist dabei inzwischen oft derart integraler Bestandteil, dass es
als unabdingbares Kernelement sowohl in soziotechnischen Strukturen
wie Unternehmen und Behorden als auch in der privaten Lebensfithrung
anzusehen ist. In gleichem Mafle hat mit dieser Entwicklung auch die
Bedeutung der Sicherheit in der Informationstechnik (kurz: IT-Sicherheit)
und der Sicherheit personenbezogener Daten (kurz: Datensicherheit) ste-
tig zugenommen, wodurch auch das zugehorige Recht vor immer neue
Herausforderungen gestellt wird.

Durch die ubiquitdre Verbreitung der Informationstechnologie wird es
fir den demokratischen Gesetzgeber zunehmend schwieriger, die damit
verbundenen und sich sehr dynamisch entwickelnden Realweltphdnomene
schnell genug zu erfassen und angemessen zu regulieren.

So existieren fiir viele einzelne Bereiche inzwischen gesetzliche Anforde-
rungen an die Daten- und IT-Sicherheit, die jedoch oft unterschiedlich
ausgepragt und zumeist unabhéngig voneinander gewachsen sind. Immer
haufiger ist nun aber auch zu beobachten, dass sich diese unterschiedlichen
Rechtsregime iiberschneiden, soweit va. grofie Digitalunternehmen von
mehreren Rechtsregimen betroffen sind. Herausfordernd ist dies fiir die
betroffenen Unternehmen insbesondere dann, wenn sich die gesetzlichen
Anforderungen an die Gewiahrleistung der Daten- bzw. IT-Sicherheit in-
haltlich unterscheiden. Dies ist etwa dann der Fall, wenn im Zuge einer Ge-
setzesnovellierung durch einen neuen Rechtsbegriff neue Anforderungen
implementiert werden, zu denen in anderen Gesetzen noch eine Entspre-
chung fehlt. So verhielt es sich auch bei dem hiesigen Untersuchungsgegen-
stand, als mit der Ablosung der DS-RL! durch die DSGVO? die Resilienz?

1 Datenschutzrichtlinie, RL 95/46/EG.

2 Datenschutzgrundverordnung, EU-VO 2016/679.

3 Im deutschen Gesetzeswortlaut wird von ,Belastbarkeit“ gesprochen. Im Rahmen die-
ser Arbeit wird hingegen zwecks einheitlicher Lesbarkeit durchgehend der Begrift
»Resilienz® verwendet. Warum dieser vorzugswiirdig ist, ausfithrlich: S. 121 ff.
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1. Kapitel: Einleitung

erstmals in einem Gesetz des europdischen Daten- bzw. IT-Sicherheits-
rechts als ausdriickliche, zusétzliche Anforderung aufgenommen wurde.

Im Rahmen dieser Motivation werden zunédchst mit der ,digitalen Ent-
wicklungen der Gesellschaft” die Realweltphdnomene erldutert, die hinter
den jeweiligen kollidierenden Rechtsregimen stehen (I.). Im Anschluss
wird die zugehorige rechtliche Ausgangslage naher beleuchtet (II.) Darauf
folgt die Darstellung eines konkreten Szenarios, an dem die Bedeutung
und Funktionsweise der Resilienz demonstriert werden soll (III.). Unter
IV. wird aufgezeigt, dass dem Aspekt der Uberschneidung von Daten- und
IT-Sicherheitsrecht auch iibergreifende Bedeutung zukommt und schlief3-
lich werden diese die Untersuchung motivierenden Aspekte in einem Fazit
zusammengefasst (V.).

I. Digitale Entwicklung der Gesellschaft

Im Rahmen dieser einleitenden Motivation werden zunichst zwei beson-
ders wichtige Realweltphdnomene aus der digitalen Entwicklung der Ge-
sellschaft beleuchtet, namentlich die zunehmende Entwicklung in der
Verarbeitung personenbezogener Daten (1) sowie die stark wachsende
wirtschaftliche und gesellschaftliche Bedeutung von digitalen Diensten
(2.) AnschliefSend wird beschrieben, wie sich die beiden Phianomene bei
den digitalen Diensten treffen (3.). Unter 4. wird dargelegt, vor welchen
Herausforderungen die digitalen Dienste angesichts einer zunehmenden
Ungewissheit stehen und diese Gemengelage schliefilich in einem Fazit
zusammengefasst (5.).

1. Die Welt der personenbezogenen Daten

Zunichst ist eine expandierende Verarbeitung personenbezogener Daten
zu beobachten. Dies betrifft sowohl die Qualitat als auch insbesondere die
Quantitit der Daten. Im Alltag bleibt diese Entwicklung oft unsichtbar,
werden die Daten doch nur zu einem kleinen Teil bewusst preisgegeben,
etwa durch das Teilen von Inhalten in sozialen Netzwerken. Ein weit grofie-
rer Teil wird dagegen ,,unbewusst® preisgegeben, etwa durch das Tracking,
d.h. das Sammeln, Auswerten und ggf. Vermarkten von Nutzerverhaltens-
daten etwa beziiglich besuchter Webseiten, genutzter Smartphone-Apps

30
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A. Motivation

oder durchgefiihrter Such- und Produktanfragen.* Hinzu kommen in Zei-
ten des Internet of Things (IoT) weitere Datenquellen, da i.d.R. jedes smar-
te Haushaltsgerdt, vernetzte Fahrzeug und jeder andere digitale Begleiter
(z.B. Fitnesstracker) Daten erzeugt, die gesammelt, ausgewertet und dabei
auch einer Person zugeordnet werden kénnen.

Im Rahmen der Auswertung werden diese Daten fiir das sog. Profiling
verwendet. Dies wird in der DSGVO definiert als die Verarbeitung perso-
nenbezogener Daten, um personliche Aspekte zu bewerten, um wiederrum
beispielsweise die wirtschaftliche Lage, Gesundheit, personliche Vorlieben,
Interessen und Verhalten dieser Person zu analysieren oder vorherzusagen.’
Durch diese spezifische Verarbeitungsfunktion kommt der Verwendung
personenbezogener Daten eine neue Gewichtung zu, die sich insoweit
auch im Datenschutzrecht widerspiegelt. Wahrend Datenschutz im Sinne
des Volkszihlungsurteils v.a. noch auf die Befugnis abzielte, Dritte per
se von den personlichen Informationen auszuschlieflen,® rickt mit mo-
dernen Verarbeitungsformen wie dem Profiling v.a. die Verwendung der
personenbezogenen Daten in den Vordergrund. Schliefllich erfolgt diese
Bildung von Profilen nicht als Selbstzweck, sondern diese werden von
Unternehmen fiir automatisierte, individuelle Entscheidungen gegeniiber
den Kund:innen genutzt, etwa fiir die Prasentation von Werbeanzeigen und
Produktvorschlagen, fiir Ergebnisse in Suchmaschinen oder von Inhalten
einschliefSlich politischer Nachrichten in sozialen Medien. Genereller for-
muliert findet also eine Personalisierung der wahrgenommenen und ggf.
auch wahrnehmbaren Inhalten der digitalen Welt statt.” Daneben erdffnet

4 Zwar belegt das Datenschutzrecht die Verantwortlichen mit Informationspflichten,
diese Informationen werden aber insbesondere hinsichtlich des Webseiten-Trackings
durch Cookies héufig nicht von den Nutzer:innen wahrgenommen bzw. gewiirdigt
siehe hierzu: bitkom eV., Umfrage: Cookie-Banner spalten Internetnutzer, 10.11.2020;
Begriffserlduterung ,Tracking“: R. Grimm/Waidner, in: Hornung/Schallbruch, IT-Si-
cherheitsrecht, 33 (49), Rn. 76.

5 Art.4 Nr.4 DSGVO.

BVerfG, Urt. v. 15.12.1983 — 1 BvR 209/83 u.a., NJW 1983, 419 (4211.).

7 Unter Personalisierung sind Methoden zu verstehen, mit denen digitale Inhalte anhand
von Informationen iiber Merkmale einzelner Nutzer:innen, wie insbesondere deren
Préferenzen, individualisiert werden, siehe: Jiirgens/Stark/Magin, in: Stark/Dorr/Auf-
enanger, Die Googleisierung der Informationssuche, 98 (104, 106); Montgomery/M.
D. Smith, Journal of Interactive Marketing 2009, 130 (130); ahnlich auch: Paal/Henne-
mann, JZ 2017, 641 (644). Teilweise wird auch von ,personalisierter Informationsfilte-
rung” gesprochen, so: Koene et al., in: Internet Science, 2nd International Conference
(INSCI 2015), Ethics of Personalized Information Filtering, 123 (123).

[e)}
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1. Kapitel: Einleitung

die Digitalisierung die Mdglichkeit die Preise fiir eine spezifische Leistung
zu personalisieren, z.B. im Online-Handel oder bei Versicherungspramien
(z.B. bei KFZ-Haftpflichtversicherungen, sog. pay-as-you-drive®).

Fiir die Datensicherheit kumulieren sich damit verschiedene Risiken im
Umgang mit personenbezogenen Daten. Nicht nur werden immer grof3ere
Mengen an qualitativ hochwertigen Daten erhoben und genutzt, sie werden
dariiber hinaus auch durch Algorithmen weiterverarbeitet, um dadurch
personenbezogenes Wissen zu generieren und im Ergebnis bestimmte,
individuelle Entscheidungen herbeizufithren. Durch diesen individuellen
Zuschnitt potenzieren sich die Auswirkungen auf die Grundrechte der je-
weiligen Person, wenn dieser Vorgang der Personalisierung fehlerhaft ist
oder - fiir die hiesige Untersuchung im Daten- und IT-Sicherheitsrecht
entscheidend - aktiv manipuliert wird.

2. Die kritischen Dienste der Gesellschaft

Die andere wesentliche, aber eher von gesellschaftlichem Interesse gepragte
Entwicklung folgt aus der wachsenden Durchdringung der Gesellschaft
durch die Digitalisierung.

Dadurch, dass nahezu kein Unternehmen dem digitalen Wandel fern-
bleiben kann, erwachsen neue, digitale Abhidngigkeiten: So sind viele Ein-
zelunternehmen zunehmend abhingig von groflen Digitalunternehmen,
die Dienste anbieten, die fiir die Funktionsfahigkeit dieser Unternehmen
immer Ofter unverzichtbar sind. Insoweit hat der européische Gesetzgeber
einigen dieser ,digitalen Dienste®: ndmlich ,,Online-Suchmaschinen’, ,,On-
line-Marktplatze® und ,, Anbieter von Plattformen fiir Dienste sozialer Netz-
werke“ (nachfolgend nur: ,soziale Netzwerke®)? eine besondere Kritikalitat
attestiert; deren ,Sicherheit, Verfligbarkeit und Verldsslichkeit [...] [sei]
fir das reibungslose Funktionieren vieler Unternehmen von wesentlicher
Bedeutung. Aus der Perspektive der Wirtschaft handelt es sich um unver-

8 Siehe hierzu S. 44.

9 Die Dienste sind legaldefiniert in: Art. 6 Nr. 28, 29, 33 NIS2-RL; anders als die ,iibri-
gen“ digitalen Dienste werden soziale Netzwerke nicht in ihrer Definition (wohl aber
in Anhang II, Ziff. 6 NIS2-RL) als digitale Dienste, sondern als ,Plattform” definiert.
Dies ist jedoch wohl eher als sprachliche Inkonsistenz aufgrund der nachtréglichen
Ergdnzung der sozialen Netzwerke durch die NIS2-RL zuriickzufiihren; ein sachlicher
Grund fiir die unterschiedliche Bezeichnung ist nicht ersichtlich. Insbesondere handelt
es sich bei sozialen Netzwerken dhnlich wie bei Online-Suchmaschinen und Online-
Marktplatzen um Intermedidre.
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A. Motivation

zichtbare Schnittstellen zum Angebot von Waren und Dienstleistungen an
(potenzielle) Kund:innen.

Daneben folgt eine gesellschaftliche Bedeutung daraus, dass insbesonde-
re Online-Suchmaschinen und soziale Netzwerke die zentralen, digitalen
Informations- und Meinungsplattformen fiir die Biirger:innen darstellen.!
Auch diese gesellschaftliche Bedeutung fiihrt zu entsprechend grofien Ri-
sikofolgen (z.B. die Verbreitung von Falschinformationen in der Gesell-
schaft), die im Rahmen der Gewidhr der IT-Sicherheit zu beriicksichtigen
sind.

Insgesamt stellt somit auch der européische Gesetzgeber die herausgeho-
bene wirtschaftliche und gesellschaftliche Bedeutung digitaler Dienste fest!!
und unterwirft sie deshalb entsprechenden IT-Sicherheitsvorgaben.

3. Zweifache Bedeutung digitaler Dienste

Insbesondere bei den genannten Online-Suchmaschinen, Online-Markt-
platzen als auch sozialen Netzwerken kommt es nun zu einer Parallelitét
beider Aspekte, da die zugehdrigen Unternehmen fiir die Bereitstellung
ihrer wirtschaftlich und gesellschaftlich kritischen Dienste in hohem Ma-
3e personenbezogene Daten in Algorithmen verwenden, um ihr Angebot
zu personalisieren (algorithmenbasierte Personalisierung).!? So bietet die
Google Suche insbesondere eine ,,Relevanzsortierung” Je nachdem, welches
Personlichkeitsprofil einer Suchanfrage zugeordnet wird, erscheinen die
Suchergebnisse in unterschiedlicher Reihenfolge. Nach bisherigen Studien
ist der Grad der Personalisierung zwar gering, aber durchaus messbar."®
Weiterhin personalisieren soziale Netzwerke in hohem Maf3e ihre ,Feeds",
in denen sie ihren Nutzer:innen fiir sie (vermeintlich) relevante Inhalte

10 Vgl. Paal/Hennemann, JZ 2017, 641 (641, 643); auflerdem zu sozialen Netzwerken:
Pille, Meinungsmacht sozialer Netzwerke, S. 301f. mw.N.; zu Online-Suchmaschinen
dhnlich: Jiirgens/Stark/Magin, in: Stark/Dérr/Aufenanger, Die Googleisierung der
Informationssuche, 98 (98).

11 Vgl. urspriinglich noch mit Cloud-Computing-Diensten statt sozialen Netzwerken:
EG 48 NIS-RL.

12 Vgl. zur Verwendung dieses Begriffs diesem Begriff bereits: Weiber im Geleitwort zu
Gabriel, Die Macht digitaler Plattformen, S. VIIf.

13 Koene et al., in: Internet Science, 2nd International Conference (INSCI 2015), Ethics
of Personalized Information Filtering, 123 (123); Jiirgens/Stark/Magin, in: Stark/
Dérr/Aufenanger, Die Googleisierung der Informationssuche, 98 (129).
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prasentieren.* Schliefllich findet auch bei einer Produktsuche auf der Web-
seite des Unternehmens Amazon, wozu auch der Amazon Marketplace
gehort, eine Personalisierung!> der angezeigten Produkte bei einer Suchan-
frage oder sonstigen Empfehlungen statt. Auch die Werbeanzeigen auf all
diesen Diensten sind entsprechend individuell zugeschnitten. Die Persona-
lisierung wird als ein Schliisselelement fiir den wirtschaftlichen Erfolg die-
ser Unternehmen angesehen,'® so dass mit einer zunehmenden Verbreitung
der Personalisierung zu rechnen ist.

Diese enge Verschriankung von der Verarbeitung personenbezogener Da-
ten und der Erbringung eines kritischen Dienstes bzw. einer kritischen
Dienstleistung ist charakteristisch fiir die oben genannten digitalen Dien-
ste. Zur Erbringung traditionell , kritischer” Dienstleistungen wie der Ener-
gie- oder Wasserversorgung ist die Verarbeitung personenbezogener Daten
zwar notwendig (insbesondere zu Abrechnungszwecken), aber sie beein-
flusst die kritische Dienstleistung als solche in der Regel nicht. Dagegen
ist die Verarbeitung personenbezogener Daten bei den digitalen Diensten
nicht nur Bestandteil, sondern sogar eine entscheidende Voraussetzung im
Sinne einer conditio sine qua non der Diensterbringung in ihrer konkreten
Ausgestaltung.

4. Technische Innovation in Ungewissheit

Eine weitere maf3gebliche Entwicklung besteht darin, dass es sich bei mo-
dernen IT-Systemen wie sie auch zur Erbringung der o.g. Dienste verwen-
det werden, zumeist nicht um geschlossene, sondern um offene, verteilte
Systeme handelt.”

Klassische, geschlossene Systeme zeichnen sich dadurch aus, dass der Be-
treiber die iiberwiegende, wenn nicht sogar die vollstaindige Kontrolle {iber

14 C. Yang et al., Telematics and Informatics, Vol. 82 (2023), AS-Nr.: 101999, S.1f;
Reviglio/Agosti, SM+S 2020, Heft 2, 28.04.2020, S. 2.

15 Teilweise wird statt ,Personalisierung® auch der Begriff ,Individualisierung® verwen-
det, so etwa: Schwenke, Individualisierung und Datenschutz, S.1ff. Im Sinne dieser
Arbeit sind beide Begriffe als synonym zu verstehen.

16 Koene et al, in: Internet Science, 2nd International Conference (INSCI 2015), Ethics
of Personalized Information Filtering, 123 (123).

17 Vgl. grundlegend bereits zu diesem Wandel: Wedde, in: Daubler, Bundesdatenschutz-
gesetz [a.E], 5. Auflage 2016, § 9, Rn. 41; ausfiihrlicher dazu mit Blick auf die digitalen
Dienste im Rahmen der teleologischen Auslegung nach Art. 32 DSGVO, S. 208 ff.
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diese ausiibt und bei denen alle Nutzer:innen bekannt sind.!® Dies gewdhrt
im Ausgangspunkt ein hohes Maf$ an Gewissheit tiber die ordnungsgemifle
Funktionsweise der Systeme; Angriffe konnen nur iiber bekannte Schnitt-
stellen erfolgen und lassen sich daher als spezifische Risiken mit Blick
auf die klassischen Schutzziele (Verfiigbarkeit, Vertraulichkeit, Integritit)
bewaltigen.

Dagegen handelt es sich bei den Systemen, wie sie auch zur Erbringung
der o.g. Dienste erbracht werden i.d.R. um offene, verteilte Systeme. Diese
bestehen aus heterogenen Teilsystemen, die nicht zentral durch einen Be-
treiber/Verantwortlichen kontrolliert werden (konnen).® Als Subsysteme
gehoren dazu insbesondere die Systeme der Nutzer:innen, also deren End-
gerdte wie Computer, Smartphones und IoT-Gerite. Sie fungieren durch
die Eingaben der Nutzer:innen als Datenquellen fiir die Erbringung der
digitalen Dienste, liegen aber zumeist gleichwohl auflerhalb des Kontrollbe-
reichs (der engeren ,Systemgrenzen®) des Verantwortlichen/Betreibers.20
Damit besteht fiir diesen eine hohe Ungewissheit {iber die Qualitit der
Daten als solche ebenso wie tiber Faktoren, die die Datenqualitét beeinflus-
sen konnen. Wer aus welchen Griinden die Daten ggf. schon auf dem
Endgerit manipuliert oder unterdriickt haben kénnte, ist fiir den Verant-
wortlichen/Betreiber in einem offenen, verteilten System nicht (mehr) zu
antizipieren.

5. Fazit

Die Gesellschaft ist wie beschrieben durch eine starke Abhédngigkeit von
bestimmten digitalen Diensten (Online-Marktplitze, Online-Suchmaschi-
nen, soziale Netzwerke) geprégt, die ihrerseits in hohem Mafle auf die Ver-
arbeitung personenbezogener Daten angewiesen sind. Damit potenzieren
sich bei diesen digitalen Diensten die Risiken mit sowohl datenschutzrecht-
lichen als auch IT-sicherheitsrechtlichen Schadfolgen. Gleichzeitig sind
die Anbieter dieser Dienste u.a. aufgrund der fiir diese Diensterbringung
notwendigerweise offenen Systemarchitektur einem faktischen Verlust an
Kontrolle und somit grofierer Ungewissheit ausgesetzt.

18 Vgl. Eckert, IT-Sicherheit, S. 3.

19 Eckert, IT-Sicherheit, S. 3.

20 Ausnahmen, bei denen alle beteiligten Subsysteme vom Verantwortlichen (hergestellt
und) kontrolliert werden, liegen bei Unternehmen vor, die sog. ,digitale Okosysteme*
aufbauen, wie etwa bei Apple.
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I1. Rechtliche Ausgangslage

Das Recht unterwirft die Anbieter dieser digitalen Dienste zum einen in
datenschutzrechtlicher Hinsicht dem Datensicherheitsrecht der DSGVO
(Art.32 DSGVO) als auch dem §30 RegE BSIG? (derzeit noch §8c
BSIG?2) aus dem IT-Sicherheitsrecht im engeren Sinn.?

Zum IT-Sicherheitsrecht im engeren Sinn (i.e.S.) gehdren alle 6ffentlich-
rechtlichen Pflichtennormen, die entweder Herstellern von Produkten oder
Betreibern von informationstechnischen Systemen Pflichten zur Gewahr-
leistung von IT-Sicherheit auferlegen.?* Betreiberbezogen ist insbesondere
das IT-Sicherheitsrecht mit dem hier gegenstindlichen §30 RegE BSIG
sowie § 165 TKG oder Art 6 ff. DORAZ> und Teile des KI-VO-E. Hersteller-
bezogen sind ebenfalls Teile des KI-VO-E sowie der Entwurf zum sog.
Cyberresilience-Act (CRA-E),?¢ die Medizinprodukte-Verordnung (Medi-
zinProdVO)?” oder die Richtlinie {iber die Bereitstellung von Funkanlagen

21 Der Regierungsentwurf zum BSIG ist Teil des Regierungsentwurfs zu dem Artikelge-
setz NIS-2-Umsetzungs- und Cybersicherheitsstairkungsgesetz (NIS2UmsuCG) vom
22.07.2024.

22 Gesetz Uiber das Bundesamt fiir Sicherheit in der Informationstechnik (BSIG).

23 Vgl. zur parallelen Anwendbarkeit der genannten Vorschriften (statt auf § 30 RegE
BSIG mit Blick auf die noch geltenden Vorschriften, §§ 8a, 8c BSIG): Piltz/Zwerschke,
in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, Art.32 DSGVO,
Rn. 99; Voigt, in: Bussche/Voigt, Konzerndatenschutz, Teil 5, Kap. 3, Rn. 38; mit Blick
auch auf NIS-RL ebenso: Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021,
Art. 32, Rn. 16. Zu den Griinden fiir die begriffliche Differenzierung zwischen Daten-
sicherheits- und IT-Sicherheitsrecht sieche auflerdem Jandt, in: Hornung/Schallbruch,
IT-Sicherheitsrecht, 391 (393ff.), Rn7ff; zu den inhaltlichen Unterschieden von
Daten- und IT-Sicherheit auflerdem in dieser Untersuchung: S. 298 f.

24 Grundlegend zur Unterteilung des IT-Sicherheitsrechts i.e.S. und iw.S.: Raabe/
Schallbruch/Steinbriick, CR 2018, 706 (707); Werner, in: Baumgdrtel/Kiparski,
DGRI-Jahrbuch 2021/2022, 161 (163), Rn. 5.

25 Auch die unter die DORA fallenden Finanzinstitute sind z.T. kritische Infrastruktu-
ren. Der RegE BSIG sieht aber in § 28 Abs. 6 und Abs. 7 entsprechende Ausnahmen
fiir der DORA unterfallende Finanzinstitute vor, so dass diese nur und gemeinsam
mit den {ibrigen Finanzinstituten von der DORA reguliert werden.

26 Entwurf einer EU-VO iiber horizontale Cybersicherheitsanforderungen fiir Produk-
te mit digitalen Elementen und zur Anderung der Verordnung (EU) 2019/1020,
COM(2022) 454 final.

27 EU-VO 2017/745 des Europdischen Parlaments und des Rates vom 5. April 2017
iiber Medizinprodukte, zur Anderung der Richtlinie 2001/83/EG, der Verordnung
(EG) Nr.178/2002 und der Verordnung (EG) Nr.1223/2009 und zur Aufhebung der
Richtlinien 90/385/EWG und 93/42/EWG des Rates.
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(RED).2® Das IT-Sicherheitsrecht im weiteren Sinn umfasst zusatzlich die
zugehorigen Melde- (z.B. § 32 RegE BSIG) und Transparenzpflichten, Rege-
lungen des Zivilrechts (etwa mit Blick auf die IT-Sicherheit als Sachman-
gel in Produkten mit digitalen Elementen, §§ 434, 475b BGB) oder auch
strafrechtliche Vorschriften, die IT-Sicherheitsangriffe sanktionieren (z.B.
§§ 303af. StGB).

1. Datensicherheitsrecht und IT-Sicherheitsrecht

Datenschutzrecht IT-Sicherheitsrecht i.e.S.

Herstellerbezogen:

- CRA-E
Betreiberbezogen: - MedizinProdV
- Art. 15 KI-VO-E -RED

DSGVO:

Datensicherheitsrecht - Art. 24ﬁf I])DSQA
Art. 32 DSGVO - Art. 6T

-§ 165 TKG, § 11 Abs. la, 1b EnWG

- § 30 Abs. 1, 2 RegE BSIG (besonders
wichtige und wichtige Einrichtungen)
-§30Abs. 1,21.V.m. § 31 Abs. Abs. 1.2
RegE BSIG (kritische Anlagen)

Digitale Dienste

Abbildung 1: Datenschutzrecht und IT-Sicherheitsrecht

Die hier gegenstandliche Untersuchung befasst sich ausschliefSlich mit dem
IT-Sicherheitsrecht i.e.S. und auch davon im Wesentlichen nur mit den
Vorgaben nach § 30 Abs.1 RegE BSIG an besonders wichtige und wichtige
Einrichtungen, wobei die hier betrachteten digitale Dienste zu den wichti-
gen Einrichtungen gehoéren. Zusatzlich wird auch auf Betreiber kritischer
Anlagen eingegangen, fiir die nach § 31 RegE BSIG zusitzliche Anforderun-
gen bestehen.

28 RL 2014/53/EU des Europiischen Parlaments und des Rates vom 16. April 2014
iiber die Harmonisierung der Rechtsvorschriften der Mitgliedstaaten iiber die Be-
reitstellung von Funkanlagen auf dem Markt und zur Aufhebung der Richtlinie
1999/5/EG Text von Bedeutung fiir den EWR (en: Radio Equipment Directive, RED),
in Deutschland umgesetzt durch das Funkanlagengesetz.
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Zur Pointierung des Vergleichs gegeniiber dem Datensicherheitsrecht
werden diese Regelungen des BSIG stets stellvertretend als das IT-Sicher-
heitsrecht bezeichnet. Auf die rechtlichen Unterschiede zwischen Datensi-
cherheits- und dem in diesem Sinne verstandenen IT-Sicherheitsrecht wird
sogleich {iberblicksartig und an den passenden Stellen der Untersuchung
vertieft eingegangen.

2. Unterschiede beider Rechtsgebiete

Zwischen dem Datensicherheits- und dem IT-Sicherheitsrecht besteht der-
zeit kein kohdrentes Verhdltnis: Da ist zundchst der im Einzelnen noch
zu untersuchende Umstand, dass die beiden Regelungsregime, wie bereits
angedeutet, unterschiedliche Schutzgiiter sichern. Die DSGVO schiitzt die
Rechte und Freiheiten natiirlicher Personen, insbesondere deren Recht auf
Schutz personenbezogener Daten (Art.1 Abs. 2, EG 2 DSGVO, Art. 8 Abs.1
GRC?). Sie dient damit v.a. dem Individualgiiterschutz.3’ Dagegen legt das
IT-Sicherheitsrecht, auf europdischer Ebene durch die NIS2-RL3! normiert
und in Deutschland v.a. durch den RegE BSIG abgebildet den Fokus auf
die Funktionsfihigkeit des Gemeinwesens mit seinen gesellschaftlichen und
wirtschaftlichen Tiatigkeiten und dient daher insbesondere auch offentli-
chen Interessen.>

Das damit derselbe Sachgegenstand durch zwei unterschiedliche Rege-
lungsregime betroffen ist, ist an sich noch nicht ungewdéhnlich: vielmehr
ist es in einer komplexen Rechtsordnung geradezu erwartbar, dass einzelne
Sachbereiche aus mehreren Schutzrichtungen heraus rechtlich reguliert
werden. In der viel beachteten Facebook-Entscheidung des BKartA wurde
die Zusammenfithrung von personenbezogenen Daten mit anderen kon-
zerneigenen Diensten (insb. Instagram, Whatsapp) im Ergebnis nicht aus
dem Datenschutzrecht, sondern entsprechend der Zustidndigkeit aus dem

29 Charta der Grundrechte der Europdischen Union.

30 Bieker/M. Hansen/Friedewald, RDV 2016, 188 (188).

31 NIS-2-Richtlinie, RL 2022/2555.

32 EG 1, 3 NIS2-RL; EG 1, 48 NIS-RL; § 2 Nr. 24 RegE BSIG, §2 Abs.10 Nr. 2 BSIG;
Vgl. Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn. 16; dhnlich
mit Blick auf die ,gesamtgesellschaftliche Perspektive® des IT-Sicherheitsrechts auch
Sattler, in: Ebers/Steinrotter, Kiinstliche Intelligenz und smarte Robotik im IT-Si-
cherheitsrecht, 197 (201); ausfithrlich zu den Schutzgiitern des IT-Sicherheitsrechts:
S.222ff.
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Wettbewerbsrecht heraus untersagt.’> Und die Regelungen des TKG bezie-
hen sich nach § 2 Abs.2 sogar ausdriicklich auf verschiedene Rechtsgiiter
und Ziele aus den Bereichen von Verbraucherschutz, Wettbewerb, Sicher-
stellung gleichwertige Lebensverhdltnisse in stadtischen und ldndlichen
Réumen bis hin zur 6ffentlichen Sicherheit.

Allerdings kommt weiterhin hinzu, dass die insbesondere durch die
Schutzziele beschriebenen Anforderungen an die IT- bzw. Datensicher-
heit nicht ubereinstimmen. Die DSGVO etabliert als viertes ,,Merkmal“
neben den klassischen Schutzzielen die Resilienz, das BSIG und die NIS(2)-
RL hingegen die Authentizitdt. Damit treten in beiden Rechtsordnungen
neue Merkmale neben die drei klassischen Schutzziele der IT-Sicherheit
(Verfiigbarkeit, Vertraulichkeit und Integritdt)** und erweitern somit das
Schutzprogramm jeweils eigenstandig.

Schliellich beziehen sich die klassischen Schutzziele sowie die zusitz-
lichen Merkmale auch auf unterschiedliche Schutzobjekte: Nach Art.32
Abs. 11itb), Abs. 2 DSGVO sollen sie fiir personenbezogene Daten, Systeme
und Dienste sichergestellt werden, die NIS2-RL bezieht sie hingegen gerade
nicht auf Systeme, sondern lediglich auf (alle) Daten und Dienste. Das Sys-
tem ist nach dem Wortlaut der NIS2-RL lediglich der Mafinahmentréger,
der die Schutzziele fiir Daten und Dienste sicherstellen soll.

Die Regelungsregime der DSGVO und des RegE BSIG bzw. der NIS(2)-
RL kniipfen weiterhin an einen Risikobegriff an und fordern, ein dem
Risiko angemessenes Schutzniveau zu gewihrleisten. Schon bei der Frage
der Definition des Risikos besteht aber keine Einigkeit. Die DSGVO enthalt
sich einer eigenstindigen Definition und ob die durch Auslegung ermittel-
ten Definitionen hier mit der Legaldefinition des Risikos nach der NIS2-
RL iibereinstimmen, ist zumindest zweifelhaft.

3. Uberschneidungsbereich

Der sich so ergebende Umstand mangelnder Kohdrenz®> zwischen Daten-
und IT-Sicherheitsrecht ist aus regulationstechnischer Sicht in hohem

33 BKartA, Pressemitteilung vom 07.02.2019, 07.02.2019.

34 Samonas/Coss, JISSec, Vol. 10 (2014), Heft 3, 21 (23 1.).

35 Kohirenz zwischen Rechtsnormen liegt nach europdischem Verstindnis (Art.7
AEUV) vor, wenn diese konzeptionell und inhaltlich aufeinander bezogen (und abge-
stimmt) sind, Schorkopf, in: Grabitz/Hilf/Nettesheim, Das Recht der europdischen
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Mafle unbefriedigend. Denn viele Unternehmen miissen beide Schutzpro-
gramme einhalten, die sich aber in ihrer Gestaltung deutlich unterschei-
den. Insbesondere bei Online-Marktplatzen, Online-Suchmaschinen oder
sozialen Netzwerken liegen wie ausgefiihrt informationstechnische Systeme
vor, die sowohl die personenbezogenen Daten beinhalten, als auch gerade
durch deren Verarbeitung die kritische Dienstleistung bereitstellen, so dass
sie im Ergebnis den rechtlichen Anforderungen sowohl des Daten- als auch
des IT-Sicherheitsrechts entsprechen miissen.*® Sie miissen somit als wich-
tige Einrichtungen des IT-Sicherheitsrechts (§28 Abs.2 Nr.1iV.m. Anlage
2, Ziff. 6 RegE BSIG) einen sicheren Dienst nach §30 Abs.1 RegE BSIG
anbieten als auch als Verantwortliche (Art. 4 Nr.7 DSGVO) die personen-
bezogenen Daten nach Art. 32 DSGVO schiitzen (Datensicherheit), die sie
im Rahmen ihrer Diensterbringung nutzen.

Es kommt daher zu einer faktischen Uberschneidung der beiden Rechts-
gebiete, die unterschiedliche Anforderungen an denselben tatsdchlichen
Vorgang stellen, um jeweils unterschiedliche Rechtsgiiter zu schiitzen.?”

Fiir eine moglichst effiziente Sicherheitsgewdhrleistung ist aber eine ein-
heitliche, normative Konzeption anzustreben, die ein gemeinsames Verfah-
ren zum Umgang mit Risiken (Risikomethodik bzw. -management) ermdég-
licht. Dadurch kann der Aufwand der Normbefolgung deutlich reduziert
werden. Auflerdem konnen kumulierende Risiken (also Risiken, deren Fol-
gen sowohl die Schutzgiiter der DSGVO als auch jene des RegE BSIG
betreffen) angemessen beriicksichtigt und mdgliche Zielkonflikte direkt
erkannt und bewiltigt werden.*®

Dadurch motiviert und auf Basis der skizzierten rechtlichen Ausgangsla-
ge gilt es in dieser Arbeit zu untersuchen, ob zumindest das Merkmal der
Resilienz sich aus der DSGVO auch auf den RegE BSIG iibertragen lésst
und insoweit zum einen die Kohidrenz der Schutzprogramme zugunsten
der eben genannten Vorteile erhdht werden kann und zum anderen der

Union, 80. EL 2023, Art.7 AEUV, Rn. 11; teilweise wird auch der Begriff der Konsis-
tenz verwendet, wobei dessen Verhiltnis zum Begriff der Kohédrenz zweifelhaft ist,
Schorkopf, ebd.; Pagenkopf, NJW 2011, 513 (516).

36 Vgl. S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2. Auf-
lage 2020, Art. 32, Rn. 11.

37 Siehe Fn. 23.

38 Die Alternative ohne die genannten Vorteile besteht darin, fiir beide Rechtsgebiete je-
weils getrennte Risikomanagementprozesse durchzufiihren und fiir den Uberschnei-
dungsbereich am Ende die jeweils héheren Mafinahmen zu wihlen, in diesem Sinne
wohl S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2.
Auflage 2020, Art. 32, Rn. 12.
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mogliche Mehrwert dieser neuen rechtlichen Anforderung ggf. auch im
RegE BSIG genutzt werden konnte und sollte.

Dabei sind aufgrund der engen Verkniipfung insbesondere auch die mit
der Resilienz in Zusammenhang stehen Rechtsbegriffe wie das Risiko, die
Systeme und Dienste sowie die Schutzziele zu untersuchen.

ITI. Adressaten und Storungsszenario

Um die mégliche Funktionsweise und die Bedeutung der Resilienz in der
digitalen Gesellschaft zu demonstrieren, soll im Rahmen dieser Untersu-
chung auf personalisierte Dienste abgestellt werden, d.h. solche Dienste,
die entweder eine angebotene (digitale) Leistung oder den Preis fiir ein
Produkt an den jeweiligen Nutzer anpassen (personalisieren) und hierzu
personenbezogene Daten verarbeiten.

Aktuell sind solche Dienste insbesondere die Google Suche (Alphabet),
verschiedene soziale Netzwerke wie Facebook und Instagram (Meta), Tik-
Tok, X (vormals Twitter) sowie der von Amazon betriebene Amazon Mar-
ketplace als Online-Marktplatz. Auf deren Personalisierung wurde bereits
hingewiesen: Die Sortierung der Suchergebnisse bei Webinhalten (Google
Suche) oder Produkten (Online-Marktplatz) sowie der Feeds in sozialen
Netzwerken und die Personalisierung der auf all diesen Diensten geschalte-
ten Werbung.

Daneben beginnt bereits und wird in Zukunft verstirkt erwartet eine
weitere Form der Personalisierung, ndmlich die Personalisierung von Prei-
sen im Online- wie langfristig auch im Offline-Handel. Auch der Gesetz-
geber hat insofern in Art.246a §1 Nr.6 EGBGB fiir Fernabsatzvertrage
bereits eine Regelung vorgesehen, wonach der Unternehmer den Verbrau-
cher darauf hinweisen muss, wenn ,,der Preis auf der Grundlage einer auto-
matisierten Entscheidungsfindung personalisiert wurde®. Kiinftig erscheint
es insofern nicht ausgeschlossen, dass es im Online-Handel generell und
damit auch auf Online-Marktplatzen®® auch personalisierte, d.h. auf Grund-
lage personenbezogener Daten individuell angepasste, Preise geben konnte.*0

39 Es ist auch anzunehmen, dass dieser Preis auch durch den Online-Marktplatz und
nicht durch den (Dritt-)Héndler festgesetzt wiirde, da erstgenannter am ehesten iiber
die hierfiir notwendigen personenbezogenen Daten der Kund:innen verfiigt.

40 Siehe zu personalisierten Preisen im Online-Handel: G. Wagner/Eidenmiiller, ZEPW
2019, 220 (224 ff.); Als voraussichtliche KI-Anwendung: Sattler, in: Ebers/Steinrétter,
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1. Kapitel: Einleitung

Im Rahmen dieser Untersuchung wird abstrakt auf die personalisierten
Dienste abgestellt werden, um die Bedeutung der Resilienz herauszuarbei-
ten.! Bei diesen Diensten spitzt sich die Datenverarbeitung (einschliefllich
etwaiger Manipulationen) zu, da ihr Ergebnis in einer konkreten, persona-
lisierten Entscheidung erfolgt. Die entwickelten Ergebnisse dieser Untersu-
chung sind somit umgekehrt grundsitzlich auf alle Dienste anwendbar, die
anhand von personlichen Informationen Wissen generieren und auf Basis
dessen eine automatisierte, personalisierte Entscheidung treffen. Fiir die
Resilienz entscheidend ist aulerdem, dass diese dynamischen, auf offenen
Systemen beruhenden Dienste andere Anforderungen an die Daten- und
IT-Sicherheit stellen als statische Dienste auf Basis geschlossener Systeme.
Folglich kann die Resilienz auch fiir andere Dienste von Bedeutung sein,
sofern sie dem soeben skizzierten Profil entsprechen.

Fiir das Storungsszenario ist vorauszuschicken, dass bei jeder Nutzung
eines personalisierten Dienstes ein faktisch unteilbarer Datenverarbeitungs-
vorgang stattfindet, der sowohl nach dem Datensicherheitsrecht als auch
dem IT-Sicherheitsrecht zu schiitzen ist. Dieser Datenverarbeitungsvorgang
kann insbesondere dadurch gestort werden, dass objektiv unrichtige In-
formationen eingespeist werden. Betroffen sind insbesondere jene dyna-
mischen Informationen, die sich auf die Online-Aktivitit beziehen, also
v.a. Seitenaufrufe, Produktsuchen, die Tétigkeiten in sozialen Netzwerken
und der Medienkonsum. Objektiv unrichtig sind solche Informationen
mit Blick auf den Kontext der Verarbeitung immer dann, wenn sie nicht
das Abbild tatsdchlicher Aktivititen bzw. der Interessen der Nutzer:innen
sind, etwa weil deren Endgerdte durch Schadsoftware kompromittiert sind,
welche die (insofern manipulierten) Anfragen von den jeweiligen Geriten
ausfithren.

Kiinstliche Intelligenz und smarte Robotik im IT-Sicherheitsrecht, 197 (223); Zum
wissenschaftlichen Nachweis bereits bestehender Preis-Personalisierung auf US-ame-
rikanischen E-Commerce-Webseiten: Hannak et al., in: Proceedings of the 2014
Conference on Internet Measurement Conference, Measuring Price Discrimination
and Steering on E-commerce Web Sites, 305 (305f.).

41 Weitere Beispiele finden sich auf den S. 44 ff.
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A. Motivation

Personalisierter Dienst

Dienstangebot
(Entscheidung + Steuerung)
A

Personliche Préferenzen
(Personenwissen)
A

Datenfluss Personliche Informationen

4

Datenverarbeitung

NSt — — — -———————— >
Personenbezogene Daten

Manipulation

Abbildung 2: Manipulation von personalisierten Diensten

In diesem Fall wird zum einen durch den Algorithmus moglicherweise ein
falsches Ergebnis auf eine bestimme Anfrage ausgegeben. Dabei verfalscht
sich ggf. auch das Profil des/der Kund:in, sodass das Wissen um seine/ihre
Priferenzen (Personenwissen) unrichtig wird. Auch besteht die Moglich-
keit, dass wenn viele Identititen korrumpiert sind und dementsprechend
falsche Informationen iibermitteln, die regelmiaflig eingesetzten Machine-
Learning-Systeme (ML-System) in ihrem abstrakten Lernwissen (z.B. tiber
Praferenzzusammenhénge zwischen zwei Elementen) ,umtrainiert” wer-
den. Im Ergebnis werden dann durch den Dienst falsche Personalisierungs-
entscheidungen getroffen und somit ggf. auch falsche Steuerungsanreize
gesetzt (zu den Details hierzu siehe S. 77 ft.).

Das Personenwissen konnte beispielsweise manipuliert werden, damit
einzelnen Personen einseitige Personalisierungsentscheidungen (etwa bei
der Recherche in Online-Suchmaschinen) erteilt werden (z.B. bei Journa-
list:innen oder Politiker:innen). Die Manipulation des Lernwissens wire
hingegen das Ziel grof} angelegter Angriffe, um z.B. bestimmte Produkt-
empfehlungen auf einem Online-Marktplatz zu erreichen oder in sozia-
len Netzwerken und in Online-Suchmaschinen*? die 6ffentliche Meinung

42 Zumindest in Deutschland gibt es bei Online-Suchmaschinen Hinweise, dass die von
vorneherein bestehende ,,politische Personalisierung® von Google ohnehin nur sehr
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1. Kapitel: Einleitung

und damit ggf. auch Wahlen durch entsprechend manipulierte Personalisie-
rungsentscheidungen dieser Dienste zu beeinflussen.

Es drohen somit unterschiedliche Angriffe, die die Datensicherheit bzw.
IT-Sicherheit betreffen kénnen. Diese beziehen sich aber auf dieselben in-
formationstechnischen Systeme, so dass es wie beschrieben wiinschenswert
wire, wenn die entsprechenden Regelungen (DSGVO und RegE BSIG)
ein moglichst kohdrentes Verhiltnis aufweisen, damit auch diesen beiden
Angriffen innerhalb eines gemeinsamen Verfahrens zur Gewéhrleistung der
Daten- und IT-Sicherheit begegnet werden.

IV. Ubergreifende Bedeutung des Szenarios

Solche Uberschneidungen zwischen Daten- und IT-Sicherheitsrecht sind
nicht auf die genannten, personalisierten digitalen Dienste (Online-Markt-
platze, Online-Suchmaschinen, Soziale Netzwerke) beschrankt.

Ein sowohl rechtlich als auch sachlich sehr artverwandtes Phanomen
sind sog. Telematik-Versicherungen im KFZ-Bereich (pay-as-you-drive).
Auch hier werden durch die Verarbeitung personenbezogener Daten ,,per-
sonalisierte Tarife“ erstellt, die fiir die Kund:innen in Abhéngigkeit von
ihrem Fahrprofil individuelle Primien festsetzen.*> Rechtlich ist ebenso
eine Uberschneidung von Datensicherheits- und IT-Sicherheitsrecht anzu-
nehmen, da Schadens- und Unfallversicherungen ab 500.000 Schadensfl-
len pro Jahr nach der KritisV zugleich Kritische Infrastrukturen (nach RegE
BSIG: kritische Anlagen) sind.**

Weitere Beispiele finden sich im Bereich des Energierechts (1.), der
Gesundheitsversorgung (2.) sowie allgemein in digitalen Okosystemen,
die viele Dienste kombinieren (3.), wobei die Uberschneidung von Daten-
schutz- und IT-Sicherheitsrecht teilweise explizit normiert wurde. Schlief3-
lich sei auch auf andere Uberschneidungen hingewiesen, z.B. zwischen
DSGVO und TKG (4.).

geringfugig ist; Krafft et al., Filterblase geplatzt? Kaum Raum fiir Personalisierung bei
Google-Suchen zur Bundestagswahl 2017, S. 1.

43 Klimke, r+s 2015, 217 (217 ff).

44 §7 Abs.1Nr. 5, Abs. 6; Anhang 6, Teil 1 Nr. 1 lit x), Anhang 6, Teil 3, Ziff. 5.1.7 KritisV.
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A. Motivation

1. Energierecht

Eine Uberschneidung zwischen IT-Sicherheitsrecht und DSGVO ist auch
im Energierecht denkbar. Zwar benétigen die Betreiber von Energiever-
sorgungsnetzen oder Energieanlagen keine personenbezogenen Daten zur
unmittelbaren Erbringung ihrer Dienste.*> Im Zuge der Energiewende sol-
len allerdings die bisherigen Stromzéhler zunehmend durch Smart-Meter
ersetzt werden, um den Strombedarf zu analysieren und die Nachfrage an
das Angebot anpassen zu kénnen. Folglich sind Smart-Meter kiinftig fiir die
Sicherheit der Versorgung mit Elektrizitit von hoher Bedeutung.

Dabei verarbeiten sie in groffem Umfang Daten iiber den Verbrauch von
Elektrizitdt des jeweiligen Haushalts. Diese Daten lassen sich zumindest
dem jeweiligen Anschlussinhaber zuordnen und sind mithin personenbe-
zogen.*® Aus diesen Daten lassen sich auch tiefgehende Riickschliisse auf
das Privatleben der Haushaltsmitglieder ziehen lassen (wie etwa Schlaf-
und An- bzw. Abwesenheitszeiten).#” Mithin ist auch die Datensicherheit
zur Vermeidung von Beeintrachtigungen an Rechten und Freiheiten der
betroffenen Personen von hoher Bedeutung.

Sachlich liegt also auch hier eine Uberschneidung vor, bei der mit dem
Smart-Meter als ,zentraler Baustein des digitalisierten Energienetzes® und
damit gleichsam als ,Teil einer kritischen Infrastruktur® zugleich auch in
groflem Umfang personenbezogene Daten verarbeitet werden.*® Allerdings
werden die Anforderungen an Smart-Meter im Messstellenbetriebsgesetz
(MsbG) geregelt, dessen technische Vorschriften (§§19 Abs.1, Abs.2, 21
Abs. 1, 22 Abs.1 MsbG) diese beiden Aspekte beriicksichtigen.*” Insofern
existiert hier bereits eine lex specialis, die fir den kleinen Bereich der
Smart-Meter eine einheitliche Regelung sowohl mit Blick auf die IT-Sicher-
heit als auch die Datensicherheit enthalt.

45 Aber gleichwohl mittelbar, etwa zu Abrechnungszwecken.

46 Bretthauer, EnWZ 2017, 56 (57); Keppler, EnWZ 2016, 99 (100).
47 Bretthauer, EnWZ 2017, 56 (57) m.w.N.

48 Stevens, CR 2021, 841 (841).

49 Stevens, CR 2021, 841 (842, 844).
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2. Gesundheitsversorgung

Auch im Kontext der Gesundheitsversorgung liegt eine solche Uberschnei-
dung vor. Krankenhéuser i.S.d. §108 SGBV stellen nach bisheriger Rechts-
lage (§ 6, Anhang 5, Ziff. 1.1 BSI-KritisV') eine kritische Infrastruktur dar>®
und werden wohl auch unter der kiinftigen Rechtslage als (besonders)
wichtige Einrichtungen (§28 Abs.1 Nr.4, Abs.2 Nr.3 iV.m. Anlage 1,
Ziff. 4.1.1. RegE BSIG) und ggf. auch als kritische Anlagen (§ 28 Abs.1 Nr. 1
iV.m. §§2 Nr.22, 56 Abs.4 RegE BSIG) erfasst. Gleichzeitig verarbeiten
sie mit den Patientendaten (besonders sensible) personenbezogene Daten
im Sinne der DSGVO.>! Dabei liegen erneut einheitliche informationstech-
nische Systeme vor, so dass bei sicherheitsrelevanten Ereignissen entspre-
chend auch die Schutzgiiter beider Rechtsregime betroffen sein kénnen.>?

3. Dienste in digitalen Okosystemen

Weiterhin stellt sich die Problematik im Bereich der Zahlungsdienste. An-
bieter>® derselben miissen sowohl die Vorgaben nach Art. 6 ff. DORA (lex
specialis gegeniiber dem RegE BSIG im IT-Sicherheitsrecht)>* als auch der
DSGVO einhalten. Daneben miissen Cloud-Dienste soweit sie personenbe-
zogene Daten verarbeiten erneut die DSGVO als auch den RegE BSIG>
einhalten. SchlieSlich tritt beim automatisierten Fahren neben die DSGVO
auch das fahrzeugbezogene IT-Sicherheitsrecht der UN-R 155.56

50 Sofern sie den Schwellenwert von 30.000 vollstationdren Fallen pro Jahr iibersteigen,
Anhang 5, Teil 3, Ziff. 1.1 BSI-KritisV.

51 Sog. Gesundheitsdaten werden in Art. 4 Nr.15 DSGVO auch ausdriicklich definiert.
Zum Umgang mit Patientendaten unter der DSGVO: Bieresborn, in: Forgd/Helf-
rich/Schneider, Betrieblicher Datenschutz, Rn. 8ff.; Schiitze/Spyra, RDV 2016, 285
(285 ff).

52 Zu Compliance-Anforderungen sowohl aus DSGVO als auch BSIG sowie weiteren
Vorschriften siehe: Nadeborn/Dittrich, Int. Cybersecur. Law Rev. 2022, 147 (153 ff.).

53 Zu den Kategorien erfasster Unternehmen im Einzelnen: Art.2 Abs.1 DORA.

54 Siehe die entsprechende Ausnahme von der Erfassung als (besonders) wichtige Ein-
richtung sowie als kritische Anlage in § 28 Abs. 5 Nr. 1, Abs. 6RegE BSIG.

55 Siehe § 28 Abs. 1 Nr. 4, Abs. 2 Nr. 3, Anhang I, Ziff. 6.1.4. RegE BSIG.

56 UN-Regelung Nr.155 zur Cybersicherheit und zum Cybersicherheitsmanagement
bei Fahrzeugen; siehe zu den Verweisen aus dem européischen Recht: Art.5 Abs. 1,
Anhang IT D4 VO 2018/858 iV.m. Art. 4 Abs. 5 lit. d, Anhang IT D 4 VO 2019/2144.
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Diese Dienste werden dariiber hinaus inzwischen von grofien Digital-
konzernen angeboten, die ausgehend von ihrem urspriinglichen Geschifts-
bereich weiter in andere (elementare) Lebensbereiche vordringen und auf
diese Art sog. digitale Okosysteme®” aufbauen. So verhilt es sich etwa
bei Alphabet und Apple, die neben vielen anderen Diensten u.a. eigene
Zahlungsdienste und eigene Cloud-Dienste®® anbieten und im Fall von Al-
phabet dariiber hinaus im Bereich des automatisierten sowie des vernetzten
Fahrens (Tochterfirma: Waymo) engagiert sind.> Es zeigt sich mithin die
Tendenz dieser Unternehmen immer neue, haufig auch verbundene Markte
zu erschlieflen.®® Zugleich sind alle diese Mirkte in hohem Mafle datenge-
trieben und die Verarbeitungen fallen daher in den Anwendungsbereich der
DSGVO.

Es ist daher zu erwarten, dass bei diesen Unternehmen die Personalisie-
rung und die dafiir notwendige Verarbeitung personenbezogener Daten
grofere Dimensionen annimmt, als bei Unternehmen die ausschlief3lich
auf einzelnen Mairkten aktiv sind. Damit dirfte die Angriffsmotivation
sowie die Folgen von Zwischenfillen in diesen Okosystemen wachsen,
sowohl mit Blick auf die grofiere Menge personenbezogener Daten als auch
der Betroffenheit verschiedener (kritischer) Dienste. Gleichzeitig wird sich
in diesen Strukturen die Uberschneidung von Sicherheitsanforderungen an
die Informationstechnik aus dem Datensicherheitsrecht und verschiedenen
Bereichen des IT-Sicherheitsrechts (z.B. RegE BSIG, DORA, UN-R 155)
stetig ausweiten.®!

57 In einem solchen werden somit verschiedene Dienste wie etwa Zahlungs-, Cloud-
und Streamingdienste ,unter einem Dach® angeboten, Vgl. Bosse et al., DuD 2024, 82
(83); Brdutigam, in: Brautigam/Riicker, E-Commerce, 1 (22, 25 ff.) mit der Differen-
zierung u.a. nach suchmaschinenbasierten Okosystemen (Alphabet), Commerce-ba-
sierte Okosysteme (Amazon), endgeritebasierten Okosystemen (Apple) und Social
Media-basierte Okosysteme (Meta).

58 Explizit zur Erfassung von iCloud, allerdings noch unter der alten Rechtslage: M.
Fischer, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 299 (320), Rn. 99.

59 Scheuer, Waymo - Was ein Robotaxi-Selbstversuch iiber autonomes Fahren sagt,
Handelsblatt vom 11.08.2023.

60 Hoeffer/Lehr, Online-Plattformen und Big-Data auf dem Priifstand, NZKart 2019, 10
().

61 Grundlegend ebenso: Hornung/Schallbruch, in: Hornung/Schallbruch, IT-Sicher-
heitsrecht, 23 (31), Rn 36.
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4. Telekommunikationsrecht

Hinsichtlich des Telekommunikationsrechts nimmt die DSGVO in Art. 95
DSGVO (EG 173) zwar eine horizontale Abgrenzung zum Kommunikati-
onsrecht vor,*? allerdings verhindert dies nicht, dass die Daten {iber einen
Lebenszyklus hinweg unterschiedlichen IT-Sicherheitsanforderungen un-
terworfen sind.

Das TKG verpflichtet in § 165 Abs. 11V.m. § 3 Nr. 61, 40 die Anbieter sog.
nummernunabhingige, interpersoneller Kommunikationsdienste dazu, die
Sicherheit dieser Dienste zu gewéhrleisten. Hierzu gehdren nach EG 17 der
umgesetzten EECC-RL insbesondere auch E-Mail-Dienste, die folglich fiir
den Kommunikationsprozess dem TKG unterfallen.

Allerdings verarbeiten E-Mail-Dienste die Daten teilweise auch dariiber
hinaus weiter. So werden etwa von Gmail Inhaltsdaten wie folgt erhoben:
JWir erheben auch die Inhalte, die Sie bei der Nutzung unserer Dienste
erstellen, hochladen oder von anderen erhalten. Dazu gehoéren beispiels-
weise E-Mails, die Sie verfassen und empfangen [...].®3 Als Zwecke wer-
den insoweit angegeben die ,Bereitstellung unserer Dienste, die ,Wartung
und Verbesserung unserer Dienste” als auch die ,,Personalisierung unserer
Dienste“%4 Lediglich hinsichtlich personalisierter Werbung wird eine Verar-
beitung der E-Mail-Daten (und anderen u.a. sensiblen Daten) ausgeschlos-
sen.®

Da diese Verarbeitungen in keinem Zusammenhang mehr mit dem ei-
gentlichen Kommunikationsvorgang stehen, diirften sie nicht mehr unter
das Telekommunikationsrecht, sondern die DSGVO fallen. Damit unter-
fallen die personenbezogenen Daten in einem informationstechnischen
System (Mail-Server) im Laufe der Verarbeitung zundchst dem TKG und
dann der DSGVO, so dass auch hier eine Schnittmenge (etwa bei der
Systemsicherheit) entsteht.

62 Jedenfalls soweit es 6ffentlich zugidngliche Kommunikationsdienste betrifft,
J. Eckhardt, in: Geppert/Schiitz, Beck'scher Kommentar zum TKG, 5. Auflage 2023,
§165, Rn. 9.

63 Alphabet, Google-Datenschutzerkldrung, 04.03.2024, abrufbar unter: https://policies
.google.com/privacy#infocollect, zugegriffen am 17.04.2024.

64 Wie zuvor.

65 Wie zuvor.
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A. Motivation

V. Fazit

Insgesamt zeigt sich auch anhand der dargestellten, unterschiedlich geprég-
ten Uberschneidungsbereiche, dass eine Harmonisierung der unterschiedli-
chen Regelungen ein wichtiges Anliegen fiir die zukiinftige Ausgestaltung
des Daten- und IT-Sicherheitsrechts darstellt. Immer mehr Unternehmen,
wie auch die Anbieter der digitalen Dienste, unterfallen in diesem Bereich
mehreren Gesetzen. In der bisherigen Ausgestaltung sind die Gesetze dies-
beziiglich nur wenig hilfreich und geben ohne eine nachvollziehbare Syste-
matik unterschiedliche Schutzziele vor, die obendrein auf unterschiedliche
Schutzobjekte bezogen werden. Es fehlt an iibereinstimmenden Definitio-
nen des Risikos ebenso wie an der gesetzlichen Vorgabe der zugehdrigen
Risikomethodik. Es bestehen somit wie gezeigt insgesamt erhebliche Inko-
hérenzen.

Deshalb sollten insbesondere das Datensicherheits- und das IT-Sicher-
heitsrecht stirker harmonisiert werden, um Widerspriiche zu vermeiden
und ein effizientes Risikomanagement in diesen Bereichen zu ermdoglichen.
Dies reduziert wie aufgezeigt nicht nur den Aufwand fiir die betroffenen
Unternehmen; wichtiger ist aus normativer Sicht vielmehr, dass die jeweili-
gen Schutzgiiter effizienter geschiitzt werden, wenn diese in einem gemein-
samen Managementprozess erfasst werden und so auch etwaige Wechsel-
wirkungen beriicksichtigt werden konnen. Insbesondere konnen so sowohl
kumulierende Risiken, d.h. solche Risiken die sowohl datensicherheits- als
auch aus IT-Sicherheitsrechtliche Folgen haben optimal erfasst werden als
auch mogliche Zielkonflikte erkannt und bewaltigt werden.

Der Anspruch der Harmonisierung gilt in besonderem Mafle fiir die
Anforderungen an die Sicherheitsgewédhr in Form von Schutzzielen und
auch dem hier untersuchten Prinzip der Resilienz, da diese den Begriff
der Sicherheit mafigeblich konturieren und damit der wesentliche Ankniip-
fungspunkt dafiir sind, welche Schutzmafinahmen zu treffen sind.

All dies betrifft insbesondere auch die hier exemplarisch herangezogenen
digitalen Dienste. Auf sachlicher Ebene tritt auch bei diesen zusatzlich wie
beschrieben noch die offene Systemarchitektur hinzu, die neben anderen
Aspekten zu einer hohen Ungewissheit fithrt. Mit der Resilienz (nur) in
der DSGVO wird nun ein weiteres, moglicherweise gerade mit Blick auf
Ungewissheiten inhaltlich sehr sinnvolles, aber zunichst jedenfalls auch
rechtlich disharmonisches Element implementiert, was deshalb im Folgen-
den untersucht werden soll.
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B. Untersuchungsgegenstand

Diese Untersuchung leistet einen Beitrag zur Bewiltigung der soeben skiz-
zierten Ausgangslage, indem sie die neue Anforderung der Resilienz aus
dem Datensicherheitsrecht untersucht und die Moglichkeit eines Transfers
derselben in das IT-Sicherheitsrecht eruiert, um eine Harmonisierung der
beiden Rechtsregime voranzubringen und den regulatorischen Mehrwert
der Resilienz bei der Sicherheitsgewahrleistung auch im IT-Sicherheitsrecht
nutzen zu konnen.

In einem zweiten Schritt wird hierzu das neue Merkmal der Resilienz in
Art. 32 Abs. 1 lit b) DSGVO in seinem Bedeutungsgehalt fiir die genann-
ten, ungewissen Herausforderungen beschrieben. Methodisch wird dabei
eine nach den vier juristischen Auslegungsmethoden (sog. canones)%®
konsistente Definition geliefert und diese anhand o.g. Szenarios der Ma-
nipulation personalisierter digitaler Dienste, welches zuvor noch genauer
modelliert und beschrieben wird (erster Schritt), tiberpriift.

Drittens wird untersucht, ob sich der so definierte Begriff der Resilienz,
unter Herausarbeitung aller relevanten Unterschiede zwischen dem Da-
ten- und IT-Sicherheitsrecht, auch in letzteres, namentlich § 30 Abs.1
RegE BSIG, iibertragen ldsst und somit der regulatorische Mehrwert des
Resilienzbegriffs auch hier genutzt sowie ein hoheres Maf$ an rechtlicher
Kohirenz erreicht werden kann. Auch hier wird zur Uberpriifung der
Ergebnisse wieder das genannte Szenario bemiiht.

Am Ende der Untersuchung wird neben einer Zusammenfassung der
Ergebnisse eine rechtliche Gestaltungsempfehlung zur Resilienz im Daten-
und IT-Sicherheitsrecht gegeben. Zu den einzelnen Schritten wird auf den
Gang der Untersuchung (S. 53 ff.) verwiesen.

Neben dem hier gegenstindlichen RegE BSIG existieren wie bereits bei
der rechtlichen Ausgangslage noch zahlreiche weitere Vorschriften des IT-
Sicherheitsrechts i.e.S., die hier jedoch nicht in den Untersuchungsgegen-
stand mit einbezogen werden. Sie sollen aber in Eingrenzung des Untersu-
chungsgegenstandes an dieser Stelle kurz angedeutet werden:

Hierzu gehoren innerhalb des IT-Sicherheitsrecht i.e.S. zunéchst insbe-
sondere auch §§ 11 Abs 1a, 1b EnWG oder § 165 TKG und Art. 6 ff. DORA.
Daneben verlangt auch der Art.34 Abs 2 UAbs.2 DSA von Anbietern

66 Riithers/C. Fischer/Birk, Rechtstheorie, S. 432 ff.; Savigny, System des heutigen Romi-
schen Rechts, Band 1, 1840, S. 213 f.
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B. Untersuchungsgegenstand

sehr grofier Online-Plattformen und sehr grofler Online-Suchmaschinen,
mithin auch aller hier genannten digitalen Dienste,*” u.a. die Risiken zu
beriicksichtigen, die durch ,vorsitzliche Manipulation ihres Dienstes, auch
durch unauthentische Verwendung oder automatisierte Ausnutzung des
Dienstes” und nach Art. 35 Abs. 1 entsprechend zu mindern, was nach hiesi-
gem Verstandnis ebenfalls eine Anforderung der IT-Sicherheit darstellt.

Auflerdem regeln die Art.9, 15 KI-VO-E, dass fiir Hoch-Risiko-KI-Sys-
teme ein Risikomanagement etabliert und hierdurch auch deren ,Cybersi-
cherheit“¢® gewidhrleistet werden muss. Als Hoch-Risiko-KI-Systeme sind
insbesondere auch KI-Systeme erfasst, die als ,Safety“-Komponenten in
kritischen Infrastrukturen eingesetzt werden (Anhang III, Ziff.2; Art.2
Nr. 44h KI-VO-E). Allerdings sind die hier im Szenario behandelten KI-
Systeme in den digitalen Diensten zum Ranking bzw. zur Empfehlung
von Webinhalten keine Hoch-Risiko-KI-Systeme®® und folglich auch diesen
Anforderungen nicht unterworfen. Sie werden daher ebenfalls nicht weiter
beriicksichtigt.

Ebenfalls keine Beriicksichtigung in dieser Arbeit finden die Anforde-
rungen nach §19 Abs.4 TDDDG, wonach Anbieter von geschéftsmaflig
angebotenen Telemedien, im Rahmen des technisch moglichen und wirt-
schaftlich Zumutbaren, technische und organisatorische Mafinahmen tref-
fen miissen, die einen Zugang auf die technischen Einrichtungen ihrer Te-
lemedienangebote ausschlieflen und diese Einrichtungen gegen Stérungen
durch duflere Angriffe sichern.

Diese Vorgaben gelten auch fiir Anbieter digitaler Dienste, da es sich bei
diesen Diensten zugleich um geschiftsmaf3ig angebotene Telemedien han-
delt.”? Insofern besteht eine idealkonkurrierende Verpflichtung.”! Der Ge-
setzgeber sah hierin aber jedenfalls bislang keine Schwierigkeit; vielmehr
sei diese Doppelerfassung wegen der unterschiedlichen Schutzgiiter gebo-
ten: Der § 8¢ BSIG (§ 30 RegE BSIG) verfolge als Umsetzung von Art. 16

67 Siehe die Benennung durch die EU-Kommission, Pressemitteilung vom 25.04.2023,
abrufbar unter: https://ec.europa.eu/commission/presscorner/detail/de/ip_23_2413,
zuletzt abgerufen am 16.04.2024.

68 Ob und inwieweit in Zeiten allgegenwirtiger Vernetzung tatsachlich ein Unterschied
zwischen Cybersicherheit und IT-Sicherheit besteht ist zweifelhaft, siehe hierzu:
Kipker, in: Kipker, Cybersecurity, 1 (2f.).

69 Siehe hierzu die Liste der Hoch-Risiko-KI-Systeme in Anhang 3, KI-VO-E.

70 Schallbruch, CR 2016, 663 (666).

71 Vgl. Beucher/Ehlen/Utzerath, in: Kipker, Cybersecurity, 499 (566), Rn.240; De-
usch/Eggendorfer, in: Taeger/Pohle, Computerrechts-Handbuch, 50.1, Rn. 420.
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1. Kapitel: Einleitung

NIS-RL die Gewihrleistung der Verfiigbarkeit der digitalen Dienste,”?> wo-
hingegen die Vorgangervorschrift des § 19 Abs. 4 TDDDG (§ 13 Abs. 7 TMG
a.F.) die (individuelle) Gewahrleistung der informationellen Selbstbestim-
mung sowie der Vertraulichkeit und Integritdt informationstechnischer Sys-
teme der Nutzer verfolge.”?

Da der Schutz personenbezogener Daten, der in §13 Abs.7 TMG a.F.
enthalten war aber in der Neufassung entfallen ist, diirfte zumindest das
Recht auf informationelle Selbstbestimmung kein Schutzgut mehr sein.”*
Damit verbleibt fiir § 19 Abs.4 TDDDG lediglich das Schutzgut der Ver-
traulichkeit und Integritdt informationstechnischer Systeme der Webseiten-
nutzer;”> wobei sich die Frage stellt, ob § 8c BSIG (§ 30 RegE BSIG) dieses
Schutzgut nicht jedenfalls auch mit abdeckt, so dass bei digitalen Diensten
eine unndtige Doppelregulierung vorlage.

Weiterhin existiert mit dem Entwurf zum Cyber-Resilience-Act (CRA-E)
bald auch eine horizontale (d.h. nicht auf bestimmte Sektoren beschrank-
te), produktbezogene Regulierung, die bereits dem Namen nach einen Be-
zug zum hiesigen Untersuchungsgegenstand der Resilienz aufweisen konn-
te. Daneben existieren produktbezogene Regulierungsansatze mit Vorgaben
an Hersteller kritischer Komponenten (§ 41 RegE BSIG) sowie in einzelnen
Sektoren wie etwa fiir Medizinprodukte (MedizinProdVO) oder Funkanla-
gen (RED).

Im Unterschied dazu betreffen sowohl die DSGVO als auch § 30 RegE
BSIG die IT- bzw. Datensicherheit in komplexen, informationstechnischen
Systemen eines Betreibers bzw. eines Verantwortlichen. Die einzelnen
Komponenten dieser Systeme werden im Regelfall nicht von diesen selbst
hergestellt, sondern nur zusammengefiigt, betrieben und miissen sodann
als Ganzes durch entsprechende technische organisatorische Mafinahmen
gesichert werden. Hierin liegt ein fundamentaler Unterschied zu der durch
den CRA-E und die anderen genannten Regulierungen forcierten Gewahr
von IT-Sicherheit einzelner Produkte, welche insbesondere durch den Her-

72 Diese Beschrinkung auf die ,Verfiigbarkeit diirfte das Schutzgut der NIS-RL des
BSIG nur unzureichend beschreiben, siehe: EG 1, 48 NIS-RL; ausfiihrlich S. 222 ff.

73 BT-Drs. 18/11620, S. 5, a.E.; kritisch dazu: Schallbruch, CR 2017, 798 (800).

74 Vgl. J. Eckhardt/Lepperhoff, in: Schwartmann/Jaspers/Eckhardt, TTDSG 2022, §19,
Rn. 70, wonach die Sicherheit der Verarbeitung nun (ausschliefllich) unter Art.32
DSGVO fillt.

75 Urspriingliche Ziel war insofern die IT-Systeme der Nutzer vor {iber Webseiten
verbreitete Schadsoftware zu schiitzen: J. Eckhardt/Lepperhoff, in: Schwartmann/Jas-
pers/Eckhardt, TTDSG 2022, § 19, Rn. 83; BT-Drs. 18/4096, S. 34.
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C. Gang der Untersuchung

steller und somit auch bereits bei Entwicklung zu leisten ist. Die daraus
folgenden Differenzen zwischen beiden Regelungsansitzen werden daher
als zu hoch eingeschitzt, um diese im Rahmen der gegenstdndlichen Un-
tersuchung zur Bestimmung der Resilienz noch adaquat bewiltigen zu
konnen, obwohl sicherlich auch die Resilienz einzelner informationstech-
nischer Produkte fiir eine holistische IT- und Datensicherheit von hoher
Bedeutung sein diirfte.”®

C. Gang der Untersuchung

Im folgenden Abschnitt werden die bereits angedeuteten Einzelschritte der
Untersuchung detailliert dargestellt:

I. Funktionsweise und Manipulation von Personalisierungsalgorithmen

Um die fiir die rechtlichen Untersuchungsgegenstinde bestehenden, sachli-
chen Grundlagen zu schaffen, stellt das zweite Kapitel dieser Untersuchung
das Szenario und damit zunichst die Funktionsweise der algorithmenba-
sierten Personalisierung ndher dar und ordnet dabei den Vorgang der
Personalisierung anhand von personenbezogenen Daten zundchst in die
Kategorien Daten, Information, Wissen (DIW-Modell) ein (A.).

Die Generierung von Wissen mit dem Ziel autonome, personalisierte
Entscheidungen zu treffen, stellt in Zeiten zunehmend leistungsfahiger IT-
Anwendungen eine immer hiufigere Erscheinungsform in digitalen Diens-
ten dar.’” Die entsprechenden technischen Grundlagen mit der Entwick-
lung von automatisierter Verarbeitung, tiber die autonome Verarbeitung
und maschinelles Lernen bis hin zu den konkreten autonomen Entschei-
dungen in personalisierten Diensten werden sodann unter (B.) erldutert.

Schliefllich werden in Abschnitt C. mit Blick auf die Gewahrleistung der
Daten- und IT-Sicherheit die unterschiedlichen Méglichkeiten der Manipu-
lation der algorithmenbasierten Personalisierung beschrieben. Dies erfolgt
sowohl abstrakt anhand des unter A. dargestellten Modells als auch anhand
einer kurzen Abhandlung der technischen Angriffsmoglichkeiten. Dabei

76 Gleiches gilt auch fiir die Adressierung kritischer Komponenten; mehr dazu im
Ausblick, S. 335 ff.

77 Vgl. zur Verbreitung der Personalisierung: Montgomery/M. D. Smith, Journal of Inter-
active Marketing 2009, 130 (132 ff.); Pariser, Filter Bubble, S 14 ff.
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1. Kapitel: Einleitung

werden die zwei unterschiedlichen Angriffsvektoren des Szenarios heraus-
gearbeitet: Erstens die singuldre Informationsmanipulation (IL.), bei der das
Personenprofil eines einzelnen Nutzers (Personenwissen) und somit seine
individuellen Dienstergebnisse manipuliert werden. Dieser Angriffsvektor
ist somit fiir die Datensicherheit und Art.32 DSGVO relevant. Zweitens
die plurale Informationsmanipulation (II1.) bei der in grofiflachiger Weise
manipulierte Informationen von zahlreichen (gefalschten) Nutzeridentité-
ten eingebracht werden, die das abstrakte Lernwissen beeintrachtigen, die
Dienstergebnisse somit generell veraindern und daher fiir § 30 RegE BSIG
und die IT-Sicherheit relevant sind.

II. Resilienz in Art. 32 DSGVO

Im dritten Kapitel wird sodann als mégliche Antwort auf die zuvor be-
schriebenen Situationen auf die Bedeutung des Merkmals der Resilienz
eingegangen. Die Resilienz wird zunichst aus Art. 32 DSGVO heraus defi-
niert, der in Abs. 11it b) als Mafinahme die Féhigkeit verlangt, ,die Vertrau-
lichkeit, Integritdt, Verfiigbarkeit und Belastbarkeit [Resilienz] der Systeme
und Dienste im Zusammenhang mit der Verarbeitung auf Dauer sicherzu-
stellen.”

Zum Vorverstandnis werden hierfiir der Anwendungsbereich des Art. 32
innerhalb der DSGVO (A.) und die Schutzgiiter (Individualrechtsgiiter)
erldutert, zur Sicherung derer die Datensicherheit gewahrleistet werden
soll (B.). Anschlieflend folgt die Bestimmung des Merkmals ,Resilienz"
nach den vier juristischen Auslegungsmethoden (C.). Hierfiir werden zu-
néchst die wichtigen Vorbegriffe Datensicherheit, Mafinahmen, Systeme,
und Dienste erldutert (I.). Diese Begriffe sind einer Befassung mit dem
Rechtsbegrift Resilienz denklogisch vorgelagert, zum einen da die Resili-
enz als eine Anforderung der Datensicherheit ebenfalls durch Mafinahmen
umgesetzt wird und zum anderen, weil sich die Resilienz als Merkmal
zusammen mit den Schutzzielen auf Systeme und Dienste bezieht.

Die eigentliche Auslegung beginnt sodann mit dem Wortlaut (IL.),
wobei mangels eines allgemeingiiltigen Verstindnisses auf verschiedene
Fachdisziplinen, die den Begriff der Resilienz verwenden, zuriickgegriffen
wird. Anschlielend folgt die systematische Auslegung mit Blick auf die iibri-
gen, fiir die Resilienz mafgeblichen Elemente des Rechtssatzes in Art. 32
Abs. 1 litb), namentlich den Risikobegriff (sowie die Risikomethodik), die
Schutzziele (Vertraulichkeit, Integritat und Verfiigbarkeit) sowie die Syste-
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C. Gang der Untersuchung

me und Dienste. Es folgt noch die Auslegung nach der Historie (IV.), in der
auf die vorangegangene DS-RL und die Entwicklung der DSGVO einge-
gangen wird sowie nach dem Telos mit Blick auf die neuen Realweltphino-
mene, auf die die Resilienz eine Antwort geben kann (V.). Schlief3lich wird
in VI. das Auslegungsergebnis mit einer Definition der Resilienz vorgestellt.

Nachdem nun eine solche Definition besteht, wird die Bedeutung und
Funktionsweise der Resilienz anhand der personalisierten Dienste und dem
Angriffsvektor der singuldren Informationsmanipulation demonstriert (D.),
wobei neben der hier bestehenden Ungewissheit (I.) insbesondere auf die
einzelnen Elemente der Resilienzdefinition: Ereigniserkennung (I1.I), An-
passungsfahigkeit (I.2) und Erholung (IIL.3) eingegangen wird. Schlief3-
lich wird noch die abstrakte Angemessenheit der Resilienzmafinahmen
erlautert (III.)

I11. Ubertragbarkeit in § 30 RegE BSIG

Im vierten Kapitel wird gezeigt, ob und inwieweit die Resilienz in das
IT-Sicherheitsrecht, namentlich den fiir digitale Dienste relevanten § 30
RegE BSIG, iibertragen werden konnte.

Hier wird zunéchst auf die Schutzgiiter des IT-Sicherheitsrechts eingegan-
gen (A.), die anders als im Datensicherheitsrecht jedenfalls nicht primar
im Bereich des Individualgiiterschutzes, sondern v.a. auch im Schutz von
Gemeinschaftsrechtsgiitern® liegen, die auf die kontinuierliche und siche-
re Erbringung bestimmter (kritischer) Dienstleistungen (hier in digitaler
Form: Suchmaschinen, Online-Marktpldtze und soziale Netzwerke) ange-
wiesen sind. Zur genaueren Bestimmung der Schutzgiiter wird zunéchst
die historische Entwicklung des (RegE) BSIG nachgezeichnet (I.). In einem
zweiten Schritt werden dann die Schutzgiiter der fiir diese Regelung pr-
genden kritischen Anlagen herausgearbeitet (II). Anschlieflend wird unter-
sucht, wie im Verhiltnis dazu die Schutzgutbetroffenheit bei den digitalen
Diensten ausfallt (IIL.).

78 Der Begrift Gemeinschaftsrechtsgiiter bezeichnet in dieser Untersuchung 6ffentliche
Interessen, die (analog zu Individualrechtsgiitern wie Grundrechten) durch eine
fehlende IT-Sicherheit beeintrdchtigt werden konnen: Hierunter fallen insbesondere
Gemeinwohlziele sowie Teile der dffentlichen Sicherheit (Funktionsfahigkeit des Staa-
tes und seiner Einrichtungen sowie der Schutz der objektiven Rechtsordnung) und
der Erhalt der Umwelt; ausfiihrlich dazu ab S. 230.
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Im nédchsten Abschnitt (B.) werden sodann die IT-Sicherheitsvorgaben
des RegE BSIG systematisch beschrieben, in die sich die Resilienz einfiigen
miisste. Hierzu gehoren die Begriffe der IT-Sicherheit und die Schutzziele
(L), auBBerdem die Systeme, Dienste, Daten und Informationen (II.) sowie
schliefllich das Risiko (auch unter Beriicksichtigung der Risikomethodik)
und die Angemessenheit (IIL.).

Im Anschluss werden in C. die genannten Vorgaben mit jenen der
DSGVO, wie sie bereits im Abschnitt zur Resilienz (3. Kapitel, C., I. und
II1.) herausgearbeitet wurden, gegeniibergestellt und -soweit Unterschiede
vorliegen- die Folgen derselben fiir eine Integration der Resilienz herausge-
arbeitet. Dies betriftt insbesondere die Unterschiede zwischen den Defini-
tionen der Daten- und IT-Sicherheit (I.), der Bedeutung der Schutzziele
und des Dienstes (II.) sowie den Systemverstandnissen (IIL.). Schliefllich
werden noch die (kleineren) Unterschiede bei dem Risiko und der Risi-
komethodik einschliefSlich der Angemessenheit betrachtet (IV.). In der Zu-
sammenfassung (V.) werden sodann alle relevanten Unterschiede zwischen
Art. 32 DSGVO und § 30 RegE BSIG dargestellt und die jeweiligen Folgen
fur die Resilienz benannt.

SchlieBSlich wird unter D. die gleichwohl méogliche Ubertragung der Resi-
lienz in den RegE BSIG untersucht. Hierfiir werden bestehende Elemente
im IT-Sicherheitsrecht untersucht, die bereits in die Richtung der Resilienz
weisen (I.) und die telelogischen Griinde dargelegt, die auch fiir eine Ein-
fithrung der Resilienz im IT-Sicherheitsrecht sprechen (IL). Das Kapitel
schlief3t mit einer Bewertung der Implementierungsmdoglichkeiten der Resi-
lienz in den RegE BSIG (IIL.).

Unter E. wird schliellich demonstriert, dass die Resilienz auch im Sin-
ne des RegE BSIG fiir den Angriffsvektor der pluralen Informationsma-
nipulation einen Mehrwert fiir die Gewéhrleistung der IT-Sicherheit im
gewidhlten Szenario liefern kann. Dabei werden die Ungewissheit (I.) und
insbesondere die hier teilweise abweichenden Mafinahmen fiir die einzel-
nen Resilienzelemente (Ereigniserkennung, I1.1, Anpassungsfihigkeit 11.2,
Erholung, I1.3) dargestellt. Zum Abschluss (III.) wird erneut die abstrakte
Angemessenheit der Resilienzmafinahmen bestimmt.

IV. Zusammenfassung und Gestaltungsempfehlung

Die Arbeit schliefit mit dem fiinften Kapitel, in dem zunachst die Ergebnis-
se zusammengefasst werden (A.). Dies umfasst sowohl die Definition der
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Resilienz nach der DSGVO (1.) als auch die Ergebnisse zu den identifizier-
ten Unterschieden zwischen DSGVO und RegE BSIG und in der Folge der
Ubertragbarkeit des Resilienzbegriffs in das IT-Sicherheitsrecht (I1.).

Anschlieflend wird noch eine Gestaltungsempfehlung (B.) gegeben, wie
der Rechtsrahmen des Daten- und IT-Sicherheitsrecht fiir eine wirksame
Umsetzung der Resilienz gestaltet werden sollte.

Die Untersuchung endet mit einem Ausblick (C.) zu moglichen Weiter-
entwicklungen der Resilienz im IT-Sicherheitsrecht und dariiber hinaus.
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2. Kapitel: Funktion und Manipulation der algorithmenbasierten
Personalisierung

Nach dieser Einleitung wird nun im zweiten Kapitel vertieft auf das Szena-
rio dieser Untersuchung eingegangen, an dem die praktische Bedeutung
der Resilienz als Rechtsbegriff fiir die Daten- und IT-Sicherheit spdter
demonstriert werden soll. Dabei werden v.a. die Funktionsweise der algo-
rithmenbasierten Personalisierung und die Moglichkeit zur Manipulation
dargestellt.

Im Einzelnen wird zundchst eine Darstellung anhand des Daten-, In-
formations-, Wissensmodells (DIW-Modells) vorgenommen (A.), mithilfe
dessen die grundlegende Funktionsweise aus einer informationsrechtlichen
Sicht nachgezeichnet werden soll. Als Erganzung sollen in einem weiteren
Schritt zumindest grob die zugrundeliegenden technischen Aspekte erldu-
tert werden (B.). Im letzten Abschnitt dieses Teils (C.) wird sodann die
Manipulation der Informationen als Angrift in diesem Szenario dargestellt.

A. Ermittlung von Personenwissen nach dem DIW-Modell

In einem ersten Schritt soll hierfiir die Verarbeitung von Daten fir die
Personalisierung naher dargestellt werden.

Dabei ist Personalisierung ein Ausdruck einer neuen Form der Informa-
tionsverarbeitung: So waren IT-Systeme frither meist eher statische Syste-
me in denen Informationen vorrangig nur aufbewahrt, organisiert und zu
spezifisch festgelegten Zwecken verarbeitet wurden, z.B. die Verwaltung
und Pflege einer Kund:innendatenbank. Eine neue Erscheinung sind hin-
gegen sog. ,lernende Systeme®, die automatisiert und teilweise sogar auto-
nom (dazu in Abschnitt B.) aus den Daten zunichst Informationen sowie
Wissen erzeugen, auf Basis dessen sie dann eine Entscheidung treffen und
eine Steuerungswirkung herbeifithren. Zu beachten ist, dass sich das hier
beschriebene Modell nur auf elektronische Datenverarbeitung bezieht und
somit keine allgemeingiiltigen Definitionen fiir ,Informationen® und ,Wis-
sen” liefern kann, welche weit iiber den Gegenstand der hier vorliegenden
Untersuchung hinausgehen und wohl bis in philosophische Fragestellungen

59

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

2. Kapitel: Funktion und Manipulation der algorithmenbasierten Personalisierung

hinein reichen wiirde.”® Siehe zur Illustration der nachfolgenden Ausfiih-
rungen bereits die Abbildung, S. 43, Abb. 2.

1. Daten

Die erste Kategorie des Informationsmodells bilden die Daten. Entgegen
dem Sprachgebrauch bilden die Daten selbst oft gar nicht den Ankniip-
fungspunkt fiir rechtliche Regelungen wie etwa das Datenschutzrecht.®0
Denn der Begriff Daten beschreibt lediglich Zeichen, die durch Speiche-
rung auf einem Datentrager physisch verkorpert werden und als (potenzi-
elle) Grundlage fiir Informationen® sowie letztlich auch fiir Wissen und
Entscheidungen dienen.®? Diese Zeichen sind als solche jedoch rein syn-
taktischer Natur und kénnen daher als ,global® und ,neutral® angesehen
werden.® Sie erschopfen sich auf tiefster Computer-Ebene bekanntlich in
sog. Bits, deren Wert nur 0 oder 1 betragen kann. Jeweils 8 Bits bilden
ein Byte, was in der IT regelmdflig das kleinste adressierbare Element
mit 256 (2 hoch 8) moglichen Zustidnden darstellt. Eine logische Ebene ho-
her werden in der Informatik verschiedene Datentypen unterschieden, so
z.B. Ganze Zahlen (INTEGER), Zeichen/Buchstaben (Char) oder logische
Werte, insbesondere true/false (BOOLEAN). Aus mehreren Einzeldaten
(ggf. mit unterschiedlichen Datentypen) lassen sich schliellich komplexere
Datenstrukturen wie ein Datensatz abbilden. Ein Datensatz kénne etwa in
einem Serverlog-Eintrag wie diesem bestehen:

203.0.113.195 - user [07/0ct/2024:10:43:00 +0200] "GET /index.html
HTTP/2.0" 200 2326

Diese Datensdtze tragen schon erste Kennzeichen einer Semantik, da im
Rahmen der Programmierung die Auswahl und die Anordnung der einzel-
nen Daten bereits mit einer verwendungsspezifischen Intention erfolgte.
Damit wird der an sich der Information zuzuordnende Verwendungskon-

79 Vgl. Aamodt/Nygdrd, Data & Knowledge Engineering, Vol. 16 (1995), 191 (193).

80 BT-Drs. 17/8999, Fiinfter Zwischenbericht der Enquete-Kommission ,Internet und
digitale Gesellschaft S. 21.

81 Albers, in: Spiecker gen. Dohmann/Collin, Generierung und Transfer staatlichen
Wissens im System des Verwaltungsrechts, 50 (54); Spiecker gen. Déhmann, RW 2010,
247 (253); Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (400), Rn. 23.

82 Kloepfer, Informationsrecht, S. 26; Ebsen, DVBI 1997, 1039 (1039).

83 Aamodt/Nygard, Data & Knowledge Engineering, Vol. 16 (1995), 191 (203).
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text bereits in die Datenerhebung hineingetragen (bei einem Server-Log
z.B. die Erkennung von Angriffen oder aber die Reichweiten-Messung). In-
sofern kann man attestieren, dass die jeweils erzeugten Datenstrukturen be-
reits durch den informatorischen Verwendungskontext determiniert sind.3*
Oder anders formuliert: Die Semantik der erzeugten Datensitze ist so
gestaltet, wie es zur Interpretation zumindest der priméren Informationen
dienlich ist.

Damit von ,personenbezogenen Daten® gesprochen werden kann, miis-
sen diese Daten bzw. die daraus interpretierbaren Informationen zumindest
einer Person zugeordnet werden konnen (auch dazu sogleich ausfiihrli-
cher).

IL. (Personliche) Information

Die nichsthohere Kategorie im Verarbeitungsprozess stellen die Informa-
tionen dar; sie sind von den Daten zu unterscheiden, aus denen sie in-
terpretiert wurden.> Auch durch die eben beschriebenen determinierten
Datenstrukturen reduziert sich de facto lediglich das Mafl der Interpretati-
onsleistung, die erforderlich ist, damit ein Datensatz zu einem Sinnelement
und damit zu einer Information werden kann.3¢

Zur Interpretation dieser Daten sind stets entsprechende Kontextinfor-
mationen bzw. Kontextwissen erforderlich,” etwa liber den Datentyp:
Andernfalls lasst sich beispielsweise nicht erkennen, ob die Zeichenkette
-~AFFE® als das gleichnamige Séaugetier (Datentyp: char) oder die Zahl
45054 (hexadezimal) interpretiert werden soll.88

Einen Sonderfall bei der Informationsinterpretation aus Daten stellen
sog. Big-Data-Anwendungen dar. Dort werden grofle Datenmengen analy-

84 Vgl. Aamodt/Nygard, Data & Knowledge Engineering, Vol. 16 (1995), 191 (203), die
insofern dahingehend differenzieren, dass zwar die Daten an sich neutral sind, aber
nicht die Art und Weise der Datenerzeugung.

85 Jendrian/Weinmann, DuD 2010, 108 (108); Eckert, IT-Sicherheit, S. 4.

86 Albers, in: Spiecker gen. Dohmann/Collin, Generierung und Transfer staatlichen
Wissens im System des Verwaltungsrechts, 50 (54).

87 Freimuth, Die Gewihrleistung der IT-Sicherheit Kritischer Infrastrukturen, S. 66; Al-
bers, in: Hoffmann-Riem/Schmidt-Aflmann/Vofkuhle, Grundlagen des Verwaltungs-
rechts, 107, § 22, Rn. 12 f;; zur Abgrenzung zwischen Informationen und Wissen so-
gleich unter IIL

88 Jendrian/Weinmann, DuD 2010, 108 (108); weiterfithrend zu den Schwierigkeiten bei
Datensignatur und Informationsinterpretation: Fox, DuD 1997, 386 (387).

61

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

2. Kapitel: Funktion und Manipulation der algorithmenbasierten Personalisierung

siert, die haufig urspriinglich zu anderen Zwecken erhoben wurden.?’ Aus
diesen Daten soll folglich dann eine andere, als die urspriinglich vorgese-
hene Information interpretiert werden, so dass die jeweilige Semantik der
Datensdtze nicht mehr zwingend hilfreich ist, sondern ganz im Gegenteil
sogar erhohten Aufwand hervorrufen und grofieren Raum fiir Fehlinter-
pretationen schaffen kann.

Eine durch Interpretation gewonnene oder auch jede sonstige Informati-
on enthalt bei logischer Betrachtung®® zumindest ein Subjekt”! sowie einen
Wert, eine Handlung oder eine Eigenschaft (nachfolgend: Parameter), den
sie diesem Subjekt zuweist. Nur eine Information bietet somit auch fiir
das Datenschutzrecht hinreichende personlichkeitsrechtlich relevante An-
kniipfungspunkte, die ihre Verarbeitung unter Aspekten des ,Datenschut-
zes* daher entweder als legitim oder als verboten erscheinen lassen kon-
nen. Insbesondere kniipfen an die Information die Interessen des Trégers
des Grundrechts auf informationelle Selbstbestimmung, ob und inwieweit
staatliche Stellen oder private Dritte diese Information erhalten und verar-
beiten kénnen sollen.”?> Das dem Schutz der informationellen Selbstbestim-
mung dienende Datenschutzrecht miisste daher streng genommen auch
>Informationsschutzrecht heiflen.” Beziiglich der ,,Datensicherheit® ist der
Begriff hingegen sachgerecht, da durch ein entsprechendes Ereignis wie
einen Hacker-Angriff stets zundchst die Daten betroffen sind.

Eine Information kann und wird regelmiflig aus mehreren Parametern,
also Einzelinformationen bestehen, die sich aber zweckgerichtet als eine
Information zusammenfassen lassen.”*

89 Vgl. S. Schulz, in: Gola/Heckmann, DS-GVO, 3. Auflage 2022, Art. 6, Rn. I51.

90 Siehe zur syntaktischen, semantischen und pragmatischen Dimension von Informati-
on: Kloepfer, Informationsrecht, S. 24, Rn. 53 ff.

91 Im Datenschutzrecht stets eine Person; in Abgrenzung dazu eine Sache, wenn es sich
um eine Sachinformation handelt.

92 Fn. 80.

93 Spiecker gen. Déhmann, RW 2010, 247 (255); Albers, in: Hoffmann-Riem/Schmidt-
Afimann/Vof3kuhle, Grundlagen des Verwaltungsrechts, 107 (114), Rn. 8f,; auch die
DSGVO kniipft in der insoweit missverstindlichen Definition ,personenbezogener
Daten” im Kern an Informationen an, die sich auf eine betroffene Person beziehen
(Art. 4 Nr. 1 DSGVO): Veil, NVwZ 2018, 686 (687).

94 Vgl. Steinmiiller, Informationstechnologie und Gesellschaft, S. 197.
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Beispiele fiir personliche Informationen aus o.g. Auflistung sind daher:

- Bei seinem Webseitenaufruf am 01.03.2024 um 15:00 nutzte X das Endge-
ratY.
- Am [Datum, Uhrzeit] suchte X nach das Produkt Y.

Aus der Interpretation von Daten ergeben sich indes nicht zwingend sinn-
stiftende Informationen. Dies ist zwar der Regelfall und insbesondere dann
zu erwarten, wenn Informationen von Hand in ein IT-System eingegeben
werden, also z.B. in das Bestellformular eines Webshops und damit quasi
erst durch die Eingabe in Daten tiberfiihrt werden.

Es mag allerdings auch andere Fille geben. Im Normalfall wird bei
o0.g. Beispiel auf programmtechnischer Ebene des Webshops hochstwahr-
scheinlich eine MySQL-Datenbank gefiillt, wenn der/die Nutzer:in das
Bestellformular ausfullt. In dieser Datenbank, die sich letztlich als Tabelle
verstehen ldsst, wird eine neue Zeile angelegt und entsprechend der Spalten
(z.B. ,Vor- und Nachname® , Anschrift’, ,Zahlungsdaten®) befiillt. Mithin
wurden personliche Informationen eingegeben, die im Idealfall nun durch
die Daten als Tréager reprasentiert werden.”

Gehen wir aber davon aus, der Programmierer des Webshops beherrsch-
te sein Handwerk nicht und die Eingabe-Funktion ist grob fehlerhaft: Sie
legt nicht fiir jede(n) Kund:in eine neue Zeile an, sondern verteilt die
einzelnen Angaben eines bzw. einer Kund:in nach dem Zufallsprinzip tiber
die Zeilen der Tabelle. In diesem Fall wurden unstreitig Daten geschaffen,
eine Information zu einer einzelnen Person werden sie aus diesen Daten in-
des kaum erkennen konnen. Besteht die gewiinschte Information dagegen
darin, aus welchen PLZ-Bereichen die Kund:innen kommen, so ldsst sich
diese Information gleichwohl auch aus einer solch ,fehlerhaft® gefiillten
Datenbank interpretieren.®

Insofern verdeutlicht sich an diesem Beispiel die Subjektivitit der Inter-
pretation, d.h. die Gewinnung von Informationen durch die Interpretation

95 M. Wagner, Datenokonomie und Selbstdatenschutz, S. 33; Bording et al., CR 2017, 134
(134).

96 Jenseits dessen gibt es auflerdem Fille, etwa in Folge von Angriffsszenarien oder
auch bei technischen Defekten, bei denen sog. Stor- oder Zufallsdaten, die sich
auch bei noch so ambitionierter Interpretation iiberhaupt nicht zu einer Information
zusammenfithren lassen. Dies miisste im Idealfall auch auf dieser Ebene der ,Daten-
analyse“ erkannt werden, bevor hieraus unzutreffende Informationen interpretiert
werden; Tremmel, Neue Schadsoftware mochte IoT-Gerite zerstoren, golem.de vom
26.06.2019.
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von Daten ist stark von dem individuellen Zweck- und Verwendungskon-
text abhédngig®” und jede Information ist damit ,zweckrelativ®® Werden
Informationen an Dritte weitergegeben, werden sie zunéchst (wieder) in
Daten tiberfithrt und miissen vom Empfanger neu als Informationen inter-
pretiert werden. Diese Informationen sollten zwar zumeist, miissen aber
nicht zwingend mit der urspriinglichen Information tibereinstimmen.

II1. Wissen

Aus Informationen kann in einem weiteren Schritt ,Wissen® generiert
werden. Auch wenn es kaum eine allgemeingiiltige Abgrenzung zwischen
Information und Wissen geben kann,” ldsst sich zumindest attestieren,
dass Wissen durch die lernende Verkniipfung von Einzelinformationen
entsteht.! Die Einzelinformationen werden hierbei ,organisiert und sys-
tematisiert!°! um daraus einen ber die quantitative Informationsmenge
hinausgehenden Erkenntnisgewinn zu erzielen.

Wissensgenerierung ist damit, wie zuvor die Interpretation von Daten
zur Informationserlangung, ein subjektiver Prozess, der abhdngig von dem
Verarbeitungskontext und der Zweckrichtung des Verarbeiters ist (dazu
sogleich mit einem Beispiel). Erfolgt diese Interpretation im Wege einer
automatisierten Verarbeitung durch Algorithmen, so treffen diese diverse
Zwischenentscheidungen im Umgang mit den verfiigbaren Informationen.
Diese konnen insbesondere in die vier Kategorien Priorisierung, Klassifika-
tion, Assoziation und Filterung unterteilt werden.!0?

Fiir das zu erlangende Wissen ist fiir das hier betrachtete Szenario zwi-
schen zwei Kategorien zu unterscheiden. Zum einen das Wissen tiber eine
spezifische Person, das z.B. in einem Profil mit entsprechenden iibergrei-
fenden Eigenschaften zusammengefasst wird und am Ende z.B. in der Zah-
lungsbereitschaft fiir ein bestimmtes Produkt ausgedriickt wird. Es wird in
diesem Kontext als Personenwissen bezeichnet.

97 Vgl. M. Wagner, Datenékonomie und Selbstdatenschutz, S. 32

98 Steinmiiller, Informationstechnologie und Gesellschaft, S.199f.; Aamodt/Nygaird,
Data & Knowledge Engineering, Vol. 16 (1995), 191 (198).

99 M. Wagner, Datendkonomie und Selbstdatenschutz, S. 30.

100 Vgl. Aamodt/Nygard, Data & Knowledge Engineering, Vol. 16 (1995), 191 (200); als
»subjektive [...] Vernetzung von Informationen”: Picot/Neuburger, ZfECM 2005, 76
(76).

101 Spiecker gen. Déhmann, RW 2010, 247 (253).

102 Diakopoulos, Digital Journalism 2015, 398 (400 ff.).
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Zum anderen gibt es Wissen aus der vergleichenden Betrachtung von In-
formationen vieler Personen, etwa um bestimmte Muster zu erkennen (z.B.
dass sich Nutzer:innen die sich fiir das Produkt A (oder auch zugleich fiir
B und C) interessieren mit hoher Wahrscheinlichkeit auch fiir Produkt D
interessant finden werden). Dies kann man auch als abstraktes Lernwissen
oder Wissensbasis'*® bezeichnen.

Diese Wissensgenerierung kann auch weiter verschachtelt sein, so dass
aus einzelnen Wissenskategorien eine {ibergeordnete Erkenntnis erlangt
werden kann.!'* Im Fall personalisierter Preise setzt sich das Wissen iiber
die Zahlungsbereitschaft beispielsweise aus zwei Unterkategorien zusam-
men, wie dem Wissen tiber die Produktinteressen und dem Wissen uber die
Preissensibilitat.

Schliefilich ist zu beriicksichtigen, dass auch die Kategorisierung in In-
formationen und Wissen subjektiver Natur ist. Fiir denjenigen, der die
Verarbeitung vornimmt, werden aus Daten Informationen interpretiert und
hieraus Wissen generiert. Wird das Wissen z.B. iiber ein Produktinteresse
hingegen an Dritte weitergegeben, kann es sich fiir diesen wiederrum zu-
néchst nur als aus Daten interpretierte Information darstellen.

IV. Entscheidung und Verhaltenssteuerung

Die zuvor genannten Wissenskategorien werden im Rahmen des Entschei-
dungsprozesses unterschiedlich einbezogen. Zum einen muss situationsab-
héngig untersucht werden, welches Personenwissen fiir eine bestimmte
Entscheidung relevant ist. Hinsichtlich des abstrakten Lernwissens muss
dariiber hinaus noch gepriift werden, ob dieses auf die konkrete Person
anwendbar ist, z.B. indem eine entsprechende Gruppenzugehorigkeit fest-
gestellt wird.

Am Ende einer solchen Verarbeitung steht eine Entscheidung, bei der
das gewonnene Wissen angewendet und in eine Interaktion mit dem Nut-
zer iiberfithrt wird. Die o.g. Wissenskategorien wirken sich dabei wie folgt
aus: Zum einen wird verglichen, wie sich andere Personen in der Situation
verhalten haben - das Profil des Betroffenen wird insoweit verwendet, als
dass eine Zuordnung zu einer bestimmten Gruppe vorgenommen wird.

103 Siehe zu dem Begriff Wissensbasis: Beierle/Kern-Isberner, Methoden wissensbasier-
ter Systeme, S. 11.
104 Vgl. Aamodt/Nygard, Data & Knowledge Engineering, Vol. 16 (1995), 191 (200).
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Daneben wird das Personenwissen, also z.B. das Wissen {iber Produktinter-
essen aus Informationen wie der individuellen Bestellhistorie oder bisheri-
ge Reaktionen in sozialen Netzwerken abgeleitet.

Beides zusammen fithrt dann zu einer algorithmenbasierten Entschei-
dung!® wie etwa dem/der Nutzer:in einen bestimmen Inhalt, ein Produkt
oder einen ermittelten Preis fiir ein Produkt anzubieten. Damit findet
eine indirekte Steuerung des/der Nutzer:in statt, d.h. im Erfolgsfalle wird
diese(r) aufgrund der (passenden) Entscheidung des Algorithmus® zur An-
nahme des Angebots motiviert.

Die Steuerungswirkung auf den/die Nutzer:in liegt mithin entweder in
der Auswahl, d.h. Filterung und der Prdsentation von bestimmten Inhalten
oder in der Vorgabe eines (vermeintlich) attraktiven Preises. Der/die Nut-
zer:in, welche(r) ein solches Angebot annimmt, hat diese Steuerungswir-
kung gebilligt und sich insoweit -idealtypisch freiwillig und wissentlich- aus
Sicht des Dienstanbieters steuern lassen. Die Steuerung beschreibt im Falle
personalisierter Dienste die Ubernahme eines Entscheidungsprozesses, d.h.
der/die Nutzer:in verzichtet im Vertrauen auf das Dienstangebot auf eine
eigene, personliche Entscheidung.

Schldgt die Steuerungswirkung fehl, reagiert der/die Nutzer:in also nicht
wie beabsichtigt, so kann aus dessen/deren Reaktion, die wiederrum eine
Information darstellt, aber zumindest neues individuelles Wissen ,erlernt®
werden. Etwa wenn der/die Nutzer:in eine Produktseite mit einem perso-
nalisierten Preis aufruft und sodann unter ,Ahnliche Artikel ein giinsti-
geres Produkt aussucht. Das spriche moglicherweise dafiir, dass die Zah-
lungsbereitschaft zu hoch angesetzt wurde, was bei kiinftigen Preisentschei-
dungen berticksichtigt werden kann. Im Ergebnis fiihrt auch dies zu einer
stetigen Prézisierung auch des Wissens {iber jede einzelne Person und da-
mit grundsatzlich zu immer besseren Entscheidungen und erfolgreicherer
Verhaltenssteuerung.

105 Es ist insofern darauf hinzuweisen, dass die Datenethikkommission ein abweichen-
des Begriffsverstindnis verwendet, welches teilweise auch in der Kommentarlitera-
tur zu Art.22 DSGVO rezipiert wird: Hier meinen algorithmenbasierte Entschei-
dungen solche, bei denen fiir eine Entscheidung immer noch ein Mensch verant-
wortlich ist, der aber durch Algorithmen unterstiitzt wird; Was hier als algorith-
menbasierten Entscheidung beschrieben wird, entspricht nach der Begrifflichkeit
der Datenethikkommission dem algorithmendeterminierten Entscheidung, siehe:
DEK, Gutachten der DEK, Oktober 2019, S.17; Buchner, in: Kiihling/Buchner,
Datenschutz-Grundverordnung/BDSG, 4. Auflage 2024, Art. 22, Rn. 14.
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V. Zusammenfassung

Die Daten stellen die technische Grundlage dar, die durch Algorithmen
verarbeitet werden. Aus ihnen werden im ersten Interpretationsschritt In-
formationen und aus diesen wiederrum in einem zweiten Interpretations-
schritt Wissen gewonnen. Hierzu z&hlt sowohl individuelles Personenwissen
(Person A interessiert sich fiir X) als auch abstraktes Lernwissen, z.B. Giber
bestimmte Gruppeneigenschaften (Gruppen mit Eigenschaft B, C, D inter-
essieren sich mit hoher Wahrscheinlichkeit fiir X). Beide Wissenskategorien
dienen als Grundlage einer automatisierten, personalisierten Entscheidung
und diese verursacht bei positivem Verlauf eine Steuerungswirkung bei dem
von dieser Entscheidung Betroffenen.

B. Technische Grundlagen

Im nun folgenden Schritt werden die technischen Grundlagen fiir den
zuvor dargestellten Veredlungsprozess von Daten {iber Informationen und
Wissen bis hin zu einer Entscheidung kurz erldutert. Grundlegend findet
dieser Prozess in Form einer Verarbeitung statt. Eine solche kann sowohl
automatisiert (I.) als auch autonom (IIL) erfolgen. Unter III. wird dann
noch spezifisch auf die Verarbeitung im Rahmen personalisierter Dienste
eingegangen.

I. Automatisierte Verarbeitung

Von einer Automatisierung i.S.d. Art.4 Nr.2 DSGVO kann bereits dann
gesprochen werden, wenn eine Verarbeitung mit technischen Hilfsmitteln
vorgenommen wird.1% Dies umfasst insbesondere die elektronische Da-
tenverarbeitung (EDV),1% bei der die Daten anhand einer programmtech-
nisch, d.h. durch Algorithmen vorgegebene Logik verarbeitet werden.
Denkbar sind damit etwa Empfehlungen anhand sachlicher Verkniipfun-
gen, wie die Empfehlung entsprechender Zubehor- zu einem Hauptartikel.
Bei dieser Form der Verarbeitung wurde programmtechnisch eine entspre-
chende Funktion implementiert, mit der in einer Datenbank einem Haupt-

106 Herbst, in: Kiihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 4, Rn. 17.
107 Schild, in: BeckOK DatenschutzR, 47. Edition 2024, Art. 4 DSGVO, Rn. 34.
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artikel ein oder mehrere Zubehorartikel zugeordnet werden kénnen und
diese daher dem/der Kundin, wenn er oder sie den Hauptartikel kauft, an-
geboten werden. Auch automatisierte Empfehlungssysteme (dazu sogleich
ausfithrlich), die z.B. Artikel mit dhnlichen Eigenschaften zu den bereits
ausgewahlten vorschlagen, fallen unter diese automatisierte Verarbeitung.

Entscheidend fiir die Abgrenzung zur nachfolgenden autonomen Verar-
beitung ist insoweit, dass die Logik und die Entscheidung der Zuordnung
und Empfehlung der Zubehorartikel final von einem menschlichen Ent-
scheider festgelegt bzw. getroffen wird (regelbasierte Programmierung).108
Das Sachwissen iiber diese Zuordnung (Zubehor-/Hauptartikel) oder zu-
mindest das Regelwissen zur Programmierung, z.B. eines automatisierten
Empfehlungssystems ist mithin bei diesem schon vorhanden und wird von
ihm in das informationstechnische System eingebracht.

II. Autonome Verarbeitung durch maschinelles Lernen

Anders verhdlt es sich bei autonomer Verarbeitung. Hier beruhen die Emp-
fehlungen des Systems auf Entscheidungen, denen ein maschinelles Lern-
verfahren vorangegangen ist. Wie die Bezeichnung des maschinellen Ler-
nens (ML) bereits nahelegt, ist es hier nicht mehr (allein) ein menschlicher
Entscheider, der durch die Programmierung auf Basis bereits vorhanden
Wissens den Verarbeitungsprozess abschlieflend vorgibt.l® Vielmehr kann
ein ML-System nach einer entsprechenden Implementierung selbststdndig
lernen, d.h. Wissen erwerben,'’ indem es Muster oder Korrelationen er-
kennt™! und auf dieser Basis auch eigenstindige Entscheidungen trifft.1?
Es handelt sich mithin immer noch um eine algorithmenbasierte Persona-
lisierung. Allerdings werden die Algorithmen zur Entscheidungsfindung
nicht mehr (ausschliefllich) durch ein(e) Programmierer:in vorgegeben;

108 Vgl. Staehelin, GRUR 2022, 1569 (1569); Steege, MMR 2019, 715 (716).

109 Vgl. Sattler, in: Ebers/Steinrétter, Kiinstliche Intelligenz und smarte Robotik im
IT-Sicherheitsrecht, 197 (220 £.).

110 Portugal/Alencar/Cowan, Expert Systems with Applications, Vol. 97 (2018), 205
(206).

111 Buxmann/H. Schmidt, in: Buxmann/Schmidt, Kiinstliche Intelligenz, 3 (11); Sattler,
in: Ebers/Steinrétter, Kiinstliche Intelligenz und smarte Robotik im IT-Sicherheits-
recht, 197 (220 f.) m.w.N.

112 Hof, in: Tinnefeld/Buchner/Petri/Hof, Einfithrung in das Datenschutzrecht, 477
(485), Rn.18; zu den unterschiedlichen Verfahren des MLs: Buxmann/H. Schmidt,
in: Buxmann/Schmidt, Kiinstliche Intelligenz, 3 (10 ff.).
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vielmehr verandert sich die Entscheidungsfindung eines ML-Systems beim
Lernen autonom.!3

Es wird somit z.B. mdglich die Aktivitdten der Nutzer:innen auf einem
Online-Marktplatz, einem sozialen Netzwerk oder einer Online-Suchma-
schine zu erfassen und hierin bislang unbekannte Muster zu erkennen und
auf Basis dessen neue Empfehlungen zu generieren. Sowohl die Entschei-
dungen einer autonomen Verarbeitung, als auch solche die (ausschliefSlich)
auf einer automatisierten Verarbeitung beruhen, unterfallen grundstzlich
dem Tatbestand des Art. 22 Abs.1 DSGVO, der aber bei den hiesigen perso-
nalisierten Diensten mangels rechtlicher oder in dhnlicher Weise erheblich
beeintrachtigenden Wirkung dieser Entscheidungen nicht erfiillt sein diirf-
te 114

II1. Verarbeitung in personalisierten Dienstangeboten

Entscheidungen werden bei den digitalen Diensten in der Form personali-
sierter Dienstangebote getroffen. Hierfiir werden (ggf. auch ML-gestiitzte)
Empfehlungssysteme verwendet. So werden sie u.a. von dem Onlinemarkt-
platz-Anbieter Amazon genutzt, um dem/der Nutzer:in entsprechend per-
sonalisierte Angebote machen zu konnen.!> Im Falle einer personalisierten
Suche (z.B. Google Personalized Search) konnen auf eine Suchanfrage hin
die Ergebnisse an den jeweiligen Nutzer angepasst werden, sowohl in ihrer
Auswahl (z.B. durch das Entfernen zumindest vermeintlich irrelevanter
Ergebnisse) als auch beziiglich der angezeigten Reihenfolge der Suchergeb-
nisse (sog. Re-Ranking).1"® SchliefSlich werden Empfehlungssysteme fiir die

113 Vgl. Buxmann/H. Schmidt, in: Buxmann/Schmidt, Kiinstliche Intelligenz, 3 (9 f.).

114 So etwa zu Preisdifferenzierungen und personalisierter Werbung: Martini, in: Paal/
Pauly, DSGVO, BDSG, 3. Auflage 2021, Art.22, Rn.27ff. Ob man bei den Feeds
sozialer Netzwerke oder den Ergebnissen von einer Online-Suchmaschine das Er-
fordernis einer ,nicht nur marginalen” Beeinflussung der personlichen Entfaltungs-
freiheit (Martini, ebd.) erreicht, und somit zu einem anderen Ergebnis kommt, wére
zumindest diskussionswiirdig, soll aufgrund des Fokus‘ dieser Untersuchung auf die
Datensicherheit aber nicht weiter verfolgt werden.

115 Linden/B. Smith/York, IEEE Internet Computing 2003, 76 (76).

116 Z. Ma/Pant/Sheng, ACM TOIS, Vol. 25 (2007), Heft 1, 1 (5); zu Begriff und Funkti-
onsweise des Rankings: Lewandowski/Kerkmann/Siinkler, in: Stark/Dérr/Aufenan-
ger, Die Googleisierung der Informationssuche, 75 (831.).
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Auswahl der angezeigten Beitrige in den Feeds sozialer Netzwerke verwen-
det.lV7

Um eine verléssliche technische Darstellung vornehmen zu konnen, ist
die Personalisierung von Preisen noch zu wenig verbreitet und wissen-
schaftlich erforscht, wobei die nachfolgenden Mechanismen grundsitzlich
auch hierfiir verwendet werden kénnen.!'® Deshalb wird im Nachfolgenden
nur auf die Personalisierung bei den zuvor genannten personalisierten
Diensten eingegangen, d.h. die Personalisierung von Suchergebnissen ei-
nerseits und das Geben bzw. Hervorheben von Empfehlungen unabhingig
von einer konkreten Suchanfrage andererseits.

Empfehlungssysteme (en: Recommender Systems) bringen ihre Ent-
scheidung in der Empfehlung eines bestimmten Elements (en: Item) zum
Ausdruck."® Inzwischen besteht in Art. 3 lit s) DSA!20 auch eine gesetzliche
Definition: ein ,Empfehlungssystem® ist demnach

»ein vollstindig oder teilweise automatisiertes System, das von einer On-
line-Plattform verwendet wird, um auf ihrer Online-Schnittstelle den Nut-
zern bestimmte Informationen vorzuschlagen oder diese Informationen zu
priorisieren, auch infolge einer vom Nutzer veranlassten Suche, oder das
auf andere Weise die relative Reihenfolge oder Hervorhebung der angezeig-
ten Informationen bestimmt;“

Ein ,vollstandig automatisiertes System® diirfte wie in Art. 22 Abs. 1 DSGVO
~ausschliefSlich auf einer automatisierten Verarbeitung beruhend® verstan-
den werden, so dass auch (teil-)autonom agierende, also ML-gestiitzte
Empfehlungssysteme adressiert werden.

Bei den fiir Empfehlungssysteme verwendeten, technischen Ansitzen ist
insbesondere zwischen ,,Content-based Filtering“ (CBF) und ,Collaborati-
ve Filtering® (CF) zu unterscheiden. In diesen finden sich auch die im
Informationsmodell abgeschichteten Formen unterschiedlicher Wissensge-
nerierung wieder.

117 Ziegler/Loepp, in: Kollmann, Handbuch digitale Wirtschaft, 717 (719).

118 Kamishima/Akaho, in: Cantador/Brusilovsky/Kuflik, Proceedings of the 2nd Inter-
national Workshop on Information Heterogeneity and Fusion in Recommender
Systems, 57 (57 f.).

119 Jiirgens/Stark/Magin, in: Stark/Dorr/Aufenanger, Die Googleisierung der Informa-
tionssuche, 98 (105); Ziegler/Loepp, in: Kollmann, Handbuch digitale Wirtschaft,
717 (719); Ricci et al., Recommender systems handbook, S. 1ff.

120 Digital Services Act (EU-VO 2022/2065 iiber einen Binnenmarkt fiir digitale Dien-
ste und zur Anderung der Richtlinie 2000/31/EG (Gesetz iiber digitale Dienste).
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Beim CBF werden die (bisherigen) Reaktionen (Feedback) der einzel-
nen Nutzer:innen auf bestimmte Elemente wie z.B. einem bestimmten
Produkt auf einer Webseite erfasst. Aulert er oder sie dieses Feedback
ausdriicklich auf Nachfrage zu einem zuvor empfohlenen Element, spricht
man von explizitem Feedback; werden die Reaktionen hingegen nur ,still-
schweigend® iberwacht und untersucht, spricht man von implizitem Feed-
back.!”! Ein Beispiel fiir letzteres ist, wenn ein(e) Nutzer:in einen Artikel
auf einem Online-Marktplatz kauft oder auch nur danach sucht, was als
positives Feedback beziiglich dieses Artikels angesehen werden kann.!?2
Am Ende werden die aus diesen Feedbacks abzuleitenden Informationen
tiber das bisherige Verhalten des Nutzers oder der Nutzerin in Form eines
Profils zusammengefiihrt.”?> Dieses Profil wird sodann mit den verfiigba-
ren ,Content- d.h. Inhaltsinformationen (auch als ,,Features bezeichnet)
{iber neue Elemente abgeglichen und bei einer entsprechenden Ahnlichkeit
bzw. Ubereinstimmung wird dann das jeweilige Element empfohlen.!2* Hat
der/die Nutzer:in z.B. zuvor einen oder mehrere Film(e) positiv bewertet,
die dem Comedy-Genre angehoren (Feature), so wiirde das System ihm
oder ihr noch weitere Filme aus diesem Genre empfehlen.?> Das fiir diesen
Abgleich verwendete individuelle Profil entspricht dem Personenwissen
nach dem Informationsmodell.

Der Ansatz des CF ist dagegen nicht auf einzelne Nutzer*innen fokus-
siert, sondern nutzt das gesammelte Feedback von mehreren Nutzer:innen
in einer kollaborativen Weise. Im Detail bestehen unterschiedliche Verfah-
ren, zundchst konnen etwa Kohorten aus Nutzer:innen erstellt, die in der
Vergangenheit an dhnlichen Elementen interessiert waren (kohortenbasier-
tes Verfahren).126 Daraus wird geschlossen, dass die Ubereinstimmungen
innerhalb der Kohorten aus der Vergangenheit dazu fithren, dass die zuge-

121 Mahmoud/John, in: SAI Intelligent Systems Conference (IntelliSys), Enhanced con-
tent-based filtering algorithm using Artificial Bee Colony optimisation, 155 (156).

122 Aggarwal, Recommender Systems, S.1. Ausfiihrlich zu dem von Amazon.com ge-
nutzten Collaborative Filtering: Linden/B. Smith/York, IEEE Internet Computing
2003, 76 (76, 78 £).

123 Mahmoud/John, in: SAI Intelligent Systems Conference (IntelliSys), Enhanced con-
tent-based filtering algorithm using Artificial Bee Colony optimisation, 155 (155).

124 Aggarwal, Recommender Systems, S.14. Badriyah et al., in: Seventh International
Conference on Innovative Computing Technology (INTECH), A hybrid recom-
mendation system for E-commerce based on product description and user profile,
95 (95£.).

125 Ricci et al., Recommender systems handbook, S. 11.

126 Aggarwal, Recommender Systems, S. 2.
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horigen Nutzer:innen auch auf kiinftige Empfehlungen gleich oder zumin-
dest dhnlich ansprechen.”?” Im Falle eines Online-Shops kann eine Kohorte
aus dhnlichen Nutzer:innen gebildet werden, die in der Vergangenheit be-
stimmte Artikel gekauft oder bewertet haben. Die daraus aggregierte Menge
an Elementen wird dann dem oder der jeweiligen Nutzer*in vorgeschlagen,
wenn er/sie aufgrund des bisherigen Feedbacks ebenfalls dieser Kohorte
zugeordnet werden kann; natiirlich abziiglich aller Elemente, die der/die
jeweilige Nutzer:in schon gekauft oder bewertet hat.'?® Daneben existieren
auch weniger komplexe Ansitze wie etwa das Co-Visitation-Verfahren!?’,
bei dem zwei Elemente betrachtet werden, die von vielen Nutzer:innen
gemeinsam bzw. direkt aufeinander folgend besucht werden (z.B. Garten-
schere und Arbeitshandschuhe in einem Online-Shop). Es wird insofern
davon ausgegangen, dass sich dieser Priferenzzusammenhang auch in Zu-
kunft fortsetzt und daher den kiinftigen ,Gartenscherenkund:innen ent-
sprechend empfohlen auch Arbeitshandschuhe zu kaufen.

Das Wissen tiber solche Priferenzzusammenhange zwischen den Ele-
menten (in den jeweiligen Kohorten) gehort im DIW-Modell in die Kate-
gorie des abstrakten Lernwissens, was dann bei Erkennung einer entspre-
chenden Kohortenzugehdrigkeit oder bei der Auswahl des entsprechenden
Elements auf den/die jeweilige(n) Nutzer:in angewendet wird.

Werden CBF, CF und ggf. auch noch weitere Ansatze!*? kombiniert um
eine Entscheidung zu treffen, spricht man von ,hybrid filtering“ In der
Praxis ist dies innerhalb der Erbringung eines Dienstes haufig der Fall,
um die Nachteile der einzelnen Ansitze zu kompensieren: So hat etwa CF
den Nachteil, dass es keine neuen Elemente empfehlen wird, solange diese
noch nicht von anderen Nutzer:innen bewertet wurden.3! Dieses Problem
hat CBF hingegen nicht, da es auch neue Elemente (nur) anhand der Ahn-
lichkeit zu anderen, bereits von dem/der Nutzer:in bewerteten Elementen

127 Ricci et al., Recommender systems handbook, S. 2.

128 Linden/B. Smith/York, IEEE Internet Computing 2003, 76 (76).

129 Mahmood/Adnan, in: 9th International Conference on Networking, Systems and
Security (NSysS), Detecting Fake Co-visitation Injection Attack in Graph-based
Recommendation Systems, 30 (30f.); G. Yang/Gong/Cai, in: Proceedings 2017 Net-
work and Distributed System Security Symposium, Fake Co-visitation Injection
Attacks to Recommender Systems, S. 2 f.

130 Exemplarischer weiterer Ansatz: Demographic Filtering, basiert auf demografischen
Informationen iiber die Nutzer:innen wie Alter, Geschlecht, Beruf oder Bildung. um
entsprechende Empfehlungen abzuleiten, vgl. Aggarwal, Recommender Systems,
S.19; Ricci et al., Recommender systems handbook, S. 8.

131 Ricci et al., Recommender systems handbook, S. 13.
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vorschlagen kann.!*? Bei allen Ansétzen kann auch ML eingesetzt werden,
um die Ergebnisse weiter zu verbessern.!*

C. Manipulation der Informationen

Nach der modellhaften Beschreibung der algorithmenbasierten Personali-
sierung sowie den zugehdrigen technischen Grundlagen werden nun die
Méglichkeiten der Manipulation durch die Einspeisung korrumpierter
Daten dargestellt. Aus diesen werden sodann unrichtige Informationen
interpretiert, die dann die Wissenserzeugung sowie die darauf basierenden
Entscheidungen beeintrachtigen.

Nach einer allgemeinen Darstellung (I.) wird auf die Unterfille der sin-
guldren (II.) und der pluralen (IIL.) Informationsmanipulation eingegan-
gen. Dieses Kapitel schliefSt mit einem Fazit, in dem die Resilienz als mogli-
che Gegenmafinahme auf diese Manipulationen positioniert wird (IV.).

I. Allgemeine Darstellung

Es sind zunéchst zwei Angriffsvektoren zu unterscheiden, die sich in ihrer
unmittelbaren Wirkung unterscheiden:

1. Es werden fiir einzelne Identititen der Nutzer:innen falsche Informatio-
nen in das System eingebracht. Diese werden im Rahmen des MLs rich-
tig verarbeitet, also etwa klassifiziert, aber da die Informationen objektiv
unrichtig sind, wird im System falsches Personenwissen erzeugt und am
Ende triftt der personalisierte Dienst beziiglich dieser Person auch eine
falsche, unpassende Entscheidung. Dies wird nachfolgend als singuldre
Informationsmanipulation bezeichnet.

2. Werden hingegen viele Identititen manipuliert bzw. viele kiinstliche
Identitaten geschaffen und etwa tiber ein sog. Bot-Netz zentral gesteuert,
ist es auch moglich, dass insbesondere ein im Modus des Online Lernens
operierendes System ,umtrainiert wird, d.h. es wird falsches Lernwissen
erzeugt indem etwa bei der Co-Visitation alle korrumpierten Systeme

132 Wie zuvor.

133 Portugal/Alencar/Cowan, Expert Systems with Applications, Vol. 97 (2018), 205
(205); teilweise wird dies dann auch als computational intelligence-based (CI-
based) bezeichnet: Lu et al., Decision Support Systems, Vol. 74 (2015), 12 (14 f.).
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positives Feedback beziiglich zweier Elemente abgeben, zwischen denen
tatsdchlich kein Praferenz-Zusammenhang besteht. Fiir die Verarbeitung
nach dem Informationsmodell bedeutet dies, dass kiinftig auch von ech-
ten, manipulationsfreien Nutzer:innen stammende Daten bzw. Informa-
tionen falsch verarbeitet werden, da Verarbeitung auf dem manipulierten
Lernwissen beruht, was im Ergebnis deshalb auch bei diesen Nutzer:in-
nen bzw. generell zu falschen Dienstentscheidungen fithrt. Dies wird
nachfolgend als plurale Informationsmanipulation bezeichnet.

Beide Angriffsvektoren werden in den folgenden Abschnitten néher darge-
stellt.

II. Singuldre Informationsmanipulation

Werden nun z.B. durch das manipulierte Endgerit eines/einer Kund:in
>unrichtige Informationen® in das System eingebracht, so stellt sich die Fra-
ge, wie sich dies im Rahmen des DIW-Modells auswirkt (1.). Anschlieffend
wird die technische Ausgestaltung dieser Manipulation dargestellt (2.).

1. Wirkung nach dem DIW-Modell

In diesem Fall werden Einzelinformationen wie z.B. eine Suchanfrage in
das System eingebracht, die wie folgt aussehen konnte:

Von dem Account des A fand am 08.08.19 um 13:30 Uhr eine Suche nach
dem Produkt Y statt.

Zu beachten ist, dass diese Information bei einer technisch-neutralen Be-
trachtung nicht unrichtig ist. Die Produktsuche vom Account des A fand
gleichwohl statt. Allerdings ist die abgeleitete Information vor dem vorlie-
genden Zweckkontext unrichtig. Hier sollen die Produktinteressen des A
ermittelt werden. In diesem Kontext kommt es darauf an, ob die Produkt-
suche tatsdchlich ein entsprechendes Produktinteresse indiziert und nicht
ob rein technisch betrachtet eine entsprechende ,Suchfunktion® aktiviert
wurde. Mithin ist die Information vor diesem Hintergrund unrichtig, weil
sie als Indikator fiir die Produktinteressen des A falsch ist.

Unter Beriicksichtigung des o.g. Informationsmodells ist weiterhin fest-
zustellen, dass die Datenbasis, die durch die Webseite bei der Suchfunktion
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angelegt wurde, im Vergleich zu einem ,echten® Suchvorgang unverandert
ist. Mithin zeigt sich auch hier, dass es fiir die Frage, ob eine unrichtige
oder richtige Information vorliegt auf den jeweiligen Zweck- und Interpre-
tationskontext ankommt. Aus den manipulierten Daten wird unter Beriick-
sichtigung des vorliegenden Zweckkontexts (Ermittlung der individuellen
Priferenzen) eine unrichtige Information interpretiert. Man konnte daher
auch formulieren, dass die Storungsursache darin liegt, dass die Daten
nicht in diesen Zweckkontext passen, sondern missbrauchlich in diesen
eingebracht wurden.34

2. Technische Ausgestaltung

Solche Einzelangriffe sind v.a. aus dem Bereich der sozialen Netzwerke!3>
bekannt geworden: Grundlage ist i.d.R. das Ausspahen von Passwortern
ggf. iV.m. der Ausnutzung fehlender 2-Faktor-Authentifizierung. Uber den
Kontozugriff werden dann nicht nur bereits vorhandene Daten ausgespaht
oder manipuliert, sondern es werden vielmehr neue Daten in ein System
eingebracht. Sofern die Personalisierung des Dienstangebots nicht (nur)
iber den Server, sondern auch iiber im Endgerit gespeicherte Daten (Coo-
kies) erfolgt,3¢ ist z.T. nicht mal ein Kontozugriff erforderlich.

Allgemein wurde das Phdnomen des Einbringens von falschen Informa-
tionen bereits 2005 beobachtet, als der Wurm Samy neue, wenn auch be-
langlose Informationen in den Online-Dienst Myspace einbrachte: Durch
den entsprechenden Schadcode fiigte der Browser der Betroffenen unbe-
merkt den Autor des Wurms ,,Samy“ auf Myspace als Freund hinzu und
platzierte in den Profilen der Betroffenen die Zeichenfolge ,but most of
all, samy is my hero"¥” Ahnlich verhielt sich auch der Wurm Mikeyy, der

134 Dieser Gedanke findet sich auch in Art.5 Abs.1 litb) DSGVO. Zwar spricht die
DSGVO aufgrund der definitorischen Gleichstellung von Daten und Informationen
in Art. 4 Nr. 1 DSGVO von ,Datenrichtigkeit®, konkretisiert aber in der Sache zutref-
fend, dass die Frage der Unrichtigkeit der Daten ,,im Hinblick auf die Zwecke ihrer
Verarbeitung® zu beantworten ist.

135 Sahoo/Gupta, Enterprise Information Systems 2019, 832 (833).

136 Xing et al, in: Proceedings of the 22nd USENIX Security Symposium, Take This
Personally: Pollution Attacks on Personalized Services, 671 (680 f.).

137 Grossman, Cross-Site Scripting Worms & Viruses, Juni 2007, S. 8; Alcorn, Network
Security 2006, 7 (8).
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auf Twitter 2008 mindestens 190 Konten kompromittierte und von diesen
mindestens 10.000 Tweets verschickte.!3

Das hier gegenstandliche Einbringen von Informationen zum Zwecke
der zielgerichteten Manipulation eines Profils und damit letztlich auch des
personalisierten Dienstes wird im Englischen auch als ,pollution attack®
bezeichnet.3® Insofern wird nur der Dienst fiir den betroffenen Nutzer ma-
nipuliert, nicht hingegen der Empfehlungsdienst generell (dazu sogleich).
In einer Studie konnte die Mdoglichkeit der Manipulation des Rankings
der Google Suche als auch der von Amazon vorgeschlagenen Produkte
bereits nachgewiesen werden. Hierfiir wurden falsche Informationen im
Sinne von tatsdchlich nicht vom User vorgenommenen Suchanfragen bzw.
Seitenaufrufen von Produkten in das Profil eingebracht und dieses somit
verfélscht,¥ mithin falsches Personenwissen erzeugt. Dabei wurde der
Umstand ausgenutzt, dass Web Authentifizierung in der Regel nur absi-
chern kann, dass eine Anfrage von dem Browser oder der App eines Nut-
zers ausgelost wurde, aber nicht sicherstellen kann, dass der Nutzer diese
auch tatsdchlich durchgefiihrt oder autorisiert hat."! Der vermeintlich ver-
trauenswiirdige Endpunkt (Browser/App) wird mithin dahingehend kor-
rumpiert, dass er bei seiner Benutzung unbemerkt manipulierte Anfragen
an die jeweiligen Server richtet.

Auf beiden Webseiten (Google Suche, Amazon) konnten hierdurch die
personalisierten Rankings der Suchergebisse bzw. die Produktempfehlun-
gen manipuliert werden.!*? Grundsitzlich konnen solche Pollution Attacks
gegen alle personalisierten Dienste und somit insbesondere auch gegen

138 Luo et al, in: Eighth IEEE International Conference on Dependable, Autonomic
and Secure Computing (DASC), An Analysis of Security in Social Networks, 648
(648); Teen claims responsibility for disrupting Twitter, CNN vom 13.04.2009.

139 Xing et al., in: Proceedings of the 22nd USENIX Security Symposium, Take This
Personally: Pollution Attacks on Personalized Services, 671 (671); H. Huang et
al, in: Proceedings 2021 Network and Distributed System Security Symposium,
Data Poisoning Attacks to Deep Learning Based Recommender Systems, S.3f.; M.
Fang et al,, in: Proceedings of the 34th Annual Computer Security Applications
Conference, Poisoning Attacks to Graph-Based Recommender Systems, 381 (384);
Technisch wird dies insbesondere durch sog. Cross-Site-Request-Forgery (kurz
CSRF oder XSRF), umgesetzt, hierzu ausfithrlich: Zeller/Felten, Cross-Site Request
Forgeries: Exploitation and Prevention S. 1ff.

140 Xing et al, in: Proceedings of the 22nd USENIX Security Symposium, Take This
Personally: Pollution Attacks on Personalized Services, 671 (677 ff.).

141 Zeller/Felten, Cross-Site Request Forgeries: Exploitation and Prevention, S. 4.

142 Wie zuvor.
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soziale Netzwerke wie Facebook, Instagram oder Twitter ausgefiihrt wer-
den.3

II1. Plurale Informationsmanipulation
1. Wirkung nach dem Informationsmodell

Bei der pluralen Informationsmanipulation werden anders als bei der
singuldren Informationsmanipulation unrichtige Informationen mit zahl-
reichen realen, aber korrumpierten oder gefakten Identititen eingebracht.
Dies kann zwar -bei realen Identitdten- wie zuvor zu einer Verfilschung
des Personenwissens fuhren; vor allem wird aber durch diese Breite des
Angriffs das abstrakte Lernwissen iiber die Beliebtheit von Items oder die
Zusammenhénge zwischen mehreren Items beeintrachtigt.

2. Technische Gestaltung

Im Rahmen von Angriffen auf CF-Systeme spricht man hier auch von sog.
Shilling-Attacks: Dabei wird eine grofSe Anzahl von gefakten Identititen er-
stellt oder es werden reale Identititen manipuliert und mit diesen entweder
positive (en: push-attack) oder negative Bewertungen (en: nuke-attack) ab-
gegeben, um das System zur Abgabe falscher Empfehlungen zu zwingen.!#4
So sind insbesondere sog. Fake-Co-Visitation-Angriffe moglich, d.h. es wer-
den mit vielen Identititen zwei Elemente (ein Zielelement und ein Anker-
element) aufgerufen, um zwischen diesen eine Priferenzverbindung (Lern-
wissen) herzustellen, so dass bei Auswahl des Ankerelements als nachs-
tes das Zielelement empfohlen bzw. sogleich das bisherige Zielelement
verdriangt wird.*> Neben solchen gezielten Angriffen auf ein bestimmtes

143 Xing et al., in: Proceedings of the 22nd USENIX Security Symposium, Take This
Personally: Pollution Attacks on Personalized Services, 671 (684).

144 Kaur/Goel, in: 2016 International Conference on Inventive Computation Technolo-
gies (ICICT), Shilling attack models in recommender system, 1 (1£.); Sundar et al.,
IEEE Access, Vol. 8 (2020), 171703 (171704).

145 G. Yang/Gong/Cai, in: Proceedings 2017 Network and Distributed System Security
Symposium, Fake Co-visitation Injection Attacks to Recommender Systems, S.2,
10ff.; Y. Zhang et al., IEEE Trans. Inf. Forensics Secur., Vol. 15 (2020), 3807 (3809,
3813 f.); beispielsweise konnte im obigen Beispiel (S. 72) durch den Angriff bei Aus-
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2. Kapitel: Funktion und Manipulation der algorithmenbasierten Personalisierung

Empfehlungsverhalten sind auflerdem ungezielte Angriffe moglich, die auf
eine generelle Verschlechterung der Empfehlungsleistung abzielen.® In
der Praxis ist beispielsweise der Online-Marktplatz Amazon nach einer
wissenschaftlichen Untersuchung aus 2017 massiv von diesem Phanomen
der falschen Bewertungen betroffen.!¥” Im Recht benennt inzwischen auch
der DSA dieses Phanomen in EG 57 mit Blick auf die ,Einrichtung von
Scheinkonten, die Nutzung von Bots und anderen automatisierten oder
teilautomatisierten Verhaltensweisen®

Wird auch ML eingesetzt und soll ein dann zumeist online (auch: ,in-
krementell) lernendes ML-System manipuliert werden, spricht man auch
von Model Skewing oder einer Poisoning Attack bzw. Data Poisoning!8
Der entscheidende Angriffspfad liegt hier in dem Online-Training, d.h. in
dem Umstand, dass regelméflig neue Daten genutzt werden, um das Modell
des ML-Systems zu aktualisieren.'* Durch dieses fortlaufende Training mit
neuen Daten kann es grundsitzlich ausreichen, nur geringe Datenmengen
zu manipulieren um das Modell zu vergiften, d.h. es subtil ,umzutrainie-
ren’, so dass es falsche Entscheidungen triftt.!>

IV. Fazit und Ansatz fiir das Erfordernis der Resilienz

Wie voranstehend dargestellt konnen bei der Betrachtung von Angriffen
zwei unterschiedliche Vektoren unterschieden werden. Zwar haben beide

wahl der Gartenschere (Ankerelement) statt der Arbeitshandschuhe eine Schreib-
tischlampe (Zielelement) empfohlen werden.

146 Himeur et al, Computers & Security, Vol. 118 (2022), AS-Nr.102746, S.12; Deld-
joo/Di Noia/Merra, ACM CSUR 2022, AS-Nr. 35, Heft 2, AS-Nr. 35, S. 8 ff.

147 P. Liu et al, in: IEEE International Conference on Software Quality, Reliability
and Security, Identifying Indicators of Fake Reviews Based on Spammer's Behavior
Features, 396 (401f.).

148 Xue et al., IEEE Access, Vol. 8 (2020), 74720 (74723); diese Begriffe des Poisonings,
also der Vergiftung, werden teilweise auch bei regelbasierten Empfehlungssystemen
verwendet: Chen et al., Trans Emerging Tel Tech 2021, AS-Nr. e3872, Heft 6, AS-Nr.:
e3872.

149 Heinemeyer/Herpig, in: Ebers/Steinrétter, Kiinstliche Intelligenz und smarte Robo-
tik im IT-Sicherheitsrecht, 65 (66); Jagielski et al., in: 2018 IEEE Symposium on
Security and Privacy (SP), Manipulating Machine Learning: Poisoning Attacks and
Countermeasures for Regression Learning, 19 (19).

150 So reicht es beispielsweise in der personalisierten Medizin bereits aus bei den
Sensoren der Medizingerite weniger Patient:innen die Daten zu manipulieren, um
die ML-Modelle, die fiir eine grofle Gruppe von Patient:innen genutzt werden, zu
wvergiften: Jagielski et al., wie zuvor.
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C. Manipulation der Informationen

Vektoren stark abstrahiert betrachtet den gleichen Auslser (Manipulation
des Datenflusses) sowie dieselbe informationstechnische Auswirkung (fal-
sche Entscheidungen).

Allerdings werden bei einer singuldren Informationsmanipulation ledig-
lich beziiglich einzelner Identititen falsche Informationen in das System
eingebracht. Im Ergebnis ist damit insbesondere das Datenschutzgrund-
recht betroffen, weil das personliche Profil der jeweiligen Personen etwa
durch die dargestellte Pollution Attack manipuliert wird. Es werden inso-
weit durch eine Sicherheitsliicke unrichtige personenbezogene Daten in das
System eingebracht und durch deren Verarbeitung wird im Ergebnis das
Personenwissen in Gestalt des Profils beeintrachtigt.

Bei der pluralen Informationsmanipulation wird hingegen das abstrakte
Lernwissen verdndert, indem durch viele reale oder gefakte Accounts in
grofiem Umfang falsche Informationen in das lernende System eingebracht
werden (Poisoning Attack) und so die Entscheidungen des Systems generell
beeinflusst werden. Ist dies erfolgreich, werden somit etwa Rahmen eines
(ML-gestiitzten) CF-Empfehlungssystem auch fiir viele Personen falsche
Entscheidungen getroffen, obwohl das individuelle Personenwissen auch
weiterhin richtig sein kann.!!

Die Ausgangslage fiir beide Angriffsvektoren besteht darin, dass von
(vermeintlichen) Nutzer:innen stammende Informationen verwendet wer-
den, die manipuliert sein kdnnen. Der Verantwortliche bzw. der Anbieter
des jeweiligen Dienstes kann die Qualitdt der Informationen dabei nicht
mit letzter Sicherheit garantieren, da diese Interaktionen beschreiben, die
aufSerhalb seines Kontrollbereichs initiiert werden. So ist es ihm etwa nicht
moglich mit letzter Sicherheit zu iiberpriifen, ob auf dem Endgerit, von
welchem etwa Bewertungen oder Anfragen abgegeben werden, dieselben
tatsdchlich auch von der/dem jeweiligen Nutzer:in stammen. So kdnnte
das Endgerit etwa kompromittiert sein; auf die Daten- und IT-Sicherheit
desselben hat er regelméflig keinen Einfluss.

Damit verbleibt eine erhebliche Ungewissheit iiber die Qualitdt der ge-
sammelten Informationen und es kann insoweit als Hypothese vorweg
gestellt werden, dass die Resilienz als besondere funktionale Anforderung
solchen Ungewissheiten und den damit verbundenen Folgen entgegentre-
ten muss.

151 Dies konnte grundsdtzlich aber mit Art.22 DSGVO angefochten werden, dazu
sogleich.
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2. Kapitel: Funktion und Manipulation der algorithmenbasierten Personalisierung

Wichtig ist es, in diesem Zusammenhang darauf hinzuweisen, dass die
weitere Untersuchung an dieser Stelle auf die Resilienz als Erfordernis der
Datensicherheit ausgerichtet ist und insofern sich ausschliefllich auf den
Fall bezieht, dass personenbezogene Daten im Entscheidungsprozess ma-
nipuliert wurden. Nicht nachgegangen wird der Frage, ob und inwieweit
eine automatisierte Entscheidung jenseits von Manipulationen der eigenen
personenbezogenen Daten (etwa durch eine plurale Informationsmanipu-
lation) nach Art. 22 DSGVO richtig sein muss. Nach Art. 22 Abs. 3 DSGVO
kann eine automatisierte Entscheidung, die die betroffene Person als unbil-
lig empfindet grundsitzlich im Rahmen des Art.22 Abs.3 DSGVO ange-
fochten werden.!>?

152 Beachte allerdings zum Nicht-Vorliegen des Tatbestands des Art.22 DSGVO bei
personalisierten Inhaltsempfehlungen als auch bei der personalisierten Preisgestal-
tung bereits S. 69, Fn. 114.
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3. Kapitel: Die Resilienz in der DSGVO

Der nachfolgend zu untersuchende Rechtsbegrift ,Resilienz® wird in Art. 32
DSGVO eingefiihrt, der nach seiner Uberschrift die ,,Sicherheit der Verar-
beitung” zum Gegenstand hat.!>

Um die Bedeutung dieses Rechtsbegriffs vollstindig verstehen zu kén-
nen, muss zunichst der Anwendungsbereich und der Normauftrag des
Art. 32 innerhalb der DSGVO bestimmt werden (A.). Anschlieflend wird
unter B. herausgearbeitet, welchem Schutzgut Art.32 DSGVO und damit
auch die Sicherstellung der Resilienz dient, wobei auch hierfiir zunéchst die
Frage der Schutzgiiter der DSGVO als solcher beantwortet werden muss.

Unter C. folgt die eigentliche Auslegung und Begriffsbestimmung der
Resilienz. Im letzten Schritt dieses Teils (D.) wird die datensicherheitsrecht-
liche Bedeutung der so definierten Resilienz anhand der Manipulation
personalisierter Dienste mit ihrer im vorangegangenen Teil dargestellten
Funktionsweise demonstriert.

A. Anwendungsbereich von Art. 32 DSGVO

Zunichst wird der Anwendungsbereich von Art. 32 DSGVO dargestellt. Zur
Gewihrleistung der ,Sicherheit der Verarbeitung® verpflichtet Abs.1 den
Verantwortlichen sowie den Auftragsverarbeiter zur Vornahme geeigneter
technischer und organisatorischer Mafinahmen (toM). Diese Handlungs-
pflicht findet sich in der DSGVO als solche auch in den Art.24 und 25
DSGVO. Dadurch ist die Mafinahmenpflicht nun deutlich breiter ausgestal-
tet, als dass dies bislang durch § 9 BDSG iV.m. der zugehdrigen Anlage der
Fall war.

153 In Deutschland war die Datensicherheit bis dahin ausschliellich in § 9 BDSG a.F.
iV.m. der zugehorigen Anlage geregelt. Nach dieser Vorschrift hatten die Stellen,
die personenbezogene Daten erheben, verarbeiten oder nutzen, ,technische[n] und
organisatorische[n] Mafinahmen zu treffen, die erforderlich sind, um die Ausfiih-
rung der Vorschriften dieses Gesetzes, insbesondere die in der Anlage zu diesem
Gesetz genannten Anforderungen, zu gewahrleisten. Erforderlich sind MafSnahmen
nur, wenn ihr Aufwand in einem angemessenen Verhéltnis zu dem angestrebten
Schutzzweck steht.

81

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Kapitel: Die Resilienz in der DSGVO

Jedoch verfolgen diese drei Normen mit der Pflicht zur Implementierung
von toM jeweils eigene Schutzzwecke:

Art. 24 spricht insoweit allgemein von der Sicherstellung und Nachweis-
barkeit der Einhaltung der DSGVO, Art. 25 Abs. 1 von der wirksamen Um-
setzung der Datenschutzgrundsitze nach Art.5 DSGVO und der Aufnah-
me notwendiger Garantien (Datenschutz durch Technikgestaltung) bzw.
Art. 25 Abs. 2 von der Gewihrleistung von Datenschutz durch datenschutz-
freundliche Voreinstellungen. Schliefilich zielt Art. 32 unter der Uberschrift
»oicherheit der Verarbeitung® auf die Gewahrleistung eines dem Risiko fiir
Rechte und Freiheiten natiirlicher Personen angemessenen Schutzniveaus
ab.

Eine trennscharfe Abgrenzung der Anwendungsbereiche ist mit dieser
Feststellung jedoch insbesondere zwischen Art. 25 Abs.1iV.m. Art.5 Abs. 1
litf) (Grundsatz der Integritdt und Vertraulichkeit) und Art.32 DSGVO
noch nicht erreicht. Im Weiteren folgt daher die Bestimmung des Anwen-
dungsbereichs des Art.32 DSGVO in zwei Schritten: Im ersten Schritt
wird eine Normeniibersicht der Art. 24, 25 und 32 DSGVO vorgenommen
(). Im zweiten Schritt (IL.) folgt auf dieser Grundlage die Einordnung
des Art.32 DSGVO und die Abgrenzung seines Anwendungsbereichs ge-
geniiber dem sachnéhesten Art. 25 Abs.11V.m. Art 5 Abs. 1litf) DSGVO.

I. Normentibersicht

Zunidchst wird eine systematische Normeniibersicht vorgenommen, wobei
eine Dekomposition der Normen in ihre unterschiedlichen Bestandteile
erfolgt (1.). Diese werden im Anschluss in einer Tabelle gegeniibergestellt

(2)
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A. Anwendungsbereich von Art. 32 DSGVO

1. Dekomposition der einzelnen Normen
a. Art. 24 DSGVO

Art. 24 DSGVO bildet als erste Norm des Abschnitts die Grund- bzw. Gene-
ralnorm.">* Sie verlangt von dem Verantwortlichen unter ,Berticksichtigung
der Art, des Umfangs, der Umstinde und der Zwecke der Verarbeitung
sowie der unterschiedlichen Eintrittswahrscheinlichkeit und Schwere der
Risiken fiir die Rechte und Freiheiten natiirlicher Personen geeignete tech-
nische und organisatorische Mafinahmen [zu treffen], um sicherzustellen
und den Nachweis dafiir erbringen zu konnen, dass die Verarbeitung ge-
mafS dieser Verordnung erfolgt.”

Aus ihr lassen sich bereits vier fiir den Vergleich der Normen wichtige
Kernelemente identifizieren: Zunachst die Art, der Umfang, die Umstin-
de und die Zwecke der Verarbeitung als ,Modalititen der Verarbeitung®
(1.). Darauf folgt das ,Risiko“ (2.), beschrieben anhand der Merkmale der
unterschiedlichen Eintrittswahrscheinlichkeit und Schwere in Bezug auf
die Rechte und Freiheiten natiirlicher Personen.’> Diese beiden Elemente
sind die in allen drei Normen enthaltenden Kriterien, die es bei der Be-
stimmung von Art und Umfang der zu treffenden toM zu beriicksichtigen
gilt. Darauf folgt das ebenfalls in allen drei Normen vertretene Element
des Handlungsauftrags (3.), ndamlich die Pflicht zur Vornahme von toM.
Schliefllich besteht das divergierende Element des Schutzzwecks (4.), hier in
Form der Sicherstellung und des Nachweises der Einhaltung der DSGVO
im Rahmen der Verarbeitung.

Allen Normen ist auflerdem gemein, dass sie den Handlungsauftrag an
das Risiko kniipfen, d.h. einen risikobasierten Ansatz verfolgen.">® Daraus
folgt auch, dass bei dem Pflichtenkanon der Art. 24, 25, 32 DSGVO stets
eine Kosten-Nutzen-Analyse vorzunehmen ist, anhand derer die Risikore-
duktion durch die Mafinahmen mit dem hierfiir notwendigen Aufwand
abgewogen werden muss.">’

154 Hartung, in: Kithling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 24, Rn. 9; Piltz, in: Gola/Heckmann, DS-GVO, 3. Auflage 2022, Art. 24,
Rn.5.

155 Vgl. EG 75 DSGVO.

156 Vgl. Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 24, Rn. 2.

157 Ausfithrlich zur Angemessenheit: S. 167f. Dabei wird nicht iibersehen, dass in
Art. 24 DSGVO ein expliziter Verweis auf die Implementierungskosten fehlt. Gleich-
wohl ergibt sich bereits aus Art.52 Abs.1 S.2 GRC, dass der Verantwortliche nur
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3. Kapitel: Die Resilienz in der DSGVO

b. Art.25 DSGVO

Die soeben vorgezeichnete Grundstruktur hélt auch Art. 25 Abs.1 DSGVO
bei. Bei den zu beriicksichtigenden Kriterien tritt nun jedoch zusétzlich der
»Stand der Technik® sowie die ,,Implementierungskosten hinzu.

Der Schutzzweck ist gegeniiber Art.24 DSGVO konkretisiert:!>® Er be-
trifft nun nicht mehr allgemein die Einhaltung der DSGVO, sondern nach
Art. 25 Abs. 1 DSGVO sollen die Datenschutzgrundsdtze nach Art. 5 DSGVO
wirksam umgesetzt werden und es sollen die notwendigen Garantien ge-
troffen werden, um den Anforderungen der DSGVO zu geniigen. Nach
Art. 25 Abs. 2 DSGVO sollen dariiber hinaus toM zur Gewihrleistung von
datenschutzfreundlichen Voreinstellungen getroffen werden.

Zu den Datenschutzgrundsitzen gehort insbesondere auch Art.5 Abs.1
litf) DSGVO, niamlich die Verarbeitung in einer Weise, ,die eine angemes-
sene Sicherheit der personenbezogenen Daten gewéhrleistet, einschlief3lich
Schutz vor unbefugter oder unrechtméfliiger Verarbeitung und vor unbe-
absichtigtem Verlust, unbeabsichtigter Zerstorung oder unbeabsichtigter
Schéddigung [...] (Integritdt und Vertraulichkeit’)® Die toM nach Art.25
Abs. 1 DSGVO sollen damit in Umsetzung dieses Grundsatzes insbesondere
die Integritit und Vertraulichkeit von personenbezogenen Daten gewdhrleis-
ten. Zusatzlich wird auch das Schutzziel der Verfiigbarkeit in diesen Grund-
satz hineingelesen,'>® wofiir insbesondere die Beeintrachtigungsalternativen
des unbeabsichtigten Verlusts und der unbeabsichtigten Zerstorung von
personenbezogenen Daten sprechen.

Daneben enthilt Art. 25 Abs. 1 DSGVO ein perspektivisches Element. Der
Verantwortliche soll die entsprechenden toM sowohl ,zum Zeitpunkt der
Festlegung der Mittel fiir die Verarbeitung als auch zum Zeitpunkt der
eigentlichen Verarbeitung® treffen. Der Zeitpunkt der Festlegung der Mittel
ist jener, ,in dem der Verantwortliche entscheidet, wie die Verarbeitung
durchgefiihrt wird, wie die Verarbeitung ablduft und welche Mechanismen

verhiltnismaflige Mafinahmen treffen muss, wobei insbesondere die Risiken den
Kosten gegeniiberzustellen sind, Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage
2021, Art.24, Rn.11; zum Teil wird das Merkmal der Angemessenheit auflerdem
auch aus der Pflicht zur Vornahme ,geeigneter Mafinahmen herausgelesen, Mantz,
in: Sydow/Marsch, DS-GVO, BDSG, 3. Auflage 2022, Art. 32, Rn. 30 {.

158 Baumgartner, in: Ehmann/Selmayr, DS-GVO, 2. Auflage 2018, Art. 25, Rn. 8.

159 Rof$nagel, in: Simitis/Hornung/Spiecker gen. Dohmann, Datenschutzrecht 2019,
Art. 5, Rn. 167.
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A. Anwendungsbereich von Art. 32 DSGVO

fir die Durchfithrung der Verarbeitung genutzt werden.1®® Durch die Be-
zugnahme auf diesen Zeitpunkt bringt der Gesetzgeber zum Ausdruck,
dass diese toM bereits frithestmdglich im Rahmen der Konzeption und
der Entwicklung der Datenverarbeitungsvorgange zu treffen sind und da-
her im Idealfall zu einem von vorneherein ,eingebauten Datenschutz® fiih-
ren.!! Wahrend der ,eigentlichen Verarbeitung“ muss der Verantwortliche
dann die entsprechenden Mafinahmen zum Schutz der Rechte und Freihei-
ten naturlicher Personen aufrechterhalten, was insbesondere fortwahrende
Neubewertungen der Risiken sowie des Stands der Technik beinhaltet und
-bei entsprechend erkanntem Bedarf- eine Aktualisierung der MafSnahmen
erfordert.!62

c. Art 32 Abs. 1 DSGVO

Art. 32 Abs. 1 verpflichtet zundchst anders als die {ibrigen genannten Nor-
men beziiglich der Adressaten neben dem Verantwortlichen auch den
Auftragsverarbeiter. Die zu berticksichtigenden Faktoren sind dagegen de-
ckungsgleich zu Art. 25 Abs.1 DSGVO (Stand der Technik, Implementie-
rungskosten, Modalititen der Verarbeitung sowie das Risiko). Der Schutz-
zweck hingegen besteht nun darin ein ,dem Risiko angemessenes Schutzni-
veau zu gewdhrleisten.

Als weitere Besonderheit wird in Art. 32 DSGVO der Handlungsauftrag
ndher konkretisiert. Die toM schlieflen demnach ,gegebenenfalls unter
anderem Folgendes ein:

a) die Pseudonymisierung und Verschliisselung personenbezogener Da-
ten;

b) die Fahigkeit, die Vertraulichkeit, Integritit, Verfiigbarkeit und Belast-
barkeit [Resilienz] der Systeme und Dienste im Zusammenhang mit der
Verarbeitung auf Dauer sicherzustellen;

c) die Fahigkeit, die Verfiigbarkeit der personenbezogenen Daten und den
Zugang zu ihnen bei einem physischen oder technischen Zwischenfall
rasch wiederherzustellen;

160 EDSA, Leitlinien 4/2019 zu Artikel 25, 20.10.2020, S. 12, Rn. 35.

161 M. Hansen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019,
Art. 25, Rn.16f. mit Verweis auf andere Sprachfassungen; Baumgartner, in: Eh-
mann/Selmayr, DS-GVO, 2. Auflage 2018, Art. 25, Rn. 1.

162 EDSA, Leitlinien 4/2019 zu Artikel 25, 20.10.2020, S. 12, Rn. 37 f.
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3. Kapitel: Die Resilienz in der DSGVO

d) ein Verfahren zur regelmifligen Uberpriifung, Bewertung und Evaluie-
rung der Wirksamkeit der technischen und organisatorischen Mafinah-
men zur Gewahrleistung der Sicherheit der Verarbeitung.

Schliefllich werden in Art. 32 Absatz 2 dhnlich Art. 5 Abs. 11itf) DSGVO zu
vermeidende Ereignisse definiert, deren zugehorige Risiken entsprechend
zu beriicksichtigen sind: ,Demnach sind bei der Beurteilung eines ange-
messenen Schutzniveaus insbesondere die Risiken zu beriicksichtigen, die
mit der Verarbeitung - insbesondere durch Vernichtung, Verlust oder Ver-
dnderung, ob unbeabsichtigt oder unrechtméfiig, oder unbefugte Offenle-
gung von beziehungsweise unbefugten Zugang zu personenbezogenen Da-
ten, die tibermittelt, gespeichert oder auf andere Weise verarbeitet wurden
- verbunden sind.” Auch hierin sind die Schutzziele Verfiigbarkeit, Integritct
und Vertraulichkeit zu sehen.!%® Perspektivisch ist hier zu beachten, dass die
Daten dem Wortlaut nach bereits ,verarbeitet wurden, d.h. es wird von
einer bestehenden Verarbeitung ausgegangen. Zur Verdeutlichung folgt nun
unter 2. noch eine tabellarische Ubersicht der genannten Normen.

2. Tabellarische Ubersicht

Tabelle 1: Art. 24/25/32 DSGVO

Art.24 Abs. 1 Art.25 Abs. 1 Art.32 Abs. 1,2
Einheitliche, zu Modalitdten der Verarbeitung
beriicksichtigende (Art, Umfang, Umstiande, Zwecke),
Kriterien Risiko fiir Rechte und Freiheiten natiirlicher Personen
Besondere, zu Stand der Technik | Stand der Technik
beriicksichtigende Implementierungs- Implementie-
Kriterien kosten rungskosten
Wirksame Umset- .
. Gewihrleistung
nachweisbare zung der Daten- cines risiko-
Schutzzweck: Einhaltung der | schutzgrundsitze + Ancemessenen
DSGVO entsprechender 5 .
. Schutzniveaus
Garantien
Handlungsauftrag: Geeignete technische und organisatorische Mafinahmen

163 M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht 2019,
Art. 32, Rn. 60; Piltz/Zwerschke, in: Kipker/Reusch/Ritter, Recht der Informations-
sicherheit 2023, Art. 32 DSGVO, Rn. 61.

86

- am 19,01.2026, 23:05:4;



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

A. Anwendungsbereich von Art. 32 DSGVO

Verantwortlicher +
Adressat: Verantwortlicher | Verantwortlicher | Auftragsverarbei-
ter
iV.m. Art. 5 Abs. 1
litf):
in einer Weise Minimierung von
verarbeitet werden, Risiken durch
die insb. Schutz
gewahrt vor: unbefugte Offenle-
Gewihrleistung von befuster od gungzunbefugten
Vertraulichkeit und unbetugrer sder ugang
Inteeritit bzw. unrechtmafiger
5 beitung; unbeabsichtigte
Verfiigbarkeit Verar & e
oder unrechtmaf3i-
unbeabsichtig- ge(r) Vernichtung,
tem/er Verlust, Verlust oder
Zerstorung, Verdnderung
Schédigung
von personenbe-
zogen Daten, die
verarbeitet wurden

I1. Verhaltnis der Art. 25 Abs. 1, 32 DSGVO

Im Weiteren soll die konkrete Einordnung von Art.32 DSGVO erfolgen.
Dabei wird nun die Abgrenzung von Art. 25 Abs.1iV.m. dem Grundsatz
der Integritdt und Vertraulichkeit nach Art. 5 Abs. 11itf) DSGVO zu Art. 32
DSGVO vorgenommen, um den Anwendungsbereich von letzterem und
damit auch der Resilienz zu bestimmen.

Zwar konkretisiert namlich auch Art. 32 DSGVO den genannten Grund-
satz,194 gleichwohl ist davon auszugehen, dass sowohl dem Datenschutz
durch Technikgestaltung in Umsetzung dieses Grundsatzes (Art. 25 Abs. 1
iV.m. Art. 5 Abs.1 litf. DSGVO) als auch der Datensicherheit nach Art. 32
DSGVO jeweils eigenstdndige Anwendungsbereiche und Normauftrage zu-
kommen.

164 Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn2; M. Han-
sen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019, Art. 32,
Rn. I; Jandt, in: Kithling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Aufla-
ge 2024, Art. 32, Rn. 1 mw.N.
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3. Kapitel: Die Resilienz in der DSGVO

Entscheidend fiir diese Abgrenzung sind insbesondere die inhaltlichen
Unterschiede zwischen diesen Normen (1.), die nun gegeniibergestellt wer-
den. Anschlieflend wird EG 83 der DSGVO betrachtet, der iibergeordnete
Hinweise zum Anwendungsbereich der jeweiligen Normen enthilt (2.).
Schliellich werden unter 3. die so voneinander abgegrenzten Normauftrige
noch einmal zusammengefasst.

1. Inhaltliche Unterschiede der Normen

Bei den inhaltlichen Unterschieden fallen zunachst (a.) die unterschiedli-
chen Perspektiven (Art.25 DSGVO: Gestaltung der Verarbeitung, Art. 32
DSGVO: Sicherung der bestehenden Verarbeitung) auf. Weiterhin (b.) ist
zu beachten, dass nur Art. 32 Abs. 1lit b) DSGVO explizit auch die verarbei-
tenden Systeme und Dienste anspricht. Auflerdem werden unterschiedliche
Rollen (Verantwortlicher und/oder Auftragsverarbeiter) adressiert (c.) und
es werden unterschiedliche Schutzrichtungen bei den drei Schutzzielen
Vertraulichkeit, Verfiigbarkeit und Integritét beschrieben (d.).

a. Perspektiven

Nach Art. 25 Abs.1 DSGVO sind die Mafinahmen zur Umsetzung der Da-
tenschutzgrundsitze wie beschrieben schon zum Zeitpunkt der Festlegung
der Mittel fiir die Verarbeitung zu treffen. Die Mittel meinen dabei die
»~Art und Weise, wie ein Ergebnis oder Ziel erreicht wird,? mithin die
Gestaltung des Verarbeitungsvorgangs. Durch den Verweis auf den ,Zeit-
punkt dieser Gestaltung” wird deutlich, dass die toM in den Gestaltungs-
vorgang implementiert werden sollen, die Verarbeitung also gleichermafien
mitgestalten.!%¢ Korrespondierend verlangt auch Art. 5 Abs. 1 litf) DSGVO,
dass personenbezogene Daten ,,in einer Weise verarbeitet werden®, die eine
angemessene Sicherheit der personenbezogenen Daten gewahrleistet.
Anders liegt es hingegen bei Art.32 DSGVO: Eine ausdriickliche per-
spektivische Zuweisung zum Handlungsauftrag fehlt zwar, allerdings wird
in Abs.2 auf Beeintrachtigungen der Schutzziele an Daten abgestellt, die
bereits ,verarbeitet wurden®. Aus dieser grammatischen Gestaltung als pas-

165 Art.-29 Datenschutzgruppe, WP 169, 16.02.2010, S. 16.
166 Von einem ,eingebauten Datenschutz® sprechend: M. Hansen, in: Simitis/Hor-
nung/Spiecker gen. D6hmann, Datenschutzrecht 2019, Art. 32, Rn. 1.
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A. Anwendungsbereich von Art. 32 DSGVO

sives Prateritum wird, wie bereits angedeutet, sichtbar, dass Art. 32 DSGVO
perspektivisch von einer bereits bestehenden Verarbeitung ausgeht, im
Rahmen derer die Daten z.B. bereits erhoben und gespeichert wurden und
somit die zuvor genannte Gestaltung, d.h. insbesondere der Verarbeitungs-
ablauf und -umfang abgeschlossen bzw. festgelegt ist. Der Normauftrag des
Art. 32 DSGVO ist es nun diese bestehende Verarbeitung zu sichern.

b. Umsetzung der Verarbeitung durch Systeme und Dienste

Auch die explizite Adressierung von Systemen und Diensten in Art.32
Abs. 1 litb) DSGVO stiitzt diese These, da sich diese als (sozio-)techni-
sche Mittel der Verarbeitung logisch von der eigentlichen ,Verarbeitung®
unterscheiden lassen. Diese Verarbeitung ist nach Art.4 Nr.2 DSGVO nur
der (mithilfe automatisierter Verfahren) vorgenommene Vorgang, der vom
Verantwortlichen abstrakt beschrieben, festgelegt und ausgestaltet werden
kann (z.B.: welche Daten werden verarbeitet und wie lange (Umfang),
wie lduft diese ab, d.h. welche Abteilungen und ggf. auch Dritte'®” bené-
tigen Zugang und wofiir (Zwecke) und inwieweit kann auch mit pseud-
onymen/anonymen Daten gearbeitet werden). Im Rahmen dieser Ausge-
staltung sollen nach Art. 25 Abs.1 DSGVO insbesondere die Datenschutz-
grundsitze wirksam umgesetzt werden.

Dagegen adressiert Art. 32 DSGVO die Datensicherheitsanforderungen
in der Phase der praktischen Umsetzung der Verarbeitung, welche unter
Zuhilfenahme von informationstechnischen Systemen und Diensten (sowie
entsprechendem Bedienpersonal) durchgefiihrt wird.

c. Rollenansprache

Wihrend Art.25 DSGVO nur den Verantwortlichen adressiert, adressiert
Art.32 DSGVO daneben auch den Auftragsverarbeiter. Nach Art.4 Nr.7
DSGVO hat allein der Verantwortliche die Entscheidungsgewalt iiber Zwe-
cke und Mittel der Verarbeitung,'®® d.h. nur er (und nicht der Auftragsver-
arbeiter Art.4 Nr.8, Art.28 Abs.3 lita) DSGVO) bestimmt wie soeben

167 Arning/Rothkegel, in: Taeger/Gabel, DSGVO - BDSG, 4. Auflage 2022, Art 4,
Rn. 181.
168 Klabunde, in: Ehmann/Selmayr, DS-GVO, 2. Auflage 2018, Art. 4, Rn. 36.
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3. Kapitel: Die Resilienz in der DSGVO

beschrieben {iber Zweck sowie Umfang und Gestaltung (d.h. die ,Mittel)
der Verarbeitung'®® im Rahmen des Art. 25 Abs. 1 DSGVO.

Dagegen kann und muss die Sicherheit der so gestalteten Verarbeitung
sowohl vom Verantwortlichen als auch vom Auftragsverarbeiter (Art.32
Abs. 1, Art. 28 Abs. 3 litb DSGVO) gewihrleistet werden. Die insoweit zu
treffenden technischen und organisatorischen Mafinahmen betreffen somit
nicht die Gestaltung der eigentlichen Verarbeitung selbst, sondern setzen
auf der Verarbeitung auf, um diese entsprechend zu sichern.

d. Voluntative Schutzrichtungen

Die bereits dargestellte Unterscheidung zwischen der Gestaltung der Verar-
beitung und der Sicherung derselben wirkt sich auch mit Blick auf die
Schutzziele und die jeweiligen voluntativen Schutzrichtungen aus, d.h. ob
nur vor vorsatzlichen oder auch vor fahrldssigen Ereignissen geschiitzt
werden soll.

1. Vertraulichkeit

Nach dem Wortlaut stellt Art.25 Abs.1 iVm. Art.5 Abs.1 litf) DSGVO
beziiglich des Schutzes der Vertraulichkeit”? auf eine unbefugte oder un-
rechtmdifSige Verarbeitung ab und nicht wie in Art.32 Abs.2 DSGVO auf
eine unbefugte Offenlegung von bzw. den unbefugten Zugang zu Daten.

Unbefugt meint dabei die Titigkeit eines Dritten i.Sv. Art 4 Nr.10
DSGVO, der dem Verantwortlichen nicht zuzurechnen ist.1”! Ein Dritter ist
negativ legaldefiniert als ,eine natiirliche oder juristische Person, Behorde,
Einrichtung oder andere Stelle, aufler

— der betroffenen Person,
— dem Verantwortlichen,
- dem Auftragsverarbeiter und

169 Arning/Rothkegel, in: Taeger/Gabel, DSGVO - BDSG, 4. Auflage 2022, Art 4,
Rn.181; EDSA, Guidelines 07/2020 on the concepts of controller and processor
in the GDPR, 02.09.2020, S. 13, Rn. 33.

170 Siehe hierzu auch EG 39, S.12 DSGVO.

171 Herbst, in: Kihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 5, Rn. 74.
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A. Anwendungsbereich von Art. 32 DSGVO

- den Personen, die unter der unmittelbaren Verantwortung des Verant-
wortlichen oder des Auftragsverarbeiters befugt sind, die personenbezo-
genen Daten zu verarbeiten®!7?

Unter den letztgenannten Punkt fallen iiber das Attribut der Befugnis auch
alle Personen, die bei dem Verantwortlichen beschiftigt sind und fiir die
gegenstindliche Datenverarbeitung zustiandig sind. Dritte sind umgekehrt
somit auch die Personen unter unmittelbarer Verantwortung des Verant-
wortlichen oder Auftragsverarbeiters, die eine unbefugte Verarbeitung vor-
nehmen, d.h. wenn sie Daten ohne entsprechende Weisung verarbeiten.”?
Eine unbefugte Verarbeitung im Sinne des Art. 25 Abs. 1 iVm. Art. 5 Abs. 1
litf) DSGVO liegt mithin vor, wenn die Verarbeitung durch Dritte, also
entweder durch unzustindige Personen (bzw. Abteilungen) oder auch ex-
terne Dienstleister, die Zugriff auf die Verarbeitung haben (z.B. externe
IT-Dienstleister), vorgenommen wird. UnrechtmdfSig hingegen ist die Ver-
arbeitung, die nicht durch einen Dritten, sondern insbesondere durch den
Verantwortlichen selbst oder einen Auftragsverarbeiter vorgenommen wird,
wenn hierfiir keine Rechtsgrundlage existiert.”* Man koénnte durch die
damit verbundene Uberschreitung bestehender Verarbeitungsrechte auch
von einer iiberschieffenden Verarbeitung sprechen. Diese unzulédssigen Ver-
arbeitungen verletzten insoweit vorsatzlich die Vertraulichkeit der Daten.!”
Art. 32 Abs.2 DSGVO hingegen spricht hinsichtlich der Vertraulichkeit
nicht von einer ,Verarbeitung®, sondern von unbefugter Offenlegung von
bzw. dem unbefugten Zugang zu Daten. Dabei wird nicht verkannt, dass der
Verarbeitungsbegriff nach Art. 4 Nr. 2 DSGVO die Offenlegung mitumfasst.
Gleichwohl ist davon auszugehen, dass der Gesetzgeber hier (bewusst)
keine Redundanz geschaffen hat, sondern die unterschiedliche Terminolo-
gie einem dahinterstehenden Regelungskonzept folgt: In diesem Kontext
kann Verarbeitung im Sinne eines grundlegend geordneten Datenverarbei-
tungsvorgangs verstanden werden. Dagegen erfasst der Begriff des unbefug-

172 Die Listendarstellung wurde aus Griinden der Lesbarkeit durch den Autor erganzt.

173 Vgl. hierzu exemplarisch die Bufigeldentscheidung des LfDI BW zu einem Polizeibe-
amten, der ohne dienstlichen Bezug die Halterdaten einer Zufallsbekanntschaft aus
dem entsprechenden Informationssystem abfragte: LfDI BW, Pressemitteilung vom
18.06.2019, S. 1.

174 Herbst, in: Kiihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 5, Rn. 74.

175 Die (berechtigte) Vertraulichkeitserwartung schliefSt insofern mit ein, dass die preis-
gegeben Daten nur im Rahmen der jeweiligen Verarbeitung (in die ggf. eingewilligt
und iiber die aufgeklart wurde) verwendet werden.
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ten Zugangs, den sich ein Dritter verschafft, vorsatzliche, deliktstypische
Handlungen, die z.B. auch den Tatbestand des ,Ausspdhens von Daten®
nach §202a StGB erfiillen konnen. Dies beschreibt somit keine ,Verarbei-
tungen’; sondern Angriffe sowohl von auflen als auch durch (boswillige)
Mitarbeitende (Innentater:innen) des Verantwortlichen.'’® Daneben kann
eine unbefugte Offenlegung auch fahrlissig geschehen: So kann es durchaus
vorkommen, dass personenbezogene Daten aufgrund von IT-Fehlern beim
Verantwortlichen versehentlich 6ffentlich gemacht und damit unbefugten
Personen offengelegt werden.

Insgesamt ist festzuhalten, dass Art.25 Abs.1 iVm. Art.5 Abs.1 litf)
DSGVO unrechtmdfige und unbefugte, d.h. vorsitzliche Vertraulichkeits-
verletzungen durch unzuldssige bzw. iberschieflende Verarbeitungen erfasst
und Art. 32 Abs. 2 DSGVO vorsitzliche Vertraulichkeitsverletzungen durch
Angriffe unbefugter Dritten, was demnach sowohl Innen- als auch Auflen-
tater:innen sein konnen sowie fahrldssige Offenlegungen von Daten an
unbefugte Dritte.

ii. Verfiigbarkeit/Integritat

Auch im Rahmen des Schutzes der Verfiigbarkeit”” und Integritit bestehen
entsprechende Unterschiede:

Nach Art. 5 Abs. 11litf) DSGVO gilt es den/die unbeabsichtigte(n) Verlust,
Zerstorung oder Schidigung von Daten zu vermeiden. Dagegen will Art. 32
Abs.2 DSGVO die Risken minimieren, die aus Vernichtung, Verlust oder
Verdnderung, ob unbeabsichtigt oder unrechtmdfig der Daten resultieren.
Somit gilt fiir die Modalitdten der Verfiigbarkeits- und Integritétsverletzun-
gen, dass nur Art. 32 Abs. 2 DSGVO neben unbeabsichtigten auch die un-
rechtmafligen Verletzungen erfasst.

Unbeabsichtigt (engl. accidental) erfasst alle Verletzungen, die fahrldssig
oder zufillig, also gewissermafien als ,Unfall* geschehen. Unrechtmiifsig
hingegen ist wie bereits dargestellt als vorsitzlicher Rechtsbruch zu verste-
hen; da sich der Begriff hier allerdings nicht auf die ,Verarbeitung® bezieht,

176 Vgl. Jandt, in: Kihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 32, Rn. 34.

177 Siehe zur zusitzlichen Erfassung der Verfiigbarkeit von Art.5 Abs.1 litf) bereits
zuvor S. 84, Fn. 159.
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kann eine entsprechende Handlung prinzipiell von jedem und nicht nur
von einem ,Verarbeiter” vorgenommen werden.!”

Entsprechend lassen sich die Tatbestandsalternativen im Sinne des
Art.25 Abs.1 iVum. Art.5 Abs.1 litf) DSGVO wie folgt auslegen: Es soll
sichergestellt werden, dass befugte Personen die Daten im Rahmen der
Verarbeitung nicht unbeabsichtigt (fahrlissig) 16schen oder verdandern.

Nach Art.32 Abs.2 DSGVO soll hingegen neben dem Schutz vor un-
beabsichtigten Ereignissen (zur Abgrenzung im Fazit unter 3.) zusitzlich
auch sichergestellt werden, dass die Daten nicht unrechtmdfsig, mithin vor-
sdtzlich beeintrachtigt werden. Dies betriftt zunichst deren vorsatzliche
Vernichtung® etwa durch einen Angriff in Form der Léschung oder der
Verschliisselung durch eine Ransomware. Zweitens soll der vorsatzliche
Verlust® der Daten, d.h. eine Vereitelung des Zugangs zu den noch existen-
ten Daten vermieden werden, z.B. bei Ransomware oder bei Diebstahl von
Speichermedien!”®, vermieden werden. Beide Alternativen beziehen sich auf
die Verfiigbarkeit.3 Schliefillich soll neben der unbeabsichtigten auch die
unrechtmdfSige Datenverdnderung, d.h. auch die boswillige Manipulation
der Daten ausgeschlossen werden.

Im Ergebnis erfasst Art. 25 Abs.1iV.m. Art.5 Abs.1litf) DSGVO somit
nur fahrldssige Integritits- und Verfiigbarkeitsverletzungen. Art. 32 DSGVO
hingegen erfasst sowohl fahrlissige als auch vorsdtzliche Integritits- und
Verfiigbarkeitsverletzungen durch Angriffe.

178 Diese Differenzierung im voluntativen Element (unbeabsichtigt ggii. unbeabsich-
tigt und unrechtmiflig) wollte der Gesetzgeber maéglicherweise auch in den Verlet-
zungsformen ausdriicken, soweit in Art.5 Abs.1 litf) DSGVO neben Verlust von
Schiadigung (damage) statt wie in Art.32 Abs.2 DSGVO Veranderung (alteration)
gesprochen wird. Semantisch konnte man hieraus erkennen, dass mit (unbeabsich-
tigter) Schidigung also gewissermaflen eher noch ein versehentliches Verhalten
gemeint ist, wohingegen die (unbeabsichtigte oder unrechtmifiige) Verdnderung
etwas mehr noch auch ein zielgerichtetes Handeln umfasst: Bei einem versehent-
lichen Verhalten wiirde man dem allgemeinen Wortsinn nach wohl weniger von
einer ,Veranderung’, sondern eher (nur) von einer Schadigung sprechen; so dass
der Begriff Verinderung insoweit etwas generischer ist. Nach a.A.: Jandt, in: Hor-
nung/Schallbruch, IT-Sicherheitsrecht, 391 (406), Fn. 82, hat die Trias ,Vernichtung,
Verlust, Verdnderung® nach Art.32 Abs. 2, Art. 4 Nr.12 DSGVO aber dieselbe Be-
deutung wie ,Zerstérung, Verlust, Schadigung® nach Art. 5 Abs. 11itf) DSGVO.

179 In diesem Fall tritt dann zusdtzlich zu der Verfiigbarkeits- auch eine Vertraulich-
keitsverletzung ein, sofern die Daten nicht verschliisselt waren.

180 M. Hansen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019,
Art. 32, Rn. 21; zur Bedeutung der Verfiigbarkeit in der Datensicherheit siehe auch:
EDSA, Guidelines 9/2022 on personal data breach notification under GDPR,
28.03.2023, S. 8f.
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2. Ubergreifende Zuordnung in Erwigungsgrund 83

Die bisherigen Feststellungen lassen sich auch durch den Riickgriff auf EG
83 Satz1 untermauern, in dem beide Aspekte zusammengefithrt werden.
Hier heif3t es:

»Zur Aufrechterhaltung der Sicherheit und zur Vorbeugung gegen eine
gegen diese Verordnung verstoflende Verarbeitung sollte der Verantwort-
liche oder der Auftragsverarbeiter die mit der Verarbeitung verbundenen
Risiken ermitteln und Mafinahmen zu ihrer Einddmmung, wie etwa eine
Verschliisselung, treffen.

Als erstes Indiz dridngt sich im Wortlaut zundchst die unterschiedliche
Rollenansprache auf: Wahrend Art. 32 DSGVO wie dargestellt den Verant-
wortlichen und den Auftragsverarbeiter, aber Art. 25 DSGVO nur den Ver-
antwortlichen anspricht, werden die beiden Rollen im EG 83 in einem
Alternativ-Verhiltnis genannt, so dass auch nur einer von beiden erfasst
sein kann und damit eine Zuordnung sowohl zu Art. 25 als auch zu Art. 32
DSGVO moglich wird. Diese Zuordnung ergibt sich dann im Detail wie
folgt:

Die Aufrechterhaltung der Sicherheit weist in Richtung des Art.32
DSGVO: Dafiir spricht der Wortlaut der Uberschrift des Art.32 DSGVO
mit ,Sicherheit der Verarbeitung®; anders als in Art. 25 Abs.1 DSGVO, der
gerade Datenschutz durch Technikgestaltung (privacy by design) und nicht
etwa Sicherheit durch Technikgestaltung (security by design) fordert.18! Au-
Berdem korrespondiert das Erfordernis der , Aufrechterhaltung® mit Art. 32
Abs. 11litb) DSGVO, indem verlangt wird, dass ,Vertraulichkeit, Integritat,
Verfiigbarkeit und Belastbarkeit [Resilienz] der Systeme und Dienste [...]
auf Dauer sicherzustellen“ sind.

Die Vorbeugung gegen eine gegen diese Verordnung verstofSende Verarbei-
tung weist im Umkehrschluss auf die Gestaltung der Verarbeitung nach
Art. 25 Abs.1 DSGVO hin. Das Merkmal der ,Vorbeugung® korrespondiert
durch den enthaltenen Préventionsgedanken mit dem in Art.25 DSGVO
ausdriicklich auch fokussierten ,Zeitpunkt der Festlegung der Mittel“ und
bekriftigt damit die gestalterische Pragung des Art. 25 DSGVO, die Daten-

181 Auch wenn dies freilich mittelbar auf die Datensicherheit wirkt, da etwa durch eine
Datenverarbeitung mit méglichst wenig Daten (Datenminimierung) und méglichst
wenig Personen mit Zugang zu den Daten die dann nach Art. 32 Abs.1 DSGVO zu
sichernde Angriffsfliche verkleinert wird.
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schutzgrundsitze gerade in der Verarbeitung wirksam umzusetzen bzw.
zu implementieren. D.h. die Verarbeitung selbst soll vorbeugend von An-
fang an (,by Design®) so gestaltet werden, dass die Verarbeitung den
Anforderungen der DSGVO, insbesondere den Datenschutzgrundsitzen
einschliefllich Art.5 Abs. 1 litf) DSGVO entspricht'®? und eine gegen die-
se Verarbeitung verstofiende, insbesondere auch iiberschieflende Verarbei-
tung, verhindert wird.

3. Normauftrdge und Fazit

Fraglich ist nun, wie sich nach diesen Feststellungen die Anwendungsbe-
reiche und damit auch die Normauftrage von Art.25 Abs.1 iV.m. Art.5
Abs. 11itf) DSGVO und dem fiir diese Untersuchung mafigeblichen Art. 32
DSGVO voneinander abgrenzen lassen.

a. Keine eindeutige Differenzierung nach voluntativem Element und

Quelle

Zunichst lasst sich zunéchst negativ festhalten, dass sich die Normen nicht
eindeutig anhand der Einwirkungen auf Schutzziele mit Blick auf das
voluntative Element unterscheiden lassen, sondern dass sich diese zumin-
dest teilweise tiberschneiden.

182 Vgl. Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn. 8.
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Tabelle 2: Schutzziele in Art. 25 Abs. 1iV.m. 5 Abs. 1litf) und 32 Abs. 2

DSGVO
Vertraulichkeit Verfiigbarkeit/Integritit
unbefugte oder Unbeabsichtige(r) Verlust,
. unrechtmaflige Verarbei- | Zerstérung oder Schadi-
Art. 25 Abs.. 1iV.m. tung gung
Art. 51itf)
durch Verantwortlichen oder Dritte
(unzustdndige Personen, externe Dienstleister)
unbeabsichtigte oder
unbefugte Offenlegung unrechtmaflige(r)
unbefugter Zugang Vernichtung, Verlust
Art. 32 Abs. 2 oder Verdnderung
durch Dritte oder, wenn unbeabsichtigt,
auch durch Verantwortlichen oder Auftragsverarbeiter

Sowohl Art. 25 Abs. 1iV.m. Art. 5 Abs. 11itf) als auch Art. 32 Abs. 2 DSGVO
adressieren ausdriicklich sowohl unbefugte bzw. unrechtmaflige (d.h. vor-
satzliche) als auch unbeabsichtigte, mithin jedenfalls fahrldssige Ereignisse.
Nach obiger Wortlautauslegung erfasst ,unbeabsichtigt* auch zufillige Er-
eignisse, allerdings erscheint schwer vorstellbar wie zuféilligen Ereignissen
(insbesondere Naturkatastrophen) auf Ebene der Gestaltung der Verarbei-
tung begegnet werden kann. Der Begriff ist daher fiir den Bereich des
Art. 25 Abs.1iV.m. Art. 5 Abs. 1litf) teleologisch zu reduzieren.

Auch bei der Einwirkungsquelle besteht keine stringente Differenzie-
rung: Sowohl Art. 25 Abs. 1iV.m. Art. 5 Abs. 1litf) DSGVO als auch Art. 32
DSGVO adressieren interne Ereignisse beim Verantwortlichen wie etwa
versehentliches Loschen durch Mitarbeitende oder Datenverlust aufgrund
von ,zufilligen” Hardware-Versagen!83, Weiterhin werden, wenn auch diffe-
renzierend, externe Ereignisse sowohl von Art. 25 Abs. 1 (Verhalten externer
Dienstleister) als auch von Art. 32 DSGVO (Angriffe von Dritten, d.h. wie
beschrieben sowohl Innen- als auch AufSentiter:innen) adressiert.

Die Abgrenzung ergibt sich aus der besonderen, datenschutzrechtlich
gepragten Perspektive mit ihrer eigenen Methodik. Es handelt sich letzt-
lich um eine Abgrenzung anhand von Sphdren: Die Verarbeitungssphdre
des Verantwortlichen mit allen internen und externen Stellen muss einer-
seits praventiv und fortlautend im Sinne der Datenschutzgrundsétze nach
Art.25 Abs.1 DSGVO ausgestaltet sein. Andererseits besteht eine Sphére

183 Schultze-Melling, in: Taeger/Gabel, DSGVO - BDSG, 4. Auflage 2022, Art. 32, Rn. 21.
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A. Anwendungsbereich von Art. 32 DSGVO

jenseits dieses verarbeitungsbezogenen Planungshorizonts, in der die so ge-
staltete Verarbeitung vor ,unerwiinschten Ereignissen‘8* geschiitzt werden
soll. Hierzu zédhlen fahrldssige Ereignisse, die sich aber anders als zuvor
nicht durch eine Gestaltung der Verarbeitung verhindern lassen als zusatz-
lich auch zufillige Ereignisse sowie vorsitzlich durch Dritte hervorgerufene
Ereignisse. Insgesamt ist somit vor allem nach den jeweiligen Sphiren zu
unterscheiden, d.h. welche Ereignisse konnen schon durch die Gestaltung
der Verarbeitung vermieden werden und welche erst im Rahmen der Siche-
rung der Verarbeitung mit ihren Systemen bzw. Diensten.

b. Art.25 Abs.1 DSGVO

Nach Art. 25 Abs.1 DSGVO soll die Verarbeitung im Kontrollbereich des
Verantwortlichen zunidchst moglichst frithzeitig anhand der Datenschutz-
grundsitze (Art. 5 Abs.1 DSGVO) gestaltet werden.!8

Hinsichtlich des Grundsatzes der Integritit und Vertraulichkeit (und
Verfiigbarkeit) nach Art.5 Abs.1 litf)8¢ soll dabei zunéchst sichergestellt
werden, dass es nicht zu unbefugten und unrechtmiflige Verarbeitungen
(Eingriffe in die ,Vertraulichkeit“) kommt.

Eine unbefugte Verarbeitung lige beispielsweise in der Verarbeitung per-
sonenbezogener Daten durch einen externen IT-Dienstleister zu eigenen
Zwecken, etwa um die Nutzung der von ihm implementierten IT-Produkte
zu iberwachen, ohne dafiir einen eigenen Rechtmafligkeitstatbestand nach
Art. 6 DSGVO zu erfiillen oder in einer Verarbeitung durch einen unbefug-
ten Mitarbeitenden.

UnrechtmadfSig ist dagegen jede Verarbeitung des Verantwortlichen oder
Auftragsverarbeiters, die iiber den eigentlichen Zweck hinausgeht. Etwa

184 M. Hansen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019,
Art. 32, Rn. 59.

185 M. Hansen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019,
Art. 25, Rn. 16, 18.

186 Soll dagegen beispielsweise der Grundsatz der Zweckbindung (Art.5 Abs.1 litb)
DSGVO) umgesetzt werden, muss die Verarbeitung bei Verfolgung mehrerer Zwe-
cke technisch so ausgestaltet werden, dass fiir jeden Zweck (z.B. Vertragserfiil-
lung und Werbung) ein separater Einzelprozess vorliegt, so dass diese insbeson-
dere mit ihren Zugriffsrechten unabhingig voneinander beendet werden kénnen.
Auch konnten Daten entsprechend gekennzeichnet werden [Tagging]. Hartung, in:
Kiithling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage 2024, Art. 25,
Rn. 16; Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 25, Rn. 30.
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3. Kapitel: Die Resilienz in der DSGVO

wenn die Daten von dem Verantwortlichen nur zur Abrechnung eines
Dienstens erhoben wurden, dann aber auch zur personalisierten Werbung
genutzt werden.

Insoweit muss als technische Mafinahme u.a. durch ein differenziertes
Zugriffsmanagement sichergestellt werden, dass nur so wenig Personen wie
moglich und diese auch nur im notwendigen Umfang an der Verarbeitung
beteiligt sind und somit auf die Daten zugreifen kénnen.’” Auflerdem ist
ein effektives Kontroll- und Aufsichtssystem (Controlling, organisatorische
Mafinahme) erforderlich, dass die erlaubten Verarbeitungsumfinge auch
tatsdchlich nicht tiberschritten werden.

Weiterhin sind eine unbeabsichtigte Zerstorung bzw. Schidigung oder
ein unbeabsichtigter Verlust der Daten (Verfiigbarkeit und Integritdt) im
Rahmen der Verarbeitung zu vermeiden. Gegen ein solches fahrldssiges
Verhalten kann wieder durch ein differenziertes Zugriffsmanagement vor-
gegangen werden, z.B. dass nur bestimmte Personen oder mehrere Perso-
nen (Vier-Augen-Prinzip) berechtigt sind, insbesondere besonders sensible
Daten zu l6schen oder zu verandern.

Vorsitzliche Ereignisse werden hinsichtlich der Verfligbarkeit bzw. In-
tegritdt in der Verarbeitungsperspektive des Art.25 Abs.1 DSGVO hinge-
gen nicht berticksichtigt. Insofern geht der Schutzzweck des Art.25 Abs. 1
DSGVO erkennbar davon aus, dass die an der Verarbeitung Beteiligten
im wohlverstandenen Eigeninteresse solche destruktiven Eingriffe in die
Verarbeitung nicht vornehmen, sondern wie zuvor beschrieben viel mehr
vorsatzlich eine zu weitgehende, d.h. tiberschieffende Verarbeitung durch-
fithren. Destruktives, vorsétzliches Handeln Dritter féllt insofern unter
Art. 32 DSGVO.

c. Art.32 DSGVO

In einem zweiten Schritt soll die wie zuvor beschrieben ausgestaltete Verar-
beitung (insbesondere auch gegeniiber Dritten) gesichert werden, um die
Sicherheit der personenbezogenen Daten zu gewihrleisten. Hierbei sind
technische und organisatorische Mafinahmen zu treffen, die ein angesichts
der Risiken angemessenes Schutzniveau gewahrleisten. In Abgrenzung zu
Art. 25 Abs.1iV.m. Art 5 Abs. 1 litf) DSGVO sind somit die Mafinahmen

187 EDSA, Leitlinien 4/2019 zu Artikel 25, 20.10.2020, S. 32.
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A. Anwendungsbereich von Art. 32 DSGVO

auf die Abwehr unerwiinschter Ereignisse gerichtet,'88 die auferhalb des
Planungsbereichs des Verantwortlichen liegen und somit nicht durch die
Gestaltung der Verarbeitung (Art.25 Abs.1 DSGVO) verhindert werden
kénnen.

Ein solches fahrldssiges (unbeabsichtiges) Ereignis konnte etwa durch
den unsachgeméfien Umgang des Personals mit der Informationstechnik
(Hard- und Software) ausgelost werden' (z.B. das Verlieren von Datentra-
gern, fahrldssige Nichtbefolgung von Richtlinien zur Bedienung oder auch
Flissigkeitsschaden an informationstechnischen Systemen). Fahrléssige Er-
eignisse konnen in diesem Bereich auch durch Dritte verursacht werden,
etwa wenn die verwendete Hard- und Software Fehler aufweist, die dann
zur Vernichtung oder Verdnderung von Daten fithren kdnnen.”® Auflerdem
sind alle unrechtmdfSigen bzw. unbefugten, d.h. vorsitzlichen Angriffe zu
berticksichtigen, die entweder von Innen-' als insbesondere auch von
Auflentater:innen veriibt werden konnen, etwa in Form von Ransomware
(unrechtmdfiger Datenverlust), Hackerangriffen (ggf. unrechtmdfSige Verdn-
derung) und Datendiebstahl (unbefugter Zugang). Schliellich sind auch
zufillige Ereignisse wie etwa hohere Gewalt (Naturkatastrophen) erfasst
(z.B. mit der Folge eines unbeabsichtigten Datenverlusts durch eine Uber-
schwemmung).!?

Dabei sollen insbesondere auch die ,Systeme und Dienste“ mit techni-
schen und organisatorischen Mafinahmen ausgestattet werden, so dass sie
eine Datensicherheit gewihrleisten, die Einwirkungen unbefugter Dritter
auf das System ausschliefit als auch dem System ermdglicht, auf interne
Storungen wie z.B. Datenverlust oder -veranderung zu reagieren.

188 M. Hansen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019,
Art. 32, Rn. 59.

189 Vgl. S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2.
Auflage 2020, Art. 32, Rn. 99.

190 Vgl. S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2.
Auflage 2020, Art. 32, Rn. 104.

191 Der Schutz vor Innentiter:innen, die etwa personenbezogene Daten entwenden
und verdufern wollen, wird zwar z.T. auch schon dadurch gewihrleistet, dass diese
beispielsweise als Mitarbeitende einer anderen Abteilung schon aus der Perspektive
des Art. 25 iV.m. Art. 5 Abs. 1 1it f) DSGVO (siehe voranstehendes Kapitel b.) keinen
Zugriff auf diese Daten hat. Zusitzlich sind aber ggf. auch Sicherheitsmafinahmen
zu etablieren, dass er sich diesen Zugriff auch nicht durch einen ,Innenangriff“
verschaffen kann.

192 M. Hansen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019,
Art. 32, Rn. 59.
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3. Kapitel: Die Resilienz in der DSGVO

Insgesamt zielt Art. 32 DSGVO somit darauf ab, vorsitzliche, fahrlassige
als auch zufillig hervorgerufene, unerwiinschte Ereignisse abzuwehren,
deren Ursprung intern als auch extern liegen kann und die sich in Ab-
grenzung zu Art.25 Abs.1iV.m. Art.5 Abs. 1 litf) DSGVO nicht durch
die Gestaltung der Verarbeitung verhindern lassen. Dieser Anwendungs-
bereich des Art. 32 DSGVO ist somit auch fiir die weitere Untersuchung
der Resilienz maf3geblich.

Zum Abschluss soll das Ergebnis mit den jeweiligen Normadressaten, den
unterschiedlichen Perspektiven und den Schutzrichtungen nochmal in fol-
gender Abbildung zusammengefasst werden:
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Art. 25 Abs. 11.V.m.
Art. 5 Abs. 1 lit )
DSGVO

Verantwortlicher

Gestaltung der
Verarbeitung

Umsetzung der DS-Grundsiitze in
der Verarbeitung; insbesondere:

- Zweckbindung
getrennte Verarbeitungen und
Datenbestinde

- Vertraulichkeit

Schutz vor unbefugter und
unrechtméBiger Verarbeitung

(insb. tiberschiefende Verarbeitung,
MalBnahmen: Controlling,
differenziertes Zugriffsmanagement)

- Verfligbarkeit/Integritit
Schutzmechanismen gegen
versehentliches Loschen oder
Schidigen von Daten im Rahmen der
Verarbeitung

B. Schutzgiiter

Art. 32 Abs. 1,2
DSGVO

Verantwortlicher +
Auftragsverarbeiter

Sicherung der
Verarbeitung

Schutz der verarbeiteten Daten vor
Beeintrichtigungen der:

- Vertraulichkeit
Schutz vor unbefugter Offenlegung wie
etwa dem Ausspidhen von Daten

- Integritét
Schutz vor boswilliger Manipulation
der Daten

- Verfiigbarkeit
Schutz vor Ransomware und
Entwendung von Speichermedien

Insbesondere durch die Sicherstellung
der ..Vertraulichkeit, Integritit,
Verfiigbarkeit und Belastbarkeit
[Resilienz] der Systeme und Dienste
im Zusammenhang mit der
Verarbeitung™

Abbildung 3: Abgrenzung Art.25/32 DSGVO

B. Schutzgiiter

In diesem Kapitel sollen die Schutzgiiter der DSGVO ermittelt werden.
Zunichst wird hierfiir der Begriff des Schutzgutes, seine Bedeutung fiir
das Daten- und IT-Sicherheitsrecht und damit auch fiir das Merkmal der
Resilienz erldutert (I.). Im Anschluss werden spezifischer die Schutzgiiter
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3. Kapitel: Die Resilienz in der DSGVO

der DSGVO herausgearbeitet (II.) Sodann wird unter III. erlautert, wie
diese Schutzgiiter in Art. 32 DSGVO eingebunden werden.

I. Terminologie und normative Bedeutung

Der Begriff des Schutzgutes wird nicht einheitlich verwendet; als Komposi-
tum sagt er zumindest aus, dass ein bestimmtes Gut mit einem rechtlichen
Schutz versehen wird.!> Ahnlich wird auch der Begriff des ,Rechtsgutes®
etwa im Strafrecht definiert als ein ,rechtlich geschiitztes Interesse“** oder
ein ,rechtlich geschiitzter abstrakter Wert der Sozialordnung "> In dieser
Untersuchung werden jene Rechtsgiiter als Schutzgiiter bezeichnet, die ge-
rade durch das Daten- bzw. IT-Sicherheitsrecht geschiitzt werden sollen.
In andere Rechtsgiiter - insbesondere die berufliche bzw. unternehmerische
Freiheit der Normadressaten - wird hingegen eingegriffen, um jene Schutz-
gliter zu sichern (dazu sogleich).

Zu den Schutzgiitern konnen zunichst insbesondere Grundrechte mit
ihren jeweiligen Schutzbereichen gehdren.'®® Als Schutzgiiter in diesem
Sinne verpflichten die Grundrechte in ihrer objektiv-rechtlichen Dimensi-
on den Staat, die jeweiligen Grundrechtstriger:innen auch vor den von
anderen Privatpersonen ausgehenden Bedrohungen ihrer Grundrechte zu
schiitzen.'” Die Erfiillung dieser sog. Schutzpflichten stellt zugleich eine
Staatsaufgabe dar,'”® welche vom Staat in Gestalt des Gesetzgebers verlangt,
diese Schutzpflichten durch entsprechende Gesetze auszugestalten.!

193 Siehe etwa Calliess, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 20a,
Rn 7L

194 Liszt, ZStW 1886, 663 (672 ).

195 Jescheck/Weigend, Lehrbuch des Strafrechts, S.257f.; Zur Ubersicht mit weiteren
Definitionsversuchen: Engldnder, ZStW 2015, 616 (620).

196 Vgl. Isensee, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band IX, 413 (436),
Rn. 48, der generell den Schutzbereich eines Grundrechts als ,Schutzgut® bezeich-
net.

197 Epping/Lenz/Leydecker, Grundrechte, Rn.23 [neu]; Stinner, Staatliche Schutz-
pflichten im Rahmen informationstechnischer Systeme, S. 52.

198 Isensee, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band 1V, 3, S. 37, Rn. 70;
Herzog, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band IV, 81 (92), Rn. 26.

199 Bethge, in: Schmidt-Bleibtreu/Klein/Bethge, Bundesverfassungsgerichtsgesetz, 63.
EL 2023, § 90, Rn. 108.
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B. Schutzgiiter

Genauer beschreibt das BVerfG?°" den inhaltlichen Rechtscharakter
einer Schutzpflicht mit Blick auf das Grundrecht ,Leben und korperliche
Unversehrtheit® (Art. 2 Abs. 2 Satz1 GG) dergestalt, dass die Schutzpflicht
dem Staat gebiete ,sich schiitzend und fordernd vor dieses Leben [oder
jedes andere Grundrecht] zu stellen, das heif3t vor allem, es auch vor rechts-
widrigen Eingriffen vonseiten anderer zu bewahren“ Entsprechend miisse
sich die Rechtsordnung an diesem Gebot ausrichten.

Die Schutzpflicht wirke auflerdem umso stirker, ,je hoher der Rang
des in Frage stehenden Rechtsgutes innerhalb der Wertordnung des Grund-
gesetzes anzusetzen ist:?%! In dem hier vorliegenden Kontext des Daten-
bzw. IT-Sicherheitsrechts kommt der Staat dieser Pflicht nach, indem er
zur Sicherung der jeweiligen Schutzgiiter Dritter (etwa betroffener Perso-
nen nach der DSGVO) den eigentlichen Normadressaten Vorgaben zur
Gewihrleistung der Daten- und IT-Sicherheit auferlegt.

Diese Vorgaben mit mehr oder minder konkreten Handlungspflichten
stellen sich indes aus Sicht der Normadressaten, sofern es sich hierbei nicht
um offentlich-rechtliche Einrichtungen handelt, als staatliche Grundrechts-
eingriffe dar, sei es in ihre allgemeine Handlungsfreiheit (Art.2 Abs.1 GG)
oder ggf. auch ihre Berufsfreiheit (Art.12 GG, Art.15 GRC)?%? bzw. ihre
unternehmerische Freiheit (Art. 16 GRC). Insofern wirken die Grundrechte
hier in ihrer subjektiv-rechtlichen Abwehrdimension gegen den Staat (,,sta-
tus negativus®).203 Der Grundrechtstrager und Normadressat kann insofern
grundsitzlich vom Staat ein Unterlassen?* dieses Eingriffs verlangen.

Damit der Eingriff gleichwohl gerechtfertigt ist, muss er insbesondere
verhiltnismifig sein, d.h. zwischen den konkurrierenden Positionen muss
-nach den Grundsitzen praktischer Konkordanz-2% ein angemessenes Ver-
hiltnis hergestellt werden:

Dabei steht der durch die jeweiligen Pflichtennormen vorgegebene Auf-
wand (hier Art.32 Abs.1 DSGVO: Implementierungskosten, i.U. auch in

200 BVerfG, Urt.v. 25.2.1975 - 1 BvF 1 - 6/74, NJW 1975, 573 (575).

201 Wie zuvor.

202 Poscher/Lassahn, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 133 (149), Rn. 46;
Wischmeyer, Informationssicherheit, S. 123.

203 Starck, in: Mangoldt/Klein/Starck, Grundgesetz, 7. Auflage 2018, Art.1, Rn.183;
Isensee, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band IX, 413 (435 ff.),
Rn. 47 ff.

204 Wie zuvor.

205 BVerfG, Beschluss v. 06.10.2009 - 2 BvR 693/09, NJW 2010, 220 (221f.), Rn.24;
BVerfG, Beschluss v. 24.03.1998 - 1 BvR 131-96, NJW 1998, 2889 (2890); auch mit
kritischen Stimmen siehe Schladebach, Der Staat 2014, 263 (266, 274 ft.).
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3. Kapitel: Die Resilienz in der DSGVO

§ 30 RegE BSIG (sowie § 19 Abs. 4 TDDDG: ,wirtschaftlich zumutbar®) fiir
den Adressaten als Eingrift dem hierdurch erreichten Zuwachs bei der Si-
cherung der Schutzgiiter gegeniiber. Nachfolgend werden die genannten
Aspekte zur Verdeutlichung noch einmal grafisch dargestellt:

Staatliche
Schutzpflichten

‘ IT-Sicherheitsvorgaben

Grundrechte der [¢————Eingriff SiCherU“g‘P( Schutzgiiter
Adressaten I
(als Eingriffs- Grundrechte
abwehrrechte) (als Schutzrechte)

Abbildung 4: Abwdgung zwischen Schutzgiitern und Grundrechten der
Adpressaten

Der Gesetzgeber nimmt diese Abwédgung zwischen den genannten Posi-
tionen dabei nicht unmittelbar und abschlieflend selbst vor. Vielmehr
verfolgen die Pflichtennormen der Daten- und IT-Sicherheit einen sog.
risikobasierten Ansatz?%, wonach es zunichst dem Adressaten obliegt, zu
ermitteln, welchen Aufwand er betreiben muss, um den Risiken fiir die
Schutzgiiter angemessen zu begegnen. Genauer muss er insofern die Risi-
ken bestimmen, d.h. analysieren mit welcher Wahrscheinlichkeit und in
welchen Umfang (Folgenschwere) die Schutzgiiter betroffen sein kénnen.
Anschlieflend muss er Mafinahmen ergreifen, die Eintrittswahrscheinlich-
keit und/oder Folgenschwere angemessen reduzieren. Ob ihm das gelungen
ist, ist entsprechend gerichtlich tiberpriifbar, so dass die Durchsetzung
der Vorschriften gesichert ist und die Gesetze, die die o.g. Schutzpflicht
ausfiillen insofern auch ihre Wirkung nicht verfehlen.

206 Fiir Art. 32 DSGVO: Piltz, in: Gola/Heckmann, DS-GVO, 3. Auflage 2022, Art. 32,
Rn. 22; BSG, Urt. v. 20.01.2021 - B 1 KR 15/20 R, BeckRS 2021, 13884, Rn. 79; fiir § 8a
BSIG: Bussche/Schelinski, in: Leupold/Wiebe/Glossner, IT-Recht, Teil 7.1, Rn. 27.
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B. Schutzgiiter

Zusammenfassend wird mit dem Begriff des Schutzgutes in dieser Unter-
suchung

jenes rechtlich zu schiitzende Interesse bezeichnet, zu dessen Zweck der
Gesetzgeber den Normadressaten Pflichten zur Gewdhrleistung einer an-
gemessenen Daten- oder IT-Sicherheit auferlegt.

Es zeigt sich, dass Daten- und IT-Sicherheitsnormen nicht im luftleeren
Raum stehen, sondern eingebettet sind in einen spezifischen Ausgleich
von grundrechtlichen und anderen Positionen mit Verfassungsrang in den
jeweils bereichsspezifischen Normen. Dabei ist das Schutzgut von besonde-
rer Bedeutung, da sich hieran zeigt wofiir, also zum Schutz welchen Gutes
Daten- oder IT-Sicherheit gewéhrleistet werden soll. Dieser Hintergrund ist
entscheidend um den Inhalt der Resilienz als spezifische Anforderung der
Datensicherheit (und ggf. auch spater der IT-Sicherheit) in ihrer Funktion
und Reichweite begriinden zu kdnnen.

Neben dem hier skizzierten Unterfall, dass die Schutzgiiter Auspragun-
gen von Grundrechten mit entsprechenden staatlichen Schutzpflichten dar-
stellen, konnen auch andere rechtliche Interessen Schutzgiiter sein. Dieser
Frage wird ausfiihrlich im Kapitel zu den Schutzgiitern im IT-Sicherheits-
recht nachgegangen, in dem insbesondere auch &ffentliche Interessen als
sog. Gemeinschaftsrechtsgiiter von Bedeutung sind, etwa im Rahmen der
Dienstleistungen aus dem Bereich der Daseinsvorsorge.2%”

II. Die Schutzgiiter der DSGVO

Nach Art.1 Abs.2, EG 2 der DSGVO ist Zweck der ,Grundsatze und
Vorschriften zum Schutz natiirlicher Personen bei der Verarbeitung ihrer
personenbezogenen Daten” die Wahrung ihrer “Grundrechte und Grund-
freiheiten und insbesondere ihr Recht auf Schutz personenbezogener Da-
ten”, mithin liegen die Schutzgiiter der DSGVO?% in eben diesem soeben
beschriebenen Bereich des Individualgiiterschutzes.

Im vorliegenden Kontext der Datensicherheit muss sich der Staat auf-
grund der bestehenden objektiven Schutzpflichten schiitzend vor die Be-
troffenen stellen, so dass auf deren personenbezogene Daten nicht durch
Dritte unerlaubt zugegriffen werden kann. Um dies zu erreichen, muss er

207 S.222ff.
208 Kritisch hierzu: Veil, NVwZ 2018, 686 (690 ft.).
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3. Kapitel: Die Resilienz in der DSGVO

in die Grundrechte derjenigen eingreifen, die diese Daten (rechtmafig)
verarbeiten (Verantwortliche) und sie verpflichten, fiir eine angemessene
Sicherheit der verarbeiteten Daten zu sorgen.

Dies gilt im Ubrigen nicht nur fiir die Datensicherheit, sondern auch fiir
den gesamten Datenschutz nach der DSGVO: Auch hier wird insbesondere
in die unternehmerische Freiheit (Art.16 GRC, EG 4 DSGVO) des Ver-
antwortlichen eingegriffen, indem ihm nur innerhalb festgelegter Regeln
gestattet wird, die personenbezogenen Daten z.B. seiner Kund:innen zu
verarbeiten, um eben diese in ihren Grundrechten, insbesondere ihrem
Datenschutzgrundrecht bzw. Recht auf informationelle Selbstbestimmung
zu schiitzen. Es liegt mithin auch im Datenschutz stets ein Konflikt zwi-
schen widerstreitenden Grundrechtspositionen vor, der durch den Staat in
ausgleicher Weise geregelt werden muss.2?

1. Sachliche Bestimmung der ,,Grundrechte und Grundfreiheiten®

Im Weiteren sollen diese als ,Grundrechte und Grundfreiheiten® bezeich-
neten Schutzgiiter ndher untersucht werden. Die Bezeichnung ,,Rechte und
Freiheiten® geht dabei auf Art 52 GRC, von dort wiederum auf die EMRK
und die franzdsische Rechtstradition zuriick und bezeichnet -ohne qualita-
tiven Unterschied zwischen Rechten und Freiheiten- die Individualgrund-
rechte.2!0

Inhaltlich umfasst dies nach Art.2 Abs.1 und EG 2 DSGVO deutlich
mehr als nur das ausdriicklich genannte Datenschutzgrundrecht nach
Art. 8 GRC und Art. 16 AEUV. Es kann hieraus geschlossen werden, dass
dieses Grundrecht zwar das zentrale -,insbesondere®-, aber jedenfalls nicht

209 Masing, NJW 2012, 2305 (2306).

210 Bieker/M. Hansen/Friedewald, RDV 2016, 188 (188), Schwerdtfeger, in: Meyer/Hol-
scheidt, Charta der Grundrechte der Européischen Union, 5. Auflage 2019, Art. 52,
Rn. 25; Becker, in: Schwarze/Becker/Hatje/Schoo, EU-Kommentar, 4. Auflage 2019,
Art. 52 GRC, Rn. 2; nach a.A. bezieht sich der Begriff der Grundfreiheiten nicht auf
die GRC, sondern auf die Grundfreiheiten der européischen Union (z.B. Warenver-
kehrsfreiheit): Veil, in: Gierschmann/Schlender/Stentzel/Veil, Kommentar Daten-
schutz-Grundverordnung 2018, Art. 24, Rn. 117; dagegen spricht aber systematisch,
dass insbesondere die hier relevante Freiheit des Datenverkehrs als Voraussetzung
fir den europdischen Binnenmarkt, dem auch die anderen Grundfreiheiten in die-
sem Sinne dienen, gesondert in Art.1 Abs.3 DSGVO adressiert wird, sieche hierzu:
Hornung/Spiecker gen. Dohmann, in: Simitis/Hornung/Spiecker gen. Déhmann,
Datenschutzrecht 2019, Art. 1, Rn. 411f.
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das einzige Grundrecht darstellt, das durch die DSGVO geschiitzt wer-
den soll. Vielmehr erkennt die DSGVO mit der weiten Formulierung der
»Grundrechte und Grundfreiheiten“ an, dass auch andere Grundrechte
und Grundfreiheiten durch eine Verletzung des Datenschutzgrundrechts
beeintrachtigt oder umgekehrt erst durch den Schutz desselben ermdglicht
werden konnen.?!! Damit unterscheidet sich die DSGVO wie schon die
DS-RL von dem BDSG a.F,, dessen Gesetzeszweck in §1 Abs.1 BDSG a.F.
sich auf den Schutz des allgemeinen Personlichkeitsrechts sowie daraus
insbesondere dem Recht auf informationelle Selbstbestimmung beschrank-
te 212

Andere in Betracht kommende Grundrechte sind insbesondere der
Schutz des Privat- und Familienlebens, der Wohnung sowie der Kommuni-
kation gemafd Art.7 GRC,?"® die Gedanken-, Gewissens- und Religionsfrei-
heit und die Meinungs- (Art. 10 Abs. 1, 11 Abs.1 GRC, Art.4 Abs.1, 5 Abs. 1
S.1 Alt.1 GG)?"* sowie die Informationsfreiheit (Art.11 GRC, Art.5 Abs. 1
S.1 Alt.2 GG).2"> Daneben ist auch das Diskriminierungsverbot geschiitzt,
was insbesondere in dem Schutz besonderer Kategorien personenbezoge-
ner Daten in Art. 9 DSGVO zum Ausdruck kommt, die zumindest teilweise
zugleich dem Diskriminierungsverbot unterliegende Merkmale nach Art. 21
Abs. 1 GRC darstellen.?® Im Ergebnis beschreibt das Datenschutzrecht mit
der Adressierung der genannten Schutzgiiter ,individuellen und unmittel-
baren Grundrechtsschutz®?” Im Rahmen der risikobezogenen Normen
werden die Schutzgiiter in der DSGVO geringfiigig modifiziert, indem der
Terminus abstrahierend auf ,Rechte und Freiheiten natiirlicher Personen®

211 Buchner, in: Kihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auf-
lage 2024, Art.1, Rn.13f; Hornung/Spiecker gen. Déhmann, in: Simitis/Hor-
nung/Spiecker gen. Dohmann, Datenschutzrecht 2019, Art. 1, Rn. 36, 40; nach Buch-
ner kann durch einen Datenschutzverstof3 in Form der Offenlegung personenbezo-
gener Daten etwa das Recht auf Nichtdiskriminierung verletzt werden; umgekehrt
ermdglicht wirksamer Datenschutz erst eine freie Meinungsbildung und -aufSerung;
zu letzterem auch Tinnefeld, ZD 2015, 22 (25).

212 Vgl. §1 Abs.1 BDSG a.E, siche ausfithrlicher: Plath, in: Plath, BDSG Kommentar
2013,§1, Rn 81,

213 Zerdick, in: Ehmann/Selmayr, DS-GVO, 2. Auflage 2018, Art. I, Rn. 7.

214 Buchner, in: Kithling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 1, Rn. 13.

215 Ernst, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. I, Rn. 11.

216 Buchner, in: Kithling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 1, Rn. 14.

217 Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (399), Rn. 21.

107

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Kapitel: Die Resilienz in der DSGVO

ausgedehnt wird, was nach dem Wortlaut auch einfachgesetzliche Rechts-
positionen einschliefflen konnte.?'8

2. Kreis der geschiitzten ,natiirliche Personen®

Fraglich ist weiterhin die Reichweite des Begriffs ,,natiirliche Personen® und
damit der Kreis der geschiitzten Grundrechtstriger. Hier ist bemerkens-
wert, dass auch Art. 32, EG 75 diesen in Art.1 Abs.2 DSGVO niedergeleg-
ten Terminus verwenden und nicht etwa den der ,betroffenen Person, wie
er in Art.4 Nr.1 DSGVO legaldefiniert wird. Es stellt sich daher die Frage,
ob nur die Risiken fiir die jeweils von den Informationen betroffene Person
oder fiir jede natiirliche Person erfasst werden, die ggf. auch nur mittelbar
von der Datenverarbeitung betroffen ist.

Der Wortlaut des Art. 32 DSGVO gibt hierauf zunéchst keine klare Ant-
wort. Blickt man in EG 75 DSGVO in den ersten Halbsatz, so spricht
zunidchst viel fiir eine weite Auslegung, denn dort heifit es die Risken fiir
Rechte und Freiheiten natiirlicher Person konnen aus einer ,Verarbeitung
personenbezogener Daten® und nicht etwa ,Verarbeitung ihrer/der sie be-
treffenden personenbezogenen Daten hervorgehen. Dieses Ergebnis wird
durch die weiteren Ausfithrungen in EG 75 gestiitzt, in denen es als weitere
Schadenskategorie heif3t, dass ,die betroffenen Personen® um ihre Rechte
und Freiheiten gebracht werden. Dies spricht dafiir, dass der Gesetzgeber
sich der unterschiedlichen Bedeutung der so bezeichneten Personengrup-
pen durchaus bewusst war und die erfassten Schutzgiiter auch in persona-
ler Hinsicht weit ausgestaltet hat.

Damit sind auch mittelbare Auswirkungen auf Dritte erfasst.?’® Denkbar
sind z.B. Auswirkungen in engen sozialen Beziehungen wie Familie und
Freundeskreise, in denen etwa die unzulédssige Veroffentlichung von per-

218 Piltz, in: Gola/Heckmann, DS-GVO, 3. Auflage 2022, Art.24, Rn. 31; Martini, in:
Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 24, Rn. 27.

219 Vgl. M. Hansen, in: Simitis/Hornung/Spiecker gen. Dohmann, Datenschutzrecht
2019, Art. 32, Rn. 29; hdufig wird in der Kommentarliteratur hingegen ohne Erldute-
rung nur auf betroffene Personen abgestellt, so etwa: Hladjk, in: Ehmann/Selmayr,
DS-GVO, 2. Auflage 2018, Art.32, Rn. 4; Martini, in: Paal/Pauly, DSGVO, BDSG,
3. Auflage 2021, Art. 24, Rn. 27; teilweise wird auch EG 76 ins Feld gefiihrt (Kipker,
in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, Art.24 DSGVO,
Rn. 19) der tatsdchlich von den Risiken fiir betroffene Personen spricht. Allerdings
bleibt es dann zumindest begriindungsbediirftig, warum dieser EG den eindeutigen
Wortlaut in Art. 24, 25 und 32 DSGVO {iberlagern sollte.
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sonlichen Informationen des einen auch die freie Persénlichkeitsentfaltung
oder andere Grundrechte des oder der anderen beeintrachtigt.

III. Bestimmung in Art. 32 DSGVO

Nach der amtlichen Uberschrift verpflichtet Art.32 DSGVO den Verant-
wortlichen zwar wie schon Art.17 der DS-RL dazu, die ,Sicherheit der
Verarbeitung® zu gewiéhrleisten. Dies wird in Absatz 1 naher konkretisiert,
nach dem ein ,dem Risiko angemessenes Schutzniveau® zu gewdéhrleisten
ist. Dieses Risiko bezieht sich wie auch aus EG 75 ersichtlich auf die Rechte
und Freiheiten natiirlicher Personen und wird dort auch mit verschiedenen
Schadens- und Risikokategorien ndher umschrieben. Das Risiko muss da-
bei gerade aus ,.einer Verarbeitung personenbezogener Daten“ hervorgehen.

Fraglich ist insoweit, ob nun nur die ,Sicherheit der Verarbeitung“ ge-
wihrleistet werden muss oder aber ob die ,,Rechte und Freiheiten natiirli-
cher Personen® unmittelbar geschiitzt werden miissen.

Nach dem Wortlaut des Art.32 Abs.1 kann zunéchst abgeleitet werden,
dass die ,Sicherheit der Verarbeitung“ zwar den Handlungsauftrag um-
schreibt, nicht aber das eigentliche Schutzgut darstellt. Die Schutzgiiter
bestehen demnach in den ,Rechten und Freiheiten natiirlicher Personen®
bei der Verarbeitung, denn der Kernzweck der Norm ist es, das Risiko
fir ebendiese zu reduzieren. Dies umfasst wie beschrieben sowohl deren
Grundrechte als auch deren einfach-rechtliche Rechtsposition, die durch
eine fehlende Datensicherheit beeintrichtigt werden kénnen.

Auf der anderen Seite spricht die Uberschrift dafiir, dass aus Sicht des
Verarbeiters die ,sichere Verarbeitung® an sich und nicht unmittelbar die
Unversehrtheit der Schutzgiiter gewéhrleistet werden muss. Dafiir streitet
auch, dass das Risiko fiir die Rechte und Freiheiten natiirlicher Personen
im Rahmen der enumerativen Aufzéhlung nur ein Belang unter mehreren
darstellt.

In Gegeniiberstellung dieser Alternativen féllt auf, dass die erste Alterna-
tive zu einer origindren Schutzverantwortung fiir die Rechte und Freiheiten
natiirlicher Personen fithrt, wihrend die zweite Alternative mit dem be-
schrankten Blick auf die Sicherheit der Verarbeitung nur einer mittelbaren
Verantwortung entspricht. Angesichts dessen, dass das Datenschutzrecht
aber gemdfd Art.1 Abs.2 DSGVO ausdriicklich auch die Grundrechte und
insbesondere das Recht auf Schutz personenbezogener Daten schiitzen
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will, spricht mehr dafiir es hier nicht bei einer mittelbaren Verantwortung
zu belassen, sondern den Verantwortlichen (und den Auftragsverarbeiter)
unmittelbar zu verpflichten, die Grundrechte und einfachrechtlichen Posi-
tionen der natiirlichen Personen risikoaddquat schiitzen.??

C. Auslegung der Resilienz

Im nun folgenden Abschnitt soll die Bedeutung der Resilienz von Systemen
und Diensten zur Gewdhrleistung der Datensicherheit und damit zur Siche-
rung der zuvor beschriebenen Schutzgiiter durch Auslegung ermittelt wer-
den. Die Einfithrung der Resilienz (en: resilience) als explizite Anforderung
in der Datensicherheit neben den bisherigen Schutzzielen (Verfiigbarkeit,
Vertraulichkeit, Integritdt) stellt dabei ein Novum in der europdischen
Gesetzgebung dar. Dementsprechend zeigt sich die inhaltliche Rezeption
in der fachrechtlichen Literatur bislang sehr divers und mitunter eher ober-
flachlich ausgepragt.

Nachdem zunichst einige Vorbegriffe des Art.32 Abs.1 litb) DSGVO
ausgelegt und erldutert werden (I.) folgt die eigentliche Auslegung des
Resilienzbegriffs nach den vier juristischen Methoden der Auslegung.??!
Zunachst wird der Wortlaut Resilienz untersucht (II.). Als nachstes wird im
Rahmen der systematischen Auslegung untersucht, wie sich die Resilienz zu
dem Risikobegrift und der Risikomethodik des Art. 32 DSGVO sowie in die
Regelungstechnik neben den anderen Schutzzielen positioniert. (III). In
einem dritten Schritt wird in der historischen und teleologischen Auslegung
untersucht, wie sich die Datensicherheitsvorgaben entwickelt haben und
welche neuen Realweltphdnomene aufgetreten sind, auf die der Gesetzge-
ber ggf. auch mit der Einfithrung der Resilienz reagieren wollte (IV.).

I. Vorbegriffe

Der zentrale Punkt der Auslegung im Rahmen dieser Untersuchung ist nur
der Rechtsbegriff der Resilienz selbst. Somit sind, bevor zur Wortlautausle-
gung ebendieses Begriffs geschritten werden kann, zunéchst noch einige
Feststellungen zum iibrigen Rechtssatz (Art.32 Abs.1 litb) DSGVO) zu

220 So auch: M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutz-
recht 2019, Art. 32, Rn. 28 ff.; Bieker, DuD 2018, 27 (27).
221 Savigny, System des heutigen Rémischen Rechts, Band 1, S. 213 f.
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treffen. Blendet man zundchst die bisherigen Schutzziele aus (zu diesen
ausfiihrlich in der systematischen Auslegung unter I1.2.) und nimmt den
Normauftrag des 1. Hs. auf, lautet der entsprechende Auszug des Rechtssat-
zes:

»diese MafSnahmen [zur Gewdhrleistung eines dem Risiko angemessenen
Schutzniveaus] schlieffen gegebenenfalls unter anderem Folgendes ein:
[...] b) die Fahigkeit, die Belastbarkeit [Resilienz] der Systeme und Dien-
ste im Zusammenhang mit der Verarbeitung auf Dauer sicherzustellen;*

Um die nachfolgende Auslegung des schillernden Begriffs Resilienz zumin-
dest grob einzugrenzen, ist deshalb zundchst zu kldren, was unter den
Begriffen ,MafSnahmen, ,,Systeme® und , Dienste zu verstehen ist, auf die
die Resilienz hier bezogen wird. Dariiber hinaus dienen diese Mafinahmen
der Gewihrleistung der ,,Sicherheit der Verarbeitung®, so dass dieser Begriff
zuerst beschrieben werden soll.

1. Datensicherheit / Sicherheit der Verarbeitung

Die Sicherheit der Verarbeitung ergibt sich als Erfordernis zunachst aus der
Uberschrift des Art. 32 DSGVO. Auch soll durch die Mafinahmen ein ,, dem
Risiko angemessenes Schutzniveau® erreicht werden. In anderen Sprachfas-
sungen??? wird hier jedoch einheitlich von ,Sicherheit” und ,Sicherheitsni-
veau“ gesprochen, so dass auch der deutsche Begriff des Schutzniveaus in
diesem Sinne ausgelegt werden sollte. Normzweck unter der Uberschrift
»Sicherheit der Verarbeitung® ist es mithin ein ,dem Risiko angemessenes
Sicherheitsniveau® zu gewdhrleisten.?2?

Die Sicherheit der Verarbeitung kann bejaht werden, wenn sie die Si-
cherheit der personenbezogenen Daten (Datensicherheit) gewahrleistet,?24
was sich insbesondere auch systematisch aus den Meldepflichten (Art. 33

222 Englisch: ,Security of Processing/level of security®; Franzosisch: ,,Sécurité du traite-
ment/niveau de sécurité®; spanisch ,Seguridad del tratamiento/nivel de seguridad®;
italienisch: ,Sicurezza del trattamento, livello di sicurezza;; zur Auslegung bei
unterschiedlichen Sprachfassungen sogleich: S. 121f.

223 Ebenso: M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutz-
recht 2019, Art. 32, Rn. 30.

224 Seufert, ZD 2023, 256 (257); Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage
2021, Art. 32, Rn. 1b; als “Daten- und Systemsicherheit”, Jandt, in: Kithling/Buchner,
Datenschutz-Grundverordnung/BDSG, 4. Auflage 2024, Art. 32, Rn. 1.
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Abs. 1, 34 Abs.1 DSGVO: ,Verletzung des Schutzes personenbezogener Da-
ten”) ergibt. Die Datensicherheit ldsst sich aus Art. 32 Abs.2 DSGVO und
im Umkehrschluss aus Art.4 Nr.12 DSGVO zunéchst definieren als die
Verfiigbarkeit, Vertraulichkeit und Integritit personenbezogener Daten.??
Dies stellt das Herzstiick der Datensicherheit dar, an dem sich am Ende
auch stets der ,Verletzungserfolg® realisiert.?26

Aber auch die Anforderungen an die Systeme und Dienste, namentlich
die Resilienz sind wichtige Bestandteile einer umfassenden Datensicher-
heit.??” Sie wirken zunéchst im Vorfeld zum Schutz bestehender personen-
bezogener Daten, da eine Beeintrdchtigung der Sicherheit der Systeme
und Dienste haufig eine Verletzung des Schutzes personenbezogener Daten
(Art. 4 Nr. 12 DSGVO) zur Folge haben kann.??8 Aulerdem wirken sie auch
dahingehend ergénzend, dass durch die Verarbeitung kein manipuliertes
Personenwissen (und damit wiederrum personenbezogenen Daten) erzeugt
wird. Datensicherheit kann somit umfassend definiert werden als:

die angemessene Gewdhrleistung der Vertraulichkeit, Integritit und Ver-
fiigbarkeit personenbezogener Daten sowie der Vertraulichkeit, Integritdt,
Verfiigbarkeit und Resilienz der fiir die Verarbeitung genutzten Systeme
und Dienste.

Zur Schutzrichtung wurde bereits erldutert, dass Art.32 DSGVO auf alle
unerwiinschten Ereignisse abzielt, d.h. vorsitzliche, fahrlassige und zufal-
lige Ereignisse, die sowohl von internen als auch von externen Quellen
ausgelost werden konnen.??

2. Mafinahmen

Die Sicherheit der Verarbeitung wird durch die Vornahme von Mafinah-
men erreicht. Als Mafinahmen werden alle Handlungen definiert, die ge-

225 Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (403), Rn. 30.

226 Wie zuvor.

227 So mit Blick auf die ,Sicherung der Hard- und Software“ auch schon Gola/Klug/
Korffer, in: Gola/Schomerus, Bundesdatenschutzgesetz [a.F], 12. Auflage 2015, § 9,
Rn. L

228 Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (403), Rn. 30.

229 Soweit sie in Abgrenzung zu Art 25 Abs.1 iV.m. Art.5 Abs.1 litf) DSGVO nicht
bereits durch die Gestaltung der Verarbeitung verhindert werden konnen, siehe
oben, S. 98f.
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eignet sind auf den entsprechenden Schutzzweck, im Kontext des Art. 32
DSGVO, mithin die ,Gewihrleistung eines risikoangemessenen Schutzni-
veaus'; hinzuwirken.?** Dabei unterscheidet der Gesetzeswortlaut zwischen
technischen und organisatorischen Mafinahmen.

Die technischen MafSnahmen zeichnen sich dadurch aus, dass sie unmit-
telbar in bzw. an der verwendeten Technik, also der verwendeten Hard-
und Software,?*! implementiert werden: Hierzu gehéren neben informati-
onstechnischen Mafinahmen wie der Verschliisselung und der Verwendung
sicherer Passworter auch bauliche Mafinahmen, die den Zutritt Unbefugter
z.B. zu Serverrdumen ausschliefSen.?*

Organisatorische MafSnahmen betreffen hingegen die Prozesse auf3erhalb
der Technik und setzen somit insbesondere am Personal an.?33 Beispiele fiir
organisatorische Mafinahmen sind etwa das Vier-Augen-Prinzip, Mitarbei-
terschulungen und Protokollierungsvorgaben.

Da viele organisatorische Mafinahmen wie etwa das Vier-Augen-Prinzip
eine technische Entsprechung haben miissen, also das etwa eine Aktion
erst von den jeweiligen zwei Benutzer-Accounts freigegeben werden muss,
wird die Moglichkeit einer klaren Unterscheidung zwischen technischen
und organisatorischen Mafinahmen mitunter bezweifelt.23* Rechtlich be-
steht insoweit auch keine Notwendigkeit zur Unterscheidung;?* fiir den
Normanwender kann jedenfalls festgehalten werden, dass sich der Hand-
lungsauftrag nicht nur auf technische Mafinahmen beschrinkt, sondern
durch organisatorische Mafinahmen auch das Personal mit in den Blick
genommen werden muss.

230 Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 24, Rn. 20a.

231 Piltz/Zwerschke, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023,
Art. 32 DSGVO, Rn.37; M. Lang, in: Taeger/Gabel, DSGVO - BDSG, 4. Auflage
2022, Art. 24, Rn 24.

232 Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 24, Rn. 21; nur infor-
mationstechnische Mafinahmen nennend: M. Lang, in: Taeger/Gabel, DSGVO -
BDSG, 4. Auflage 2022, Art. 24, Rn. 24; Cherdantseva/Hilton, in: 2013 Eighth Inter-
national Conference on Availability, Reliability and Security (ARES), A Reference
Model of Information Assurance & Security, 546 (552).

233 Freund, in: Schuster/Griitzmacher, IT-Recht 2020, Art. 32 DSGVO, Rn. 16.

234 M. Lang, in: Taeger/Gabel, DSGVO - BDSG, 4. Auflage 2022, Art. 24, Rn. 24f.; Har-
tung, in: Kithling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage 2024,
Art. 24, Rn.17; Kipker, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit
2023, Art. 24 DSGVO, Rn. 16.

235 Wie zuvor.
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3. Kapitel: Die Resilienz in der DSGVO

3. Systeme

Im nachfolgenden Abschnitt soll der Begriff der ,Systeme® im Kontext
des Art. 32 DSGVO beleuchtet werden. Nach der sogleich folgenden Dar-
stellung der konsensfdhigen Erfassung informationstechnischer Systeme
wird auf zwei weitere Fragestellungen eingegangen: Zum einen ob Art. 32
DSGVO an dieser Stelle auch die jeweils enthaltenen Daten in den Sys-
tembegriff mit einschliefit (a.) und zum anderen ob auch die jeweiligen
Personen, die mit dem informationstechnischen System interagieren, im
Sinne eines soziotechnischen Verstindnisses von dem Systembegriff erfasst
werden missen (b.).

In der Literatur zu Art.32 DSGVO wird zunéchst ein technisches Sys-
temverstdndnis zugrunde gelegt. Der Begriff des Systems sei insofern weit
auszulegen und umfasse somit die Computersysteme wie Server, Arbeits-
platzcomputer sowie die verwendete Netzwerktechnik jeweils sowohl mit
ihren Hard- als auch ihren Softwarekomponenten.?3® Somit wird deutlich,
dass sich der Begriff des Systems in Art. 32 Abs.1 litb) DSGVO jedenfalls
auf die verwendete Informationstechnik??” bezieht.?3

In der Rechtsinformatik definiert Steinmiiller ein System sehr abstrakt
als eine Menge von Elementen und den Relationen zwischen ihnen.??
Diese Grunddefinition lasst sich dahingehend fiir die Datensicherheit kon-
kretisieren und erweitern, dass ein System mit seinen Komponenten (Ele-
menten) und deren Relationen so konzipiert ist, dass es einen spezifischen

236 Piltz/Zwerschke, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023,
Art.32 DSGVO, Rn.51; S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann,
DSGVO/BDSG, 2. Auflage 2020, Art.32, Rn. 43; Piltz, in: Gola/Heckmann, DS-
GVO, 3. Auflage 2022, Art.32, Rn.30; Jandt, in: Kiihling/Buchner, Datenschutz-
Grundverordnung/BDSG, 4. Auflage 2024, Art. 32, Rn 22.

237 Vgl. S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2.
Auflage 2020, Art. 32, Rn. 43 ,praktisch jede Form der Informationstechnik® Dane-
ben sind auch Systeme zur ,,papiergebundenen Verarbeitung® erfasst: M. Hansen, in:
Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht 2019, Art. 32, Rn. 57.

238 Es sei an dieser Stelle darauf hingewiesen, dass die Begriffe Systeme und Kompo-
nenten skalierbar sind. So kann etwa ein Netzwerk von mehreren Computern
auch als ein ,System® definiert werden, in dem dann diese Computer wiederrum
»Komponenten bilden. Gerade um eine Technologieoffenheit des Rechts sicherzu-
stellen, erscheint es auch sinnvoll eine Entwicklung der Begriffe in diesem Sinne
zuzulassen. Teilweise wird auch von einem ,System von Systemen® gesprochen,
wobei letztere dann auch als Subsysteme bezeichnet werden konnen: Steinmiiller et
al., JA-Sonderheft 6: ADV und Recht, 1976, S. 10.

239 Steinmiiller et al., JA-Sonderheft 6: ADV und Recht, 1976, S. 9.
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C. Auslegung der Resilienz

Dienst erbringt (dazu sogleich).24 Auflerdem lésst sich ein System durch
sog. Systemgrenzen beschreiben, die das System von der Umwelt abgrenzen
und insbesondere fiir die Bestimmung der Reichweite der Sicherheitsge-
wihr eine entscheidende Rolle spielen.?*! Zur Verdeutlichung nachfolgende

Grafik:242

Dienst
*

System
m}

ooo
Komponenten

Systemgrenze

Abbildung 5: IT-System

a. Erfassung personenbezogener Daten

Als Komponenten eines Systems kommen wie o.g. insbesondere die ver-
wendete Hard- und Software in Betracht. Fraglich ist hingegen, ob der
Begriff des Systems als weitere Komponente auch die in dem System enthal-
tenen personenbezogenen Daten umfasst.

240 So in der technischen Literatur auch: B. Randell/P. Lee/Treleaven, ACM CSUR 1978,
123 (125).
241 Aebi, Praxishandbuch Sicherer IT-Betrieb, S.5; Steinmiiller et al., JA-Sonderheft 6:

ADV und Recht, 1976, S. 10.
242 Siehe zu den entsprechenden Definitionen auch Avizienis et al., IEEE TDSC 2004,

11 (1L£).
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3. Kapitel: Die Resilienz in der DSGVO

Entscheidend ist diese Frage insbesondere fiir die Auslegung von Art. 32
Abs. 1 litb) DSGVO. Werden die personenbezogenen Daten als Systembe-
standteil definiert, sind die dort genannten Schutzziele auch hier auf die
personenbezogenen Daten zu beziehen.

Dies wird teilweise mit der Begriindung angenommen, dass insbeson-
dere das Schutzziel der Vertraulichkeit nicht auf die Systeme mit ihrem
Hardware-Design oder ihrem Software-Code zu beziehen sei, sondern nur
die Vertraulichkeit der Daten selbst garantiert werden solle.2*3

Dagegen sprechen jedoch eine Reihe von Griinden: Zuvdrderst ist hier
der eindeutige Wortlaut zu nennen, mit dem die Schutzziele in Art. 32 Abs. 1
litb) DSGVO auf Systeme und Dienste bezogen werden. Dagegen werden
die Schutzziele an anderer Stelle, namlich in Art.32 Abs.1 lita) und c),
Abs.2 DSGVO explizit oder zumindest sinngemaf auf personenbezogene
Daten bezogen.?** Da somit alle Schutzziele bereits an anderer Stelle in
Art.32 auf personenbezogene Daten bezogen werden, entsteht durch die
Nichtfassung der personenbezogenen Daten unter den Systembegrift auch
keine Schutzliicke. Drittens verkennt die Gegenansicht, dass die explizite
Adressierung der Sicherheit von Systemen und Diensten teleologisch wie
bereits beschrieben einen Vorfeldschutz bzw. eine Ergdnzung beschreibt, um
die Sicherheit der personenbezogenen Daten zu gewihrleisten. Wortlaut
und auch Telos sprechen insofern an dieser Stelle fiir eine spezifische
Adressierung der Systeme ohne die darin enthaltenen personenbezogenen
Daten.

Es spricht somit insgesamt viel dafiir, dass der Gesetzgeber bei der Be-
zugnahme der Schutzziele auf die Schutzobjekte der Systeme und Dienste
anstelle der Daten absichtsvoll handelte und ein eigenstindiges Schutzer-
fordernis normiert hat.24> Im Ergebnis fallen die personenbezogenen Daten
somit nicht unter den Systembegriff des Art. 32 Abs. 11it b) DSGVO.

243 M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht 2019,
Art. 32, Rn. 38.

244 Vgl. Jandt, in: Kihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 32, Rn. 23, Fn. 73.

245 Andernfalls wiirden sich Art. 32 Abs. 1 lit b einerseits sowie Art. 32 Abs. 1 lit ¢, Abs. 2
in ihrem Schutzgehalt {iberschneiden. In diesem Sinne die Schutzziele eigenstindig
fiir Systeme und Dienste auslegend auch: Jandt, in: Kiihling/Buchner, Datenschutz-
Grundverordnung/BDSG, 4. Auflage 2024, Art. 32, Rn. 22 ff.
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C. Auslegung der Resilienz

b. Soziotechnisches Systemverstandnis

Klarungsbediirftig ist weiterhin, ob auch die Personen, die die informati-
onstechnischen Systeme bedienen, also etwa die Mitarbeitenden des Verant-
wortlichen im Sinne eines soziotechnischen Systemverstdndnisses in den
Systembegriff einzubeziehen sind; womit sich in der Folge auch die Resili-
enz auf ein soziotechnisches System beziehen wiirde.

Fiir ein soziotechnisches Systemverstandnis spricht zunédchst, dass die
informationstechnischen Systeme ohne die bedienenden natiirlichen Per-
sonen regelméflig unvollstindig betrachtet werden. Die Mitarbeitenden
sind oft eng in die Verarbeitung eingebunden,?® indem sie etwa einen
Verarbeitungsvorgang auslosen, gestalten oder beenden. Sie geben neue
Informationen als Daten in das System ein, legen fest ob und wie diese
verarbeitet werden sollen und nutzen die entsprechenden Ergebnisse.?4
Dies greift Art. 32 Abs. 4 DSGVO auch auf, indem er den Verantwortlichen
verpflichtet sicherzustellen, dass seine Mitarbeitenden die personenbezoge-
nen Daten nur auf seine Weisung hin verarbeiten.

Aufgrund dieser zentralen Stellung sind die Mitarbeitenden oft auch
fur die Gewdhrleistung der Sicherheit der Verarbeitung ein wesentlicher
Bestandteil. Damit sie die insoweit an sie gestellten Anforderungen erfiil-
len konnen, sind insbesondere organisatorische Mafinahmen wie Schulun-
gen im Umgang mit den Sicherheitsmafinahmen (Nutzbarkeit), verbindli-
che Regelungen (Policies) und entsprechende auf Akzeptanz ausgerichtete
Sensibilisierungen und Aufklarungsmafinahmen erforderlich.24® Aufierdem
miissen die Mitarbeitenden auch bei der Gestaltung der technischen Maf3-
nahmen beriicksichtigt werden, da nur eine hohe Nutzbarkeit der Mafinah-
men wie etwa bei Authentifizierungsmechanismen einen tatséchlichen Si-
cherheitsgewinn verspricht. Die o.g. organisatorischen MafSnahmen lassen
sich somit auch nicht isoliert von den technischen Mafinahmen betrachten,
da sie nur gemeinsam gedacht eine entsprechende Schutzwirkung entfalten
kénnen.

246 M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht 2019,
Art. 32, Rn. 37.

247 So auch bereits Steinmiiller: Menschen sind als ,Bedienungspersonal, Datenliefe-
ranten und Benutzer® Teile (Elemente) eines Informationssystems, Steinmiiller, Le-
viathan 1975, 508 (521).

248 M. Hansen, in: Simitis/Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019,
Art. 32, Rn. 37; Eckert, IT-Sicherheit, S. 3 f.
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3. Kapitel: Die Resilienz in der DSGVO

Spezifisch im Telos der Datensicherheit ist das Ziel eines umfassenden
Schutzes der Daten und der daraus ableitbaren personlichen Informationen
hervorzuheben. Hierfiir sind auch die Mitarbeitenden und die zugehdri-
gen organisatorische MafSnahmen essenziell. So hilft es fiir diesen Schutz
wenig, wenn die personenbezogenen Daten zwar von dem informations-
technischen System verschliisselt werden, die Mitarbeitenden mit dem zu-
gehorigen Schliissel aber nicht sorgsam umgehen oder die personlichen
Informationen in nicht-technischer Weise, etwa miindlich, offenlegen.

Insgesamt sprechen somit einige Argumente dafiir, von einem soziotech-
nischen Systemverstdndnis auszugehen und die Mitarbeitenden entspre-
chend mit einzubeziehen.?#’

Allerdings sprechen systematische Griinde gegen ein solches soziotech-
nisches Systemverstindnis. Zunachst ist hier zu beachten, dass die tech-
nischen Schutzziele Verfligbarkeit, Vertraulichkeit und Integritit auf das
System bezogen werden. Insbesondere die Sicherstellung der Integritit und
der Vertraulichkeit der Mitarbeitenden zu verlangen, erscheint nicht sach-
gerecht. Bei den Schutzzielen handelt es sich um in der Informationstech-
nik tradierte, technische Eigenschaften.2’0 Eine Ubertragung auf die soziale
Ebene der Mitarbeitenden erscheint daher unpassend. Auch lasst sich argu-
mentieren, dass die Einbeziehung der Mitarbeitenden in das Datensicher-
heitskonzept des Art. 32 Abs.1 DSGVO zumindest nicht als Automatismus
erfordert, dass diese auch unter den Begriff des Systems subsumiert wer-
den, sondern bereits {iber das Erfordernis der Vornahme ,organisatorischer
Mafinahmen® abgedeckt ist.

Insgesamt kann die Frage, ob der Systembegriff in der DSGVO technisch
oder soziotechnisch zu verstehen ist, an dieser Stelle noch nicht abschlie-
Bend beantwortet werden. Fiir die Resilienz als umfassendes Prinzip kénn-
te ein soziotechnisches Verstindnis geboten sein, wihrend die klassischen
Schutzziele nur auf ein technisches System angewendet werden konnen.
Mangels einer eindeutigen, abstrakten Festlegung miissen somit beide As-
pekte im Verlauf der Untersuchung noch naher beleuchtet werden.?!

249 Fir ein Informationssystem in der Informationssicherheit ebenso: Cherdantse-
va/Hilton, in: 2013 Eighth International Conference on Availability, Reliability and
Security (ARES), A Reference Model of Information Assurance & Security, 546
(547).

250 Samonas/Coss, JISSec, Vol. 10 (2014), Heft 3, 21 (23 ff.); hierzu spiter ausfiihrlich ab
S.187ft.

251 Siehe im Ergebnis S. 201.
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C. Auslegung der Resilienz

4. Dienste

Als weiteres Schutzobjekt neben den Systemen nennt Art.32 Abs.1 litb)
DSGVO die Dienste. Fraglich ist, wie der Begriff des Dienstes im Kontext
der ,Sicherheit der Verarbeitung® auszulegen ist. Im IT-Recht kann der
Dienst technisch, okonomisch als auch rechtlich verstanden werden.

a. Okonomische Betrachtung

Zunichst kommt dem Dienstbegriff in einer 6konomischen Betrachtung Be-
deutung zu: So beschreibt der Dienst der Informationsgesellschaft (Art. 4
Nr. 25 DSGVO mit Verweis auf Art. 1 Nr. 11it b) RL 2015/1535) ,,eine Dienst-
leistung der Informationsgesellschaft, d.h. jede in der Regel gegen Entgelt
elektronisch im Fernabsatz und auf individuellen Abruf eines Empfangers
erbrachte Dienstleistung.” Charakterisierend fiir den Dienstbegriff ist somit
insbesondere das regelmiflig entgeltliche Leistungsangebot an einen Drit-
ten.

Die Anwendung der 6konomischen Betrachtung auf den Dienst in
Art. 32 Abs. 1 litb) DSGVO ist indes zweifelhaft. Die Datensicherheitsvor-
gaben des Art. 32 DSGVO dienen anders als die Vorgaben des IT-Sicher-
heitsrechts nicht der gesicherten Erbringung einer 6konomisch relevanten
Dienstleistung wie etwa der Bereitstellung einer Online-Suchmaschine oder
eines Online-Marktplatzes. Vielmehr liegen wie zuvor beschrieben die
Schutzgiiter in den Rechten und Freiheiten natiirlicher Personen, welche
durch die Verarbeitung personenbezogener Daten gefahrdet sein konnen.

b. Rechtliche Betrachtung

Bei einer rechtlichen Betrachtung hat der Dienst eine Gruppierungs- und
Verantwortungszuweisungsfunktion, etwa im IT-Sicherheitsrecht, indem
an den Dienst ankniipfend der Anbieter desselben alle hierfiir notwendigen
Systeme in seinen Anwendungsbereich einzubeziehen hat.?>?

In der DSGVO erscheint die rechtliche Betrachtungsweise dagegen nicht
angezeigt, da die Verantwortung durch die Entscheidungsbefugnis {iber
die Verarbeitung personenbezogener Daten begriindet wird (Art.4 Nr.7

252 So etwa in Art. 21 Abs. 1 NIS2-RL und § 165 Abs. 1 TKG.
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3. Kapitel: Die Resilienz in der DSGVO

DSGVO) und nicht durch die Erbringung eines spezifischen Dienstes wie
etwa den zuvor genannten.

c. Technische Betrachtung

Schliefflich ldsst sich bei einer technischen Betrachtung festhalten, dass
Dienste von Systemen bereitgestellt bzw. erbracht werden.?>3 In dem Dienst
driickt sich das Verhalten des Systems nach aufen, mithin an seine Umwelt
aus; er wird wie bereits beschrieben?> tiber eine Schnittstelle an der jewei-
ligen Systemgrenze an eine(n) oder mehrere Nutzer:innen erbracht.?>> Der
Dienst stellt somit die spezifische Funktionalitat eines Systems dar.

Im Kontext der Verarbeitung personenbezogener Daten kann der Dienst
als die spezifizierte Funktionalitit des Systems insbesondere auf die Ver-
arbeitungsergebnisse personenbezogener Daten bezogen werden.?® Somit
kann hierunter vor allem das Generieren von Personenwissen aus perso-
nenbezogenen Einzelinformationen nach dem bereits dargestellten DIW-
Modell gefasst werden. Praktisch schlief3t dies insbesondere die Bewertung
personlicher Aspekte im Rahmen des Profilings mit ein (Art.4 Nr.4
DSGVO). Insofern erscheint fiir den Dienstbegriff der DSGVO die techni-
sche Betrachtung am geeignetsten.

Zu beachten ist dabei auch, dass der Dienstbegriff durch den jeweiligen
Zweck der Verarbeitung determiniert wird, d.h. ein Dienst darf nur darin
bestehen, was vom jeweiligen Zweck (Art.5 Abs.1 lit. b) DSGVO) erfasst
ist. Liegt der Zweck z.B. in der Reichweitenmessung eines Webangebots,
muss sich der zugehorige technische Dienst des jeweiligen Systems auch in
dieser Funktionalitdt erschépfen.

253 S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2. Auflage
2020, Art. 32, Rn. 43.

254 Siehe oben, S. 115.

255 Avizienis et al, IEEE TDSC 2004, 11 (11ff.), Nutzer:in muss demnach auch nicht
zwingend eine natiirliche Person, sondern kann auch ein anderes System sein.

256 Auflerdem kann ein technischer Dienst (ohne im hier dargestellten Sinn an der Ver-
arbeitung mitzuwirken) die Zugriffs- (fiir den Auskunftsanspruch, Art. 15 DSGVO),
Anderungs- und Léschungsfunktionen (Art. 16, 17 DSGVO) an den personenbezo-
genen Daten bereitstellen, die dem Betroffenen zur Wahrnehmung seiner Rechte
zustehen; Vgl. Kramer/Meints, in: Auernhammer, DSGVO BDSG, 7. Auflage 2020,
Art. 32, Rn. 43; Sattler, in: Ebers/Steinrétter, Kiinstliche Intelligenz und smarte Ro-
botik im IT-Sicherheitsrecht, 197 (214).
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Diese technische Unterscheidung zwischen dem System an sich und der
von ihm bereitgestellten, spezifizierten Funktionalitdt (Dienst) ist, wie im
weiteren Verlauf gezeigt werden wird, fiir die Resilienz von nicht zu unter-
schétzender Bedeutung. Ob die Unterscheidung sich hingegen auch auf die
Schutzziele dergestalt auswirkt, dass sich diese mit Blick auf Systeme oder
Dienste sinnvoll voneinander abgrenzen lassen, ist zweifelhaft. Einzelheiten
dazu werden ebenfalls an spiterer Stelle erlautert, wenn die Schutzziele der
Resilienz systematisch gegeniibergestellt werden.

II. Auslegung nach dem Wortlaut

Nach Bestimmung der soeben dargestellten Vorbegriffe folgt nun die Ausle-
gung des Begriffs der Resilienz. Ausgangspunkt einer jeden Auslegung ist
zundchst der Wortlaut des Gesetzes.?” Dieser Umstand ist zu trennen von
der Auslegungsmethodik ,nach dem Wortlaut® (auch grammatische Ausle-
gung)?®$, die den allgemeinen oder auch den spezifischen Sprachgebrauch
der adressierten Fachdomine ermittelt.2>® Im ersten Schritt (1) soll daher
unmittelbar auf den deutschen Wortlaut ,Belastbarkeit” eingegangen und
diese Begrifflichkeit mit den anderen Sprachfassungen verglichen werden.
Im zweiten Abschnitt dieses Kapitels wird sodann das allgemeine sowie das
domainenspezifische Verstindnis der ,Resilienz® untersucht. Daran schlie-
Ben sich die Synthese der domanenspezifischen Verstandnisse (3.) und das
Fazit fiir die Wortlautauslegung (4.) an.

1. ,Belastbarkeit” oder Resilienz

Im europdischen Recht kommt den unterschiedlichen Sprachfassungen im
Rahmen der Wortlautauslegung eine hohe Bedeutung zu.2® Nach dem
EuGH sind ,die verschiedenen sprachlichen Fassungen gleichermafSen ver-
bindlich [...]; die Auslegung einer gemeinschaftsrechtlichen Vorschrift er-
fordert somit einen Vergleich ihrer sprachlichen Fassungen. ¢!

257 Herdegen, Europarecht, S.226, Rn. 92; EuGH, Urt. v. 17.04.2018 - C-414/16, NZA
2018, 569 (570), Rn. 44. Honsell, ZfPW 2016, 106 (120).

258 Honsell, ZEPW 2016, 106 (120 £.).

259 Bydlinski, Grundziige der juristischen Methodenlehre, S. 27.

260 Riesenhuber, in: Riesenhuber, Européische Methodenlehre, 285 (293 f.), Rn. 14.

261 EuGH, Urt.v. 06.10.1982 — Rs 283/81, NJW 1983, 1257 (1258).
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Wie bereits angedeutet ist in der deutschen Fassung der DSGVO von
»Resilienz* zundchst keine Rede. Vielmehr findet sich hier das Merkmal der
~Belastbarkeit®. Belastbarkeit ist nach dem Duden die Fahigkeit, eine Mate-
rialbeanspruchung auszuhalten, also z.B. die Belastbarkeit eines Drahtseils,
aber auch korperliche und seelische Inanspruchnahme auszuhalten oder zu
verkraften.?6?

In der Literatur wird zumeist die Auffassung vertreten, dass der deutsche
Begriff ,Belastbarkeit” verkiirzt sei und daher sachgerechter und néher am
englischen Original von Resilienz gesprochen werden sollte.2®3 Da ein pau-
schaler Vorrang insbesondere der englischen Sprachfassung (,resilience®)
im europdischen Recht aber nicht besteht, gilt es nun auch die anderen
Sprachfassungen zu vergleichen.

Allerdings wird auch in der franzdsischen (,la résilience), der italieni-
schen (,la resilienza“) und der spanischen (,la resiliencia®) Sprachfassung
von ,Resilienz gesprochen. Dies spricht bei einer vergleichenden Betrach-
tung dafiir, auch im Deutschen eher dem lateinischen Wortstamm ,resilire®
(ubersetzt als: zuriickspringen, abprallen)?% folgend von Resilienz als von
,Belastbarkeit“ zu sprechen. Im Ubrigen ist die Ubersetzung von ,resilien-
ce“ mit ,Belastbarkeit® in die deutsche Rechtssprache nicht durchgingig.
In EG 13 der NIS-RL wurde ,resilience” dagegen mit ,Robustheit® iiber-
setzt, auch im Spanischen findet mit ,la resistencia“ eine abweichende
Ubersetzung statt. Im Franzdsischen sowie im Italienischen stimmt die
Ubersetzung hingegen mit der DSGVO fiiberein. In dem EU Cyber-Securi-
ty-Act wird neben ,Security“ auch “Resilience” von (elektronischen) Gera-
ten gefordert; in der deutschen Fassung wird es hier mit , Abwehrféhigkeit®
tibersetzt, wihrend in den franzdsischen, italienischen und spanischen Fas-
sungen erneut o.g. Pendants der ,Resilienz® verwendet werden.2%

Auch aus der Sicht insbesondere der deutschen Rechtsanwender wire
eine einheitliche Ubersetzung dringend geboten, um sowohl auf nationa-
ler wie auch auf européischer Ebene Missverstandnissen und Fehlinterpre-

262 Duden, https://www.duden.de/rechtschreibung/Belastbarkeit, zuletzt abgerufen am
20.03.2024.

263 Gonscherowski/M. Hansen/Rost, DuD 2018, 442 (442), Fn. 1; M. Hansen, in: Simitis/
Hornung/Spiecker gen. D6hmann, Datenschutzrecht 2019, Art. 32, Rn 42; Martini,
in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn.39; wohl auch: DSK,
Standard-Datenschutzmodell, Teil B1.19, S. 22.

264 Langenscheidt Worterbuch, https://de.Jangenscheidt.com/latein-deutsch/resilire,
zuletzt abgerufen am 20.03.2024.

265 EU Cybersecurity-Act, VO 2019/991, EG. 2, Satz2, EG. 5 sowie Art.1 Abs.1; in
letztgenanntem Fall: “Fahigkeit zur Abwehr gegen Cyberangriffe”
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C. Auslegung der Resilienz

tationen vorzubeugen. In der nachfolgenden Tabelle wird eine Auswahl von
Ubersetzungen von ,resilience“ aus EU-Dokumenten (Gesetzen sowie
Kommissionsmitteilungen) aus der Sicherheit in der Informationstechnik
aufgezeigt, um die Problematik zu verdeutlichen:

Tabelle 3: Ubersetzungen von Resilienz im Daten- und IT-Sicherheitsrecht

Ubersetzung Quelle

Stabilitat Mitteilung der Kommission zum Schutz kritischer Informati-
onsinfrastrukturen (Titel);2® Entwurf DORA2%7

Robustheit Mitteilung der Kommission zum Schutz kritischer Informati-
onsinfrastrukturen (Text)?%%; EG 13 NIS-RL (s.0.)

Abwehrfahigkeit | EU Cybersecurity-Act?®®

Widerstandsfahig- | EU Cybersicherheitsstrategie 201327
keit

Resilienz Mitteilung der Kommission zur Starkung der Abwehrfahigkeit
Europas im Bereich der Cybersicherheit [...]*"!

Belastbarkeit Art. 32 DSGVO (s.0.)

Diese Bandbreite an Ubersetzungen ist kritisch zu bewerten. Zwar ist es
nicht per se schédlich, dass ein Begriff in unterschiedlichen Gesetzen
unterschiedlich tibersetzt wird, da selbst identische Begriffe in unterschied-
lichen Gesetzen nicht stets dieselbe Bedeutung haben miissen (sog. ,Relati-
vitat der Rechtsbegriffe”).?”? Da alle diese Gesetze aber zum Daten- und
IT-Sicherheitsrecht iw.S. gehoren, legt der zuvor dargestellte Befund eher
eine unsystematische, quasi willkiirliche Ubersetzungsweise nahe.

Fiir die Auslegung der deutschen Fassungen der Gesetze aus dem Be-
reich der IT-Sicherheit sollte daher sowohl aus vergleichender Betrachtung
mit den anderen Sprachfassungen als auch angesichts der uneinheitlichen

266 EU KOM 2009 149 endgiiltig.

267 EU COM 2020 595 final, 24.9.2020; in der verabschiedeten Gesetzesfassung (EU-
VO 2022/2554) wurde aber erfreulicherweise der Begriff ,Resilienz in der deut-
schen Fassung verwendet.

268 EU KOM 2009 149 endgiiltig, u.a. S. 2 f.

269 Siehe Fn. 265.

270 EU KOM, 2013/01 final, S. 5; ebenso: Strategie fiir eine sichere Informationsgesell-
schaft, EU KOM 2006/251 final, S. 7.

271 EU KOM, 2016/410 final, S.3; aber auch hdufig wieder als ,Abwehrfahigkeit*
iibersetzt.

272 Riesenhuber, in: Riesenhuber, Europiische Methodenlehre, 285 (296 £.), Rn. 20.
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Ubersetzung in die deutschsprachigen, europiischen Rechtsvorgaben zur
IT-Sicherheit der Begriff ,Resilienz als vorzugswiirdig angesehen werden.
Dies ermdglicht ein einheitliches Verstindnis und vermeidet insbesondere
mit Blick auf die ,Belastbarkeit“ und andere ,behelfsmiflige Ubersetzun-
gen“?”3 eine unsachgemifle, semantische Reduktion des Begriffs. Insbeson-
dere die Ubersetzung ,Belastbarkeit“ legt v.a. das reduzierte Verstindnis
einer ,besseren Verfiigbarkeit“? nahe und kann somit gerade nicht die
Inhalte der weitergehenden ,Resilienz“ vollstandig erfassen (dazu in den
folgenden Abschnitten ausfiihrlich).

2. Allgemeine Wortbedeutung und doméanenspezifische Verwendung

Allerdings ist diese Diversitdt der Ubersetzungen auf europdischer Ebene
auch nicht vollig unerklérlich. Als Ausgangspunkt fiir die Wortlautausle-
gung ist zundchst auf den gewohnlichen Sprachgebrauch abzustellen.?’> Ein
solcher gewohnliche Sprachgebrauch im Sinne eines allgemeinen, disziplin-
tibergreifenden Verstindnisses des Begriffs ist indes fiir die Resilienz nur
schwerlich auszumachen.

Beziiglich des lateinischen Ursprungs des Begriffs ,resilire ist festzuhal-
ten, dass dieser zundchst mit ,zuriickspringen® oder ,abprallen® tibersetzt
werden kann.?’® Darauf folgte aber eine sehr bewegte Etymologie des Be-
griffs, die von ,,springenden” Froschen im antiken Rom, iiber den Riickzug
der Konigin in England bis hin zu den Anforderungen an Stahltrdger im
Zeitalter der Industrialisierung reicht.?”” Und auch heute finden sich in
den Lexika zumeist nur doménenspezifische Definitionen: So beschreibt
der Brockhaus die Resilienz mit Blick auf die Psychologie und zwar als
»die psychische Widerstandsfiahigkeit von Menschen, die es ermdglicht,

273 Scharte, Resilience Engineering, S. 37.

274 Derart verkiirzend: Jergl, in: Gierschmann/Schlender/Stentzel/Veil, Kommentar
Datenschutz-Grundverordnung 2018, Art. 32, Rn. 32; Voskamp/D. Klein, in: Kipker,
Cybersecurity, S. 279, Rn. 19b; Karg, in: Lang/Lohr, IT-Sicherheit, 99 (111).

275 Riesenhuber, in: Riesenhuber, Europdische Methodenlehre, 285 (295), Rn.17;
EuGH, Urt. v. 05.07.2012 - C-49/11, EuZW 2012, 638 (639), Rn.32; EuGH, Urt.
v.10.03.2005 - C-336/03, NJW 2005, 3055 (3055), Rn. 21.

276 Kleim/R. Kalisch, Nervenarzt 2018, 754 (754); Gonscherowski/M. Hansen/Rost, DuD
2018, 442 (442); en: bounce back: Alexander, NHESS 2013, 2707 (2708); Laprie,
in: 38th IEEE/IFIP International Conference on Dependable Systems and Networks
(DSN), From Dependability to Resilience, G8-G9.

277 Alexander, NHESS 2013, 2707 (2708 ff.).
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selbst widrigste Lebenssituationen und hohe Belastungen ohne nachhalti-
ge psychische Schiden zu bewiltigen.””8 Das englische Oxford Lexikon
nennt dagegen zwei Definitionen aus anderen Doménen: (1) ,The capacity
to recover quickly from difficulties; toughness, e.g. the often remarkable
resilience of so many British institutions“ sowie (2) ,The ability of a
substance or object to spring back into shape; elasticity.,, e.g. nylon is
excellent in wearability, abrasion resistance and resilience®. Wahrend die
erste Definition auf die Resilienz soziotechnischer Systeme wie (staatlicher)
Institutionen abstellt, entstammt die zweite Definition offensichtlich aus
der Materialwissenschaft. Zusammen mit der Psychologie-Definition aus
dem Brockhaus lassen sich mithin allein in den beiden wohl bekanntesten,
englischen und deutschen Lexika drei Definitionen aus unterschiedlichen
Fachdominen finden. Zugleich lésst sich aus diesen Definitionen allerdings
eine erste Gemeinsamkeit extrahieren: In allen Fillen wird eine Entitat mit
einer Einwirkung konfrontiert und die Resilienz bezieht sich insoweit auf
die Reaktion bzw. die Reaktionsfdhigkeit dieser Entitét.

Da sich aber ein dariiber hinaus konkretisierender, gewohnlicher
Sprachgebrauch nicht fixieren ldsst, ist nun in einem zweiten Schritt
der spezifische Sprachgebrauch in ausgewihlten Fachdisziplinen zu unter-
suchen.?”? Fiir eine intensivierte Analyse werden zunachst die Psycholo-
gie (a.), die Okologie-, Klima- und Umweltforschung (b.) sowie aus der
Technikdoméne die Material- und Ingenieurswissenschaft (c.i.), die Infor-
mationstechnik (c.ii.) und die kritischen Infrastrukturen (c.iii.) betrachtet.
Weiterhin wird das Verstdndnis gesellschaftlicher Resilienz insbesondere
angesichts von Katastrophen untersucht (d.).

Mit diesen Vorkenntnissen wird dann schliefllich noch das dem Daten-
sicherheitsrecht nahestehende IT-Sicherheitsrecht untersucht (e.). Dieses
enthiélt zwar noch keine spezifisch IT-Sicherheitsrechtliche Definition, aber
zumindest allgemeinere Definitionen sowie verschiedene weitere Anhalts-
punkte. Neben deutschen und européischen Regelungen werden auch sol-
che aus der Schweiz und den USA beriicksichtigt.

278 Daneben wird auch ,digitale Resilienz“ genannt, die aber sehr reduziert nur als
~Fahigkeit, Herausforderungen der digitalen Welt zu bewiltigen® definiert wird;
Brockhaus, https://brockhaus.de/ecs/enzy/article/resilienz-psychologie, und https:/
/brockhaus.de/ecs/enzy/article/digitale-resilienz, zuletzt abgerufen am 20.03.2024.

279 Siehe fiir eine erste Ubersicht an Definitionen: Meridan Institute, Definitions of
Community Resilience: An Analysis.
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Die in den jeweiligen Fachdisziplinen gefundenen Ergebnisse werden
im Anschluss an diesen Abschnitt (2.) fiir die Auslegung der Resilienz als
Rechtsbegriff im Datensicherheitsrecht synthetisiert (3.).

a. Psychologie

Der Begriff hat hier bereits eine ldngere Tradition.?8 Erste Urspriinge
finden sich in der Stressforschung, in der Hans Selye?8! das allgemeine
Anpassungs-Syndrom (ASP) als eine ,selbststindige, unspezifische Reakti-
on des Korpers auf jede Art von Schadigung® beschrieb und dabei in drei
Phasen unterteilte: Eine Alarmreaktion als eine Art allgemeine Mobilma-
chung des Korpers, z.B. durch die Ausschiittung von Stresshormonen. In
der sich anschlieflenden Widerstandsphase versucht der Korper sich mittels
einer Gegenreaktion anzupassen, die Stresshormone abzubauen und wieder
einen zumindest temporar stabilen Zustand zu erreichen. Nimmt die Belas-
tung aber nicht ab, fallt der Korper danach in eine Erschépfungsphase,
da die Anpassungsenergie wihrend der Widerstandsphase verbraucht wird.
Zum besseren Verstdndnis umschreibt er die Phasen anhand des einfachen
Beispiels des Hell-/Dunkel-Sehvermdgens wie folgt: Tritt eine Person aus
dem Dunkel in eine helle Umgebung, wird sie zunichst geblendet (Alarm-
reaktion). Daraufhin folgt die Anpassung an die neuen Lichtverhaltnisse
(Widerstandsphase), wodurch die Person ihre Umgebung wiedererkennen
kann. Ist das Licht aber zu hell, etwa weil die Person in die Sonne blickt,
erschopft sich die Sehfahigkeit (Erschopfungsphase).?8?

Wihrend und nach dem zweiten Weltkrieg richtete sich der Blick spezi-
fischer auf den Bereich der Psychologie, d.h. konkret auf die Frage des
menschlichen Umgangs mit widrigen Ereignissen. Der Holocaust-Uberle-
bende und spitere Professor fiir Neurologie und Psychiatrie an der Univer-
sitdit Wien Viktor Frankl stellte mit seinem Konzept der ,Trotzmacht des
Geistes“ v.a. auf die innere Einstellung im Sinne einer positiven Zukunfts-
orientierung ab, die insbesondere einen iiber das Ertragen bzw. das Uber-

280 Vgl. zu der nachfolgend dargestellten Entwicklung statt vieler: Hoffinann, Organisa-
tionale Resilienz, S. 49.

281 Selye, Stress beherrscht unser Leben, S.38, 44 f., 82ff., 146 ff.; vgl. Nerdinger/Blick-
le/Schaper, Arbeits- und Organisationspsychologie, S.528f. mit einer Zusammen-
fassung.

282 Selye,a.a.0., S. 84f.
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winden des eigenen Leids hinausgehenden, konkreten Sinn des Lebens
voraussetze, der die Frage nach dem ,Warum® des Uberlebens/Leidens
beantwortet.283

Daneben nahm auch die Entwicklungspsychologie einen zunehmend
groflen Raum ein. Impetus der Forschung war hier die Frage, ob, inwie-
weit und aus welchen Griinden kindliche Entwicklungen angesichts von
Konfrontationen mit widrigen Ereignissen unterschiedlich (erfolgreich)
verlaufen. Hierzu fand ab den 1950er Jahren auf der Insel Kauai (Hawaii)
eine grofl angelegte und viel zitierte Studie der Entwicklungspsychologin
Emmy Werner statt, die mit ihrem Team der University of California
knapp 700 Jungen und Médchen beobachtete, die im Jahr 1955 auf besagter
Insel geboren wurden.?8 Im Ergebnis wurde dabei festgestellt, dass von
den 201 Kindern, die unter besonders schwierigen Bedingungen -wie etwa
psychisch kranke oder alkoholsiichtige Eltern- aufwuchsen, 72 Kinder im
Rahmen der 40 Jahre andauernden Beobachtung keine besonderen Auffil-
ligkeiten aufwiesen. Sie erwiesen sich mithin als resilient gegeniiber den
widrigen Bedingungen, denen sie ausgesetzt waren. Im Rahmen weiterer
Untersuchungen konnte dies u.a. darauf zuriickgefithrt werden, dass diese
Kinder mindestens eine besonders enge Bezugsperson hatten und eine sol-
che soziale Bindung folglich einen Resilienzfaktor darstellt.?8> Spater wurde
eine solche enge, soziale Bindung auch als Resilienzfaktor zur Pravention
von Jugendgewalt nachgewiesen.?¢

Es folgten weitere Studien im Kinder- und Jugendbereich wie z.B. die
in den 1990er Jahren durchgefiihrte ,Bielefelder Invulnerabilitatsstudie®, die
sich mit Jugendlichen aus schwierigen Verhiltnissen beschiftigte. Hierbei
konnte auch eine emotionale Ausgeglichenheit bzw. Robustheit als Resilienz-
faktor identifiziert werden; umgekehrt erwiesen sich Impulsivitit und eine
geringe Frusttoleranz als schadlich.2%

Heute kann die Resilienz in der Psychologie?8 ergebnisorientiert defi-
niert werden als ,die Féhigkeit einer Person [...], erfolgreich mit belasten-

283 Frankl/Batthydny, Wer ein Warum zu leben hat, S. 1021, 117 £., 143., 212 ff.

284 Vgl. Berndt, Resilienz, S. 65f.

285 Berndt, Resilienz, S. 67f.

286 Ldsel/Farrington, AJPM, Vol. 43 (2012), 8-23.

287 Berndt, Resilienz, S. 70.

288 Als Synonyme werden mitunter auch die Begriffe ,Stressresistenz, psychische Ro-
bustheit oder psychische Elastizitat verwendet, Wustmann, Resilienz, S. 18.

127

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Kapitel: Die Resilienz in der DSGVO

den Lebensumstidnden und negativen Folgen von Stress umzugehen.?% Bei
belastenden oder widrigen Lebensumstanden, fachsprachlich auch ,Stres-
sor genannt, kann insbesondere zwischen chronischen Zustinden und
singuldren traumatischen Ereignissen unterschieden werden.??

Dabei sollte der Begriff ,Fahigkeit® nicht dahingehend missverstanden
werden, dass es sich um ein einer Person etwa genetisch oder aufgrund
ihrer Erziehung statisch anhaftendes Attribut handelt. Vielmehr stellt die
Resilienz einen ,dynamischen Anpassungsprozess® i.S. einer , Auseinander-
setzung mit dem Stressor® dar,?®! der bzw. die je nach Grad der Resilienz
unterschiedlich erfolgreich verlaufen kann. Der Prozess umfasst chronolo-
gisch sowohl die Anpassung wahrend als auch die Regeneration nach ent-
sprechenden widrigen Lebensereignissen.?”> Aus der inhdrenten Notwen-
digkeit der individuellen Anpassung an den jeweiligen Stressor folgt aufler-
dem, dass die Resilienz einer Person iiber ihre Lebenszeit und angesichts
der Konfrontation mit unterschiedlichen Stressoren variabel ist.2%?

Im Sinne eines praventiven Konzepts wird dabei davon ausgegangen,
dass die Resilienz einer Person von verschiedenen, z.T. auch miteinander
verschrankten Einzelaspekten (,Resilienzfaktoren®)?** abhangig ist, deren
bisherige Aufzéhlung in diesem Abschnitt auch lediglich als exemplarisch
anzusehen ist.2%> Weiterhin ist zu beachten, dass diese Faktoren nicht
einfach summarisch addiert werden kdnnen, sondern oft ,miteinander
assoziiert sind und interagieren®?°® Neben diesen Resilienzfaktoren wird
auflerdem erforscht, inwieweit die bisherige Erfahrung von widrigen Le-
bensereignissen ihrerseits die Resilienz fiir die Zukunft erhdht, mithin

289 Wustmann, Resilienz, S.18 mw.N.; Fréhlich-Gildhoff/Ronnau-Bdse, Resilienz, S.9;
Kleim/R. Kalisch, Nervenarzt 2018, 754 (754 f.).

290 Forschungsergebnisse beziehen sich hidufiger auf die letztgenannte Gruppe,
Kleim/R. Kalisch, Nervenarzt 2018, 754 (754).

291 Kleim/R. Kalisch, Nervenarzt 2018, 754 (754); Rutter, Development and psychopa-
thology 2012, 335 (335).

292 Helmreich/A. Kunzler/Lieb, Im OP 2016, 270 (271).

293 Wustmann, Psychotherapie Forum, Vol. 17 (2009), Heft 2, 71 (73).

294 Als weitere Resilienzfaktoren werden u.a. der soziodkonomische Status (extern)
sowie die kognitive Fihigkeiten und die (Epi-)Genetik des Betroffenen (intern)
genannt Kunzler et al., Nervenarzt 2018, 747 (7471.); R. Kalisch/Miiller/ Tiischer,
Behavioral and Brain Sciences 2015, AS-Nr. 128 (nur online); Wright/Masten/Nara-
yan, in: Goldstein/Brooks, Handbook of Resilience in Children, 15 (17, 20 f.).

295 Siehe zu weiteren Resilienzfaktoren (dort: ,,Pradiktoren): Kleim/R. Kalisch, Nerven-
arzt 2018, 754 (755 ff).

296 Kunzler et al., Nervenarzt 2018, 747 (748).
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einen ,abhértenden Effekt“?°7 hat. Dies betrifft v.a. die Erholungsphase mit
der Frage, welche Begleitumstinde nach einem widrigen Lebensereignis
vorliegen miissen, damit aus einem solchen ein Gewinn an Resilienz und
nicht im schlimmsten Fall sogar eine stirkere Anfilligkeit fiir kiinftige,
widrige Lebensereignisse erwéchst.?%

Exemplarisch sei hier abschlieflend auf die Arbeit des Leibniz-Instituts
fiir Resilienzforschung in Mainz verwiesen, das seit 2014 die neurowissen-
schaftlichen und psychologischen Mechanismen der Resilienz erforscht
und darauf aufbauend auch versucht, resilienzfordernde Interventionen
wie etwa psychologische Trainingsmethoden zu entwickeln.?%”

b. Okologie, Umwelt- und Klimaforschung

Auch in der Okologie ist der Resilienzbegriff schon linger gebriuchlich.
Er wurde hier via. durch Holling geprégt, der Resilienz definierte als die
Bestindigkeit von Beziehungen innerhalb eines Okosystems sowie als Maf3
fiir die Fahigkeit eines solchen, die Verdnderung von Zustands- oder An-
triebsvariablen aufzunehmen und weiterhin zu bestehen.3?* Damit legte
sein Ansatz erstmals ein systembezogenes Verstindnis von Resilienz zu-
grunde.30!

Entscheidend fiir Hollings Verstdndnis von Resilienz ist v.a. der Gegenbe-
griff der Stabilitat. Ein resilientes System zeichnet sich demnach durch sei-
ne Moglichkeit zu starken Schwankungen aus, etwa Insektenpopulationen,
die zwar bei einer dufSeren Veranderung sehr stark dezimiert werden, sich
aber danach auch sehr schnell wieder erholen.3?2 Demgegeniiber stehen
nicht resiliente Populationen, die zwar an sich eine sehr stabile Grofie
aufweisen, bei einer Verdnderung aber ggf. schneller aussterben kénnen.303

297 ,Steeling or Strengthening Effect’, Rutter, Development and psychopathology 2012,
335 (335).

298 Rutter, Development and psychopathology 2012, 335 (337 ff).

299 Siehe Webseite der Institution: https://lir-mainz.de/strategie, zuletzt abgerufen am
30.08.2024; Helmreich/A. Kunzler/Lieb, Im OP 2016, 270 (271).

300 S. Kaufmann/Blum, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resilienz
in der offenen Gesellschaft, 235 (238); Holling, Annual Review of Ecology and
Systematics 1973,1 (17).

301 Alsubaie/Alutaibi/Marti, in: Rome/Theocharidou/Wolthusen, Critical Information
Infrastructures Security, 43 (44).

302 Holling, Annual Review of Ecology and Systematics 1973, 1 (17 £.).

303 Wie zuvor.
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Neben dieser quantitativen Resilienz konnen okologische Systeme auf3er-
dem auch in qualitativer Hinsicht verschiedene komplexere Zustinde ein-
nehmen, z.B. Flachwasserseen, die ,in Abhéngigkeit von Variablen wie
Nahrstoffgehalt, Seegrofie und Temperatur — zwischen einem Klarwasser-
zustand und einem eutrophierten, tritben Zustand wechseln konnen.304

Zusammenfassend als mafigeblich festzuhalten ist daher, dass in der
Okologie ein resilientes System durch die Fihigkeit zur Einnahme unter-
schiedlicher quantitativer und qualitativer Zustdnde zwar nicht in einem
Sinne stabil ist, dass es einen Gleichgewichtszustand kontinuierlich beibe-
hilt, aber sich gleichwohl bzw. gerade deshalb als besonders iiberlebens-
fahig und mithin resilient auszeichnet.3%> Auch ist es okologischen Sys-
temen moglich, sich dauerhaft anzupassen’® und nicht mehr in einen
bereits bekannten Zustand zuriickzukehren. Hierin wird der wesentliche
Unterschied zwischen technischer und 6kologischer Resilienz gesehen, da
technische Resilienz in der Regel (nur) darauf zielt in einen urspriinglich
vorgesehenen ,Normal-Betriebszustand zuriickzukehren.30”

Eine etwas andere Dimension entwickelt der ¢kologische Resilienzbe-
griff, soweit der Mensch als Teil des 6kologischen Systems beriicksichtigt
wird. So untersucht etwa das Stockholm Resilience Centre®*® die Resilienz
mit Blick darauf, dass die Menschen und die Natur auf der Erde ein einheit-
liches sozio-dkologisches System bilden. Dieses soll resilient sein, d.h. in
die Lage versetzt werden mit Verdnderungen umzugehen und sich fortwéh-
rend weiterzuentwickeln. Maf3geblich soll dies durch die Gestaltung der
Beziehung zwischen Menschen (untereinander) sowie zwischen Menschen
und Natur erreicht werden. Zur Erreichung von Resilienz werden dabei
sieben Prinzipen genannt,3*® von denen zumindest die ersten fiinf fiir die
vorliegende Auslegung relevant erscheinen:

304 Brand/Hoheisel/Kirchhoff, in: Bayerische Akademie fiir Naturschutz und Land-
schaftsplege (ANL), Landschaftsokologie. Grundlagen, Methoden, Anwendungen,
78 (80) m.w.N.

305 Holling, Annual Review of Ecology and Systematics 1973, 1 (17f.); siehe aber auch
kritisch zur Frage der Allgemeingiiltigkeit dieses Konzepts: Fn. 304.

306 Ahnlich auch: Longstaff, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resi-
lienz in der offenen Gesellschaft, 259 (266).

307 Longstaff, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resilienz in der offe-
nen Gesellschaft, 259 (265 {.); Zampieri, Ecosphere, Vol. 12 (2021), Heft 2, S. 1.

308 https://www.stockholmresilience.org/research/research-news/2015-02-19-what-is-re
silience.html, zuletzt abgerufen am 30.08.2024.

309 R. Biggs et al., ARER 2012, 421 (425 ff.); hier nicht mit aufgenommen wurden die
»breite Beteiligung anderer Personen® sowie ,polyzentrale Regierungssysteme®
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C. Auslegung der Resilienz

. Diversitat bzw. Redundanz:
Nur ,diverse® Systeme mit vielen (unterschiedlichen) Komponenten wie et-
wa Tierarten besitzen die Fahigkeit der Kompensation von ausfallenden
Komponenten. Umgekehrt bedeutet dies auch, dass nicht redundante
Komponenten besonders geschiitzt werden sollten.
2. Verbundenheit
Kann in positiver Hinsicht die Regeneration beschleunigen, in negativer
Hinsicht aber auch zur schnelleren Ausbreitungen von Stérungen fithren
(Domino-Effekt).
3. Langsame Variablen und Riickkopplungen
Gewisse Variablen wie etwa Sdttigungsfaktoren in Fliissigkeiten (Gewds-
sern) oder Gasen (Atmosphire) werden lange ,absorbiert; ohne dass es
zu einer qualitativen Auswirkung kommt; ab gewissen Sattigungswerten
werden aber Kipppunkte erreicht, die nur schwer kontrollier- oder um-
kehrbare Folgen haben, da es ab diesem Moment zu weiteren Riickkopp-
lungen kommt.
4. CAS-Ansatz
Der komplexe adaptive Systemansatz (CAS) bedeutet, dass innerhalb ei-
nes sozio-0kologischen Systems mehrere Zusammenhénge auf verschie-
denen Ebenen gleichzeitig auftreten. Damit gehen eine gewisse Unvor-
hersehbarkeit und Unsicherheit einher, die akzeptiert werden miissen.
Weiterhin muss dabei stets eine Vielzahl von Perspektiven beriicksichtigt
werden.
5. Aktives Lernen
Sozio-okologische Systeme befinden sich in einem Zustand der stindi-
gen, dynamischen Entwicklung. Daher besteht die Notwendigkeit, das
vorhandene, aber stets unvollstindige und unsichere Wissen zu erginzen
und ggf. auch zu revidieren.

Neben den bislang dargestellten positiven Resilienzaspekten werden im
Klimaschutz auch wie soeben in Ziff. 3 angedeutet die Grenzen der Resilienz
aufgezeigt, d.h. Kipppunkte bestimmter Parameter wie z.B. der CO,-Kon-
zentration, bei deren Erreichen nichtlineare, abrupte Umweltveranderun-
gen auftreten, die das Leben auf der Erde fiir die Menschheit deutlich
erschweren wiirden.’'” Insgesamt wird nach diesem sozio-6kologischen Re-
silienzverstdndnis somit anders als bei einer rein dkologischen Betrachtung
und édhnlich der technischen Resilienz (dazu sogleich) ein erhaltenswerter

310 Rockstrom et al., E&S, Vol. 14 (2009), Heft 2, S. 11f.
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3. Kapitel: Die Resilienz in der DSGVO

Zustand umschrieben, der sich in diesem Fall durch den Fortbestand der
fiir den Menschen notwendigen Lebensgrundlagen auszeichnet.

c. Technische Resilienz

Im nachfolgenden wird das technische Verstindnis von Resilienz behan-
delt. Da sich dieses Verstandnis wesensméf3ig von den Fragen der Psycholo-
gie oder der Okologie unterscheidet, wird es in diesem Absatz als ,dritte
Stromung® zusammengefasst. Aufgrund der Nahe zur hier gegenstandli-
chen, ebenfalls im Kern technischen ,Sicherheit der Verarbeitung“ fand
hier eine besonders umfangreiche Erhebung statt. Sie wird weiter unterteilt
in die Unterbereiche Material- und Ingenieurswissenschaft (i.), Informati-
onstechnik (ii.) und den Schutz kritischer Infrastrukturen (iii.).

i. Material- und Ingenieurswissenschaft

In der Materialwissenschaft wird die Resilienz wie schon in der obigen
Definition des Oxford-Lexikons aufgezeigt als Elastizitit von Materialien
wie z.B. Nylon verstanden. Wissenschaftlich formuliert beschreibt Resilienz
demnach ,die Fahigkeit eines Materials, sich durch Energieeinwirkung elas-
tisch zu verformen. Das Mafd fiir Resilienz ist hier die maximale Energie,
die das Material pro Volumeneinheit aufnehmen kann, ohne sich perma-
nent (also plastisch bzw. sprode) zu verformen®!, d.h. unbeschadet zu
bleiben.3!2

In der Ingenieurswissenschaft lasst sich die Resilienz komplexer Systeme
implementieren bzw. erhéhen, indem man bereits bei der Entwicklung des
Systems den mdglichen Ausfall von einzelnen Systemkomponenten wie et-
wa Liiftern, Ventilen oder Rohren berticksichtigt und entsprechende Tech-
niken etabliert, die eine minimale Funktionsfihigkeit des Systems trotz des
Ausfalls beliebiger Komponenten garantieren und die Mdglichkeit bietet,
die Funktionalitat im Nachhinein vollstindig wiederherzustellen.3"®

311 Scharte/K. Thoma, in: Wink, Multidisziplindre Perspektiven der Resilienzfor-
schung, 82-98, S. 83.

312 Fooken, in: Wink, Multidisziplindre Perspektiven der Resilienzforschung, 13 (24 f.);
vgl. auch: Sheridan, Hum Factors 2008, 418 (423).

313 Altherr et al, AMM, Vol. 885 (2018), 240 (242).

132

- am 19,01.2026, 23:05:4;



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

C. Auslegung der Resilienz

ii. Informationstechnik

In der Informationstechnik ist der Diskurs zur Resilienz gemessen an der
Bedeutung des Begriffs in anderen Doméanen bislang noch eher klein. 3
Uberwiegend wird Resilienz hier als die Fahigkeit eines Informationssys-
tems gesehen, Verinderungen in seiner externen Umgebung zu bewilti-
gen.> Diese recht allgemeine Definition soll im Weiteren gescharft und
dabei die unterschiedlichen Konnotationen der Resilienz in den Berei-
chen Verlisslichkeit (1) und IT-Sicherheit (2) berticksichtigt werden. Diese
groflen Bereiche gegeniiberstellend und zusitzlich die Bereiche Netzwerk-
technik und Software-Entwicklung beriicksichtigend wird unter (3) ein
abschliefiendes Fazit fiir den Bereich der Informationstechnik gebildet.

(1) Verlasslichkeit

In der Forschung der Verldsslichkeit von informationstechnischen Syste-
men meint Verldsslichkeit (en: Dependability)3¢ selbst zundchst die Fahig-
keit eines Systems einen berechtigt vertrauenswiirdigen Dienst anzubieten;
ein berechtigt vertrauenswiirdiger Dienst liegt wiederrum dann vor, wenn
Ausfille desselben nicht iiber ein akzeptables Maf$ an Haufigkeit und
Schwere hinaus gehen.3”

Die Resilienz wurde hier von Avizienis/Laprie als ein Synonym fiir Feh-
lertoleranz (en: Fault Tolerance) verstanden.?® Dem Konzept der Fehler-
toleranz liegt eine im Englischen sprachlich ausdifferenzierte Fehlerkette
zugrunde, die nachfolgend illustriert wird.3

314 Heeks/Ospina, IS] (Information Systems Journal) 2019, 70 (71ff.)

315 Wie zuvor.

316 Ebenso iibersetzend und kritisch zur Ubersetzung als ,Zuverlissigkeit*: Pfitzmann,
DuD 1993, 539 (540).

317 Das Erfordernis der Vertrauenswiirdigkeit ergibt sich aus der Abhdngigkeit von
einem System, d.h. aufgrund der Abhangigkeit von einem System bzw. einem Dienst
muss auf dessen Verldsslichkeit vertraut werden (konnen); Avizienis et al, IEEE
TDSC 2004, 11 (13, 22)

318 Avizienis et al., IEEE TDSC 2004, 11 (14, 27).

319 Avizienis et al., IEEE TDSC 2004, 11 (15ff.); B. Randell/P. Lee/Treleaven, ACM
CSUR 1978, 123 (125 1.); Berger et al., ACM CSUR, Vol. 54 (2022), Heft 7,1 (81f.); in
der Netzwerktechnik auch: Sterbenz et al., Computer Networks 2010, 1245 (1246).
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Fault Error Failure

passive Elemente die Fehlerhafter Zustand an einer Fehler wirkt extern in den
durch Aktivierung zu oder mehreren Komponenten betroffenen Dienst, d.h. er fiihrt

,Error* fiihren. intern, d.h. im System zu einem Dienstausfall
Fehlerhafter Input .
durch andere p (intern) (extern)
Systeme/ o Programmierfehler o Schadsoftware
K}:)mponen . o Schwachstellen o Angriff

Abbildung 6: Fehlerkette in der Verldsslichkeit

Die Fehlertoleranz wird definiert als das Vermeiden eines Dienstausfalls
(en: Service Failure) angesichts von Fehlern (en: Faults).3?0 Ein Dienst-
ausfall liegt vor, wenn der tatsdchlich erbrachte Dienst von dem korrek-
ten Dienst abweicht, d.h. die entsprechende Systemfunktion nicht erfiillt
wird.??!

Sie umfasst hierfiir zunachst die Erkennung des fehlerhaften Zustands
(en: Error detection) sowie die anschlieflende Wiederherstellung (en: Re-
covery).3?? Letztere bezieht sich sowohl auf die Beseitigung des fehlerhaften
Zustands (en: Error Handling) als auch auf die Beseitigung bzw. das dau-
erhafte Verhindern der Reaktivierung der diesen Zustand auslésenden Ele-
mente (Fault Handling).3?* Entsprechend o.g. Definition soll somit durch
die Fehlertoleranz das Versagen des Dienstes und im Ergebnis eine Beein-
trachtigung der Verlésslichkeit vermieden werden.324

320 Avizienis et al, IEEE TDSC 2004, 11 (14).

321 Dies schliefSt sowohl die vollstindig als auch teilweise fehlende, zeitliche Verfiig-
barkeit des Dienstes als auch die die inhaltlich fehlerhafte Diensterbringung ein:
Avizienis et al., IEEE TDSC 2004, 11 (13, 18 f.).

322 Avizienis et al., IEEE TDSC 2004, 11 (24 ff.).

323 Wie zuvor.

324 Avizienis et al., IEEE TDSC 2004, 11 (14).
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C. Auslegung der Resilienz

Fault Tolerance/Resilience

Error Detection — erkenne fehlerhaften Zustand
Recovery
—{ Error Handling — beseitige fehlerhaften Zustand
- Rollback
- Rollforward

- Compensation

—{ Fault Handling — Verhindern das fehlerhafter
Zustand wieder auftritt (durch
Behebung oder Ausschluss der
Reaktivierung des Faults)

Abbildung 7: Fault Tolerance/Resilience

In dieser Methodik ist besonders das reaktive Element der Resilienz er-
kennbar: Falls ein fehlerhafter Zustand eingetreten ist, soll dieser erkannt
und sodann beseitigt werden. An Beseitigungsmethoden®?> steht zunichst
der sog. Rollback zur Verfiigung, d.h. das System wird in einen vorherigen,
fehlerfreien Zustand zuriickversetzt. Beim Rollforward hingegen wird ein
neuer, fehlerfreier Zustand hergestellt. SchliefSlich besteht die Moglichkeit
der Kompensation, d.h. der fehlerhafte Zustand wird durch den Einsatz
von Redundanzen gewissermafien ,maskiert, so dass er sich nicht mehr als
Dienstausfall auswirkt.

Spater wurde Resilienz von Laprie mit Blick auf die Verldsslichkeit um-
fassender definiert als ,die Bestdndigkeit von Verlasslichkeit bei Verande-
rungen.’?¢ Damit bezieht sich die Resilienz nicht nur auf die Fehlertoleranz,

325 Avizienis et al., IEEE TDSC 2004, 11 (25).

326 En: “Resilience is defined as the persistence of dependability when facing changes”;
Laprie, in: 38th IEEE/IFIP International Conference on Dependable Systems and
Networks (DSN), From Dependability to Resilience, G8-G9. Andersson et al., in:
Calinescu/Di Giandomenico, Software Engineering for Resilient Systems, 11 (13).
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sondern auch auf die Fehlerpréivention, die (nicht akute) Fehlerentfernung
und die Fehlervorhersage.??” Diese Verschiebung des Fokus® auf Verdnde-
rungen war und ist demnach geboten, da die modernen groflen und
vernetzten Informationsinfrastrukturen als ubiquitére Systeme stdndig mit
Veridnderungen, insbesondere hinsichtlich der Bedrohungslage, konfron-
tiert sind. Um Resilienz zu gewidhrleisten, miissen sich Systeme somit insbe-
sondere an diese Verdnderungen anpassen konnen (en: evolvability);3?8 die
Veranderungen lassen sich dabei in funktionale und strukturelle Verdnde-
rungen unterteilen. Funktionale Verdnderungen meinen in diesem Kontext
verdnderte Anforderungen der Nutzer:innen an das System.’?® Dagegen
beziehen sich strukturelle Verdnderungen auf die eingesetzte Technologie
und die Umwelt, z.B. ein Fehler in einer Komponente oder auch eine ver-
dnderte Bedrohungslage durch Angreifer:innen.?3? Diese Verdnderungen,
gegen die das informationstechnische System resilient sein soll, konnen
dabei insbesondere auch unvorhergesehen auftreten.3*!

Neben den zuvor dargestellten Anpassungen im Rahmen der Fault
Tolerance einschliefllich der Wiederherstellung haben andere Forschende
auch weitere Resilienzaspekte entwickelt, etwa die maflvolle Degradation,
d.h. dass ein Dienstlevel reduziert wird, ohne einen kompletten Ausfall zu-
zulassen (z.B. ein geringerer Funktionsumfang).3*> Soweit die entsprechen-
den Anpassungen von den informationstechnischen Systemen autonom
erfolgen, wird auch von ,selbst-adaptiven Systemen® gesprochen.® Als

327 Laprie, in: 38th IEEE/IFIP International Conference on Dependable Systems and
Networks (DSN), From Dependability to Resilience, G8-G9; ausfiihrlich zu diesen
Begriffen: Avizienis et al., IEEE TDSC 2004, 11 (24 ff.)

328 Laprie, in: 38th IEEE/IFIP International Conference on Dependable Systems and
Networks (DSN), From Dependability to Resilience, G8-G9.

329 Z.b. gestiegene Lastanforderungen: Laprie, in: Fourth IEEE International Sympo-
sium on Network Computing and Applications, Resilience for the Scalability of
Dependability, 5 (5); Andersson et al., in: Calinescu/Di Giandomenico, Software
Engineering for Resilient Systems, 11 (15); zum holistischen Verstandnis von ,,Funk-
tion (d.h. nicht nur wie hier Nutzeranforderungen, sondern auch Sicherheitsanfor-
derungen) in dieser Untersuchung: S. 202.

330 Wie zuvor.

331 Laprie, in: 38th IEEE/IFIP International Conference on Dependable Systems and
Networks (DSN), From Dependability to Resilience, G8-G9; Andersson et al., in:
Calinescu/Di Giandomenico, Software Engineering for Resilient Systems, 11 (11);
Cdmara et al., Computing 2013, 689 (689).

332 Andersson et al, in: Calinescu/Di Giandomenico, Software Engineering for Re-
silient Systems, 11 (16).

333 Cdmara et al., Computing 2013, 689 (690).
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C. Auslegung der Resilienz

weitere Aspekte der Resilienz neben den skizzierten Kernelementen werden
auch genannt:*** Erstens die Bewertbarkeit in Bezug auf die Effektivitat
der Resilienz. Zweitens die Nutzbarkeit von Resilienztechniken sowohl
fiir Administrator:innen als auch mit Blick auf die Anforderungen der
Nutzer:innen. Und schliefllich die Diversitit des Systems, um sog. Single
Points of Failure (SPOF) zu vermeiden, d.h. dass ein singuldres Ereignis
alle (redundant vorgehaltenen) Komponenten gleichermaflen betriftt.

(2) IT-Sicherheit

ODb und inwieweit die o0.g. Verlasslichkeit auch die IT-Sicherheit bereits mit
einschliefst, ist zweifelhaft. IT-Sicherheit ldsst sich als der Schutz eines in-
formationstechnischen Systems vor unautorisierten Eingriffen verstehen.?%
Dabei sind die Schutzziele Vertraulichkeit, Integritdt und Verfiigbarkeit von
Informationen33® und Informationstechnik®” angesichts solcher Eingriffe
zu wahren.

Auch bei Avizienis/Laprie et al. wurde die IT-Sicherheit im Rahmen
der Verldsslichkeit nicht von Anfang an beriicksichtigt, sondern erst zu
einem spéteren Zeitpunkt einbezogen33® und auch die Fehlertoleranz bzw.
Resilienz wie oben dargestellt hierauf erstreckt.®* Diese Integration der
IT-Sicherheit in die Verldsslichkeit wird teilweise insbesondere mit Blick
auf die sehr unterschiedlichen Terminologien kritisch gesehen.340

334 Laprie, in: 38th IEEE/IFIP International Conference on Dependable Systems and
Networks (DSN), From Dependability to Resilience, G8-G9.

335 Vgl. Eckert, IT-Sicherheit, S.6; Avizienis/Laprie/Randell, Fundamental Concepts
of Dependability, 2001, S.3; L. Fischer/Lehnhoff, in: Ruth/Goessling-Reisemann,
Handbook on resilience of socio-technical systems, 316 (318).

336 DIN, ISO/IEC 27000:2017, S. 12, Ziff. 2.33 (Definition: Informationssicherheit); BSI,
IT-Grundschutz-Kompendium, 2023, Glossar, S. 3.

337 Solms/van Niekerk, Computers & Security, Vol. 38 (2013), 97 (98); Whitman/Mat-
tord, Principles of Information Security, S. 8.

338 Folglich wurden in der sehr weiten Definition des Fehlers (fault) sowohl intern als
auch extern ausgeloste sowie fahrldssige ebenso wie absichtlich, boswillig ausgeloste
Fehler umfasst; Avizienis et al., IEEE TDSC 2004, 11 (15); Ahnlich zur Resilienz als
Eigenschaft sowohl fiir Verldsslichkeit als auch IT-Sicherheit: Berger et al., ACM
CSUR, Vol. 54 (2022), Heft 7,1 (8).

339 Wohl zustimmend, da auch auf , Angriffe“ abstellend: W. J. Zhang/Lin, Enterprise
Information Systems, Vol. 4 (2010), Heft 2, 99 (102).

340 Mit einem alternativen Vorschlag zur Integration: Jonsson/Olovsson, in: Pham/
Hamza, Proceedings of the IASTED International Conference on Reliability, Quali-
ty Control and Risk Assessment, 93 (93 ff.).
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Jedenfalls hat die IT-Sicherheit auch eine eigene historische Entwicklung
hinter sich, die sich zumeist auch unabhingig von der Verldsslichkeit voll-
zog>*! Auch hier wurde die Resilienz als wichtiges Merkmal erkannt und
definiert. Dabei wird sie mitunter auch ausdriicklich neben den klassischen
Schutzzielen genannt.*#? Fiir die Bestimmung der Resilienz ist demnach im
Ausgangspunkt anzuerkennen, dass Bedrohungssituationen unvermeidbar
sind, standig wiederkehren und es dabei auch zumindest zu partiellen Fehl-
funktionen der Verteidigung kommen wird. Dies ist insbesondere auf eine
starke Ungewissheit beziiglich der drohenden Ereignisse zuriickzufiihren,
da sich die Angriffsformen schnell weiterentwickeln.3** Im Falle eines sol-
chen unvorhergesehenen, durchbrechenden Angriffs miisse es das Ziel sein,
»Ressourcen und [auszufiihrende] Operationen zu priorisieren, besonders
wichtige Schliisselwerte und Systeme vor den Angriffen zu beschiitzen
und am Ende einen normalen operativen Zustand wiederherstellen zu
kénnen“3** Dazu gehort auch die soziotechnische Komponente, also die
Mitarbeitenden, einzubeziehen.34>

Zur Resilienz in der IT-Sicherheit gehoren laut Singer/Friedman im Er-
gebnis drei Elemente:34¢ Das erste Element ist die Fahigkeit [durch flexible
Anpassung] die beabsichtigte Leistungsfahigkeit auch unter verschlechter-
ten Bedingungen (Ereignis) erbringen zu kénnen.*¥ Dazu muss indes auch
(vorgelagert) die Erkennung dieses Ereignisses gehoren, da andernfalls eine
Anpassung nicht moglich ist. Zweitens muss schnellstméglich die schon
angesprochene Wiederherstellung stattfinden. Und drittens muss aus den
Ereignissen gelernt werden, um in Zukunft besser mit Angriffen umgehen
zu kénnen.

341 Avizienis et al., IEEE TDSC 2004, 11 (22); grundlegend zur Information Security:
Saltzer/Schroeder, Proc. IEEE 1975, 1278 (1278 ft.).

342 Singer/Friedman, Cybersecurity and cyberwar, S. 36.

343 Collier et al., Computer 2014, 70 (70); I. Linkov/Kott, in: Kott/Linkov, Cyber Re-
silience of Systems and Networks, 1 (2).

344 Singer/Friedman, Cybersecurity and cyberwar, S. 35.

345 Collier et al., Computer 2014, 70 (75); Singer/Friedman, Cybersecurity and cyber-
war, S. 171

346 Singer/Friedman, Cybersecurity and cyberwar, S.170 f.; dhnlich auch: “ability of the
system to prepare, absorb, recover and adapt to adverse effects”: I. Linkov/Kott, in:
Kott/Linkov, Cyber Resilience of Systems and Networks, 1 (12).

347 Vgl. Alt, Die Sachverstindigen 2020, 169 (170).
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(3) Weitere Teilbereiche und Fazit

Ob Resilienz im Kontext der spezifischen IT-Sicherheit begrifflich anders
verstanden werden muss als im klassischen Bereich der Verlésslichkeit, ist
zweifelhaft. Methodisch zeigen sich zumindest starke Uberschneidungen
wie die Erkennung des fehlerhaften Zustands sowie die anschlieflende
Behebung bzw. Abwehr desselben. Danach soll in beiden Fillen aus dem
Ereignis ,gelernt” werden, indem die auslosenden Elemente dauerhaft de-
aktiviert bzw. die entsprechenden Angriffspfade geschlossen werden.

Auf sachlicher Ebene konnen sich indes Unterschiede ergeben, insbe-
sondere bei der Betrachtung von typischerweise in der Verlésslichkeit
adressierten, fahrldssig oder zufillig ausgelosten Ereignissen einerseits und
andererseits die fiir die IT-Sicherheit priagenden, absichtlich agierenden
Akteure, was zu unterschiedlichen Ausgestaltungsanforderungen fithren
kann:348 Soweit es z.B. bei zufilligen Fehlern wie etwa Hardware-Defekten
oder Naturkatastrophen zu Ausfillen kommen kann, reicht zur Herstellung
der Resilienz im Sinne der Verlésslichkeit unter Umstanden bereits eine
blofle Redundanz der jeweiligen Komponenten oder Systeme. Ein(e) An-
greifer:in, welche(r) diese Struktur kennt, kénnte dann aber mit nur einer
Schadsoftware die identischen, redundanten Systeme und Komponenten
ausschalten und so diese Backup-Sicherung leicht iiberwinden.** Somit
sind fiir die Resilienz in der IT-Sicherheit zumindest eine heterogene Red-
undanz®? (Diversitit) oder sogar ginzlich andere Resilienzmechanismen
erforderlich. Fiir die abstrakte begriffliche Bestimmung der Resilienz im
vorliegenden Kontext erscheinen aber sowohl das Verstdndnis der IT-Si-
cherheit als auch der Verlésslichkeit zumindest als Ausgangsbasis nutzbar.

Neben den bereits genannten grofien Stromungen der Verldsslichkeit
und der IT-Sicherheit sind noch zwei konkretere Teilbereiche zu nennen,
die beziiglich der Resilienz im Bereich der Informationstechnik Hinweise
geben konnen:

Zum einen die Netzwerktechnik’®!, in der Resilienz v.a. die Fahigkeit be-
trifft mit stark schwankenden Lasten umgehen zu kénnen. Eine hohe Last-

348 Singer/Friedman, Cybersecurity and cyberwar, S.171.

349 I Linkov/Kott, in: Kott/Linkov, Cyber Resilience of Systems and Networks, 1 (13);
Singer/Friedman, Cybersecurity and cyberwar, S.170.

350 L. Fischer/Lehnhoff, in: Ruth/Goessling-Reisemann, Handbook on resilience of
socio-technical systems, 316 (337).

351 Vgl. L. Xie et al., in: Hutchison/Denazis/Lefevre/Minden, Active and Programmable
Networks, 83 (831.).
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3. Kapitel: Die Resilienz in der DSGVO

phase kann einerseits durch sog. flash crowd events, also einem plétzlichen
Anstieg legitimen Datenverkehrs (en: Traffic) entstehen,’? z.B. eine hohe
Last auf den Servern, die VoIP-Dienste anbieten, infolge der Ausgangsbe-
schrankungen im Rahmen der Corona-Krise. Andererseits kann eine solche
Lastphase auch boswillig durch sog. DDoS-Angriffe ausgelost werden, bei
denen ein Botnetz unerwiinschten Traffic in Form von ,sinnlosen® Anfra-
gen durchfiihrt, mit dem expliziten Ziel die Server und Netzwerke zu {iber-
lasten.?>3 Mitunter sind ausgekliigelte DDoS-Angriffe aber gar nicht ohne
Weiteres von legitimem Datenverkehr zu unterscheiden.3>* Folglich muss
»Resilienz hier sowohl auf angriffsbedingte als auch auf an sich legitime
Lastspitzen eine Antwort bieten. Gleiches gilt generell bei lokalen Ausfillen
von Knotenpunkten in einem Netzwerk, bei denen es ebenfalls nicht darauf
ankommt, ob dies durch einen Angriff oder einen Fehler geschieht.?>> Ein
resilientes Netzwerk bietet und erhilt trotz solcher Einwirkungen zumin-
dest noch ein ,,akzeptables Dienstniveau“3>¢

In der Softwareentwicklung kann man auch von ,Resilient Software De-
velopment® sprechen, wobei Software-Resilienz ganz dhnlich, wenn auch
detaillierter definiert wird als ,die Fahigkeit, das Ausmafl und/oder die
Dauer von Stérungsereignissen zu reduzieren. Die Effektivitat einer resili-
enten Anwendungs- oder Infrastruktursoftware hangt von ihrer Fihigkeit
ab, ein potenziell stérendes Ereignis zu erkennen, zu absorbieren, sich
anzupassen und/oder sich schnell davon zu erholen.3%

Insgesamt bleibt festzuhalten, dass die Resilienz in der Informations-
technik die Reaktion auf verschiedene Ereignisse wie Angriffe, fehlerhafte
Systemzustdnde, Lastspitzen in Netzwerken oder Programmstoérungen be-
schreibt. Dabei soll das in Rede stehende Ereignis zundchst in einer akuten

352 Vgl. Andersson et al., in: Calinescu/Di Giandomenico, Software Engineering for
Resilient Systems, 11 (13).

353 R. Grimm/Waidner, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 33 (44, 49),
Rn. 44, 73 ff;; LG Diisseldorf, Urt. v. 22.03.2011 - 3 KLs 1/11, MMR 2011, 624 (624),
mit Anmerkung Bir, S. 625f.

354 Vgl. Eckert, IT-Sicherheit, S. 12.

355 Bishop et al, in: Proceedings of the 2011 workshop on New security paradigms
workshop (NSPW), Resilience is more than availability, 95 (95).

356 L. Xie et al, in: Hutchison/Denazis/Lefevre/Minden, Active and Programmable
Networks, 83 (84). Sterbenz et al., Computer Networks 2010, 1245 (1246).

357 Englisches Original: “the ability to reduce the magnitude and/or duration of disrup-
tive events. The effectiveness of a resilient application or infrastructure software
depends on its ability to anticipate, absorb, adapt do and/or recover rapidly from a
potentially disruptive event” In: Merkow/Raghavan, Secure and resilient software,
S.1f.
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Phase erkannt und bewiltigt werden, um eine Beeintrichtigung des jewei-
ligen Dienstes mdglichst zu verhindern oder andernfalls die Funktionsfa-
higkeit des Dienstes schnellstméglich wiederherzustellen. Aufierdem soll
eine Reaktivierung der Elemente, die das Ereignis ausgeldst haben fiir die
Zukunft méglichst ausgeschlossen werden.

Ungeachtet dessen, dass sich fahrlassige und zufillige Ereignisse, wie sie
tradiert von der Verldsslichkeit erfasst werden, einerseits und vorsatzliche
Sicherheits-Ereignisse andererseits, oft ohnehin nicht unterscheiden lassen
(wie etwa in der Netzwerktechnik), so ist eine Differenzierung auf definito-
rischer Ebene der Resilienz jedenfalls auch nicht erforderlich. Allein auf der
Mafinahmenseite kdnnen sich insoweit Unterschiede ergeben.

iii. Kritische Infrastrukturen

Einen weiteren Referenzbereich fiir die technische Resilienz bilden die
kritischen Infrastrukturen. Kritische Infrastrukturen sind ,Organisationen
und Einrichtungen mit wichtiger Bedeutung fiir das staatliche Gemeinwe-
sen, bei deren Ausfall oder Beeintrichtigung nachhaltig wirkende Versor-
gungsengpisse, erhebliche Stérungen der offentlichen Sicherheit oder an-
dere dramatische Folgen eintreten wiirden.*>® Im RegE BSIG wird nun in
§ 2 Nr. 22 stattdessen der Begriff ,kritische Anlagen® verwendet.?>® Erfasst
werden u.a. Einrichtungen aus den Sektoren Energie, Wasser, Erndhrung
sowie Informationstechnik und Telekommunikation.

In der bereits untersuchten Informationstechnik steht die Resilienz von
IT-Systemen im Fokus. Der Resilienzbegriff geht im Bereich kritischer
Infrastrukturen notwendigerweise noch dariiber hinaus, da etwa bei En-
ergieerzeugungsanlagen eingebettete IT-Systeme (Embedded Systems) vor-
liegen, die mit den {ibrigen Bestandteilen ein cyber-physisches sowie ein
soziotechnisches Gesamtsystem bilden.3% Kernziel der Resilienz ist hier,
dass die von der kritischen Infrastruktur erbrachte Dienstleistung nicht
unterbrochen wird.

358 BMI, Nationale Strategie zum Schutz Kritischer Infrastrukturen, 2009, S. 3.

359 Kipker/Dittrich, MMR 2023, 481 (4811.).

360 Vgl. Alsubaie/Alutaibi/Marti, in: Rome/Theocharidou/Wolthusen, Critical Informa-
tion Infrastructures Security, 43 (50); Gazos, in: Polarisierte Welten: Verhandlungen
des 41. Kongresses der Deutschen Gesellschaft fiir Soziologie, Die soziomateriel-
le Konstitution von Cybersicherheit in der Dynamik kritischer Informationsinfra-
strukturen, S.1, 3.
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Dieses Ziel ist weiter gefasst als das Verstdndnis der Informationstechnik,
soweit diese nur auf die Funktionalitdt der IT-Systeme abstellt. Durch die
Einbettung sind die IT-Systeme nicht mehr isoliert, sondern im Kontext
des Gesamtsystems zu betrachten, etwa bei der Frage wie ein IT-System
bei Ausfall einer physischen Komponente reagiert. Umgekehrt kann ein
defekter Steuerungsdienst in einem Kraftwerk den Generator schidigen
und so einen Abbruch der Stromerzeugung herbeifiihren. Auch die soziale
Komponente (mithin das Personal) ist bei kritischen Infrastrukturen ergin-
zend zu berticksichtigen, hier jedoch nicht nur beziiglich der Informations-
technik, sondern beziiglich des ganzen cyber-physischen Systems.

In der wissenschaftlichen Literatur3®! ldsst sich zwar keine feststehende
Definition, aber zumindest ein grober Konsens dahingehend feststellen,
dass unter Resilienz die Fihigkeit eines Systems verstanden werden kann,
»internen/externen Belastungen standzuhalten und sich von ihnen zu erho-
len.32 Das Ziel der Resilienz liegt somit in der Gewahrleistung einer mog-
lichst kontinuierlichen bzw. schnell wiederherstellbaren Funktionalitdt3¢3
dieses Gesamtsystems angesichts solcher Belastungen.

d. Gesellschaftliche Resilienz / Katastrophenschutz

Die gesellschaftliche oder auch ,soziale Resilienz“3¢4 ist vor allem mit Blick
auf zwei Kategorien von Ereignissen bedeutsam: Einerseits schleichende,
lingerfristige Ereignisse bzw. Veranderungen wie z.B. der Klimawandel und
andererseits abrupte Storereignisse in Gestalt von Katastrophen.3%
Aufgrund der hoheren Vergleichbarkeit mit Daten- und IT-Sicherheits-
vorfillen wird nachfolgend nur auf letzteres eingegangen. Unter Katastro-
phenschutz werden somit im hiesigen Kontext alle Mafinahmen verstan-
den, die (ggf. schon vorher vorbereitet) auf den Eintritt einer Katastro-

361 Eine exemplarische Ubersicht findet sich bei: Alsubaie/Alutaibi/Marti, in: Ro-
me/Theocharidou/Wolthusen, Critical Information Infrastructures Security, 43
(45).

362 Y. Fang/Zio, in: Gritzalis/Theocharidou/Stergiopoulos, Critical Infrastructure Secu-
rity and Resilience, 97 (98 f.) mw.N.

363 Ebd.

364 Definiert als ,Widerstandigkeit sozialer Gemeinschaften®: Bonfs, in: EndrefS/Maurer,
Resilienz im Sozialen, 15 (26).

365 Wie zuvor; Vgl. OECD, Concepts and dilemmas of State building in fragile situa-
tions, 2009, S.17.
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phe®%¢ reagieren und versuchen diese zu bewaltigen. Insofern ist er dem
(technischen) IT-Sicherheitsrecht ereignis-chronologisch nachgelagert, et-
wa wenn die Katastrophe in Form eines grofiflichigen Stromausfalls infolge
des Versagens ein oder mehrerer kritischer Energieerzeugungsanlagen vor-
liegt.367

Da Katastrophen trotz aller Bemithungen nicht immer vorherhergesehen
und damit auch nicht durch ,planende Vorausschau® verhindert werden
konnen,*%® kommt der Resilienz mit ihren Aspekten der Anpassung wih-
rend der Katastrophe bzw. der Regeneration nach einer solchen eine beson-
dere Bedeutung zu.3®® Dementsprechend lasst sich als Kerngedanke hier
»die Moglichkeit, mit negativen Folgen von Ereignissen durch unterschied-
lichste Strategien fertigzuwerden“”? identifizieren. Dass der Resilienz in
diesem Sinne heute grofie Bedeutung zukommt ist auch Ausdruck einer
Verlagerung, mit der der Fokus sich nicht mehr nur auf die préventive Re-
duktion der Verletzlichkeit (auch Resistenz genannt)3”! beschrénkt, sondern
insbesondere auch darauf bezogen wird, eine starke Resilienz im Katastro-
phenfall zu gewihrleisten.”2

Das Bundesamt fiir Bevolkerungsschutz und Katastrophenhilfe (BBK)
definiert Resilienz noch recht abstrakt als ,Fdhigkeit eines Systems, Ereig-
nissen zu widerstehen bzw. sich daran anzupassen und dabei seine Funkti-
onsfahigkeit zu erhalten oder moglichst schnell wieder zu erlangen®®3 Das
USA National Research Council ist in seiner Definition hingegen deutlich
detaillierter: ,Die Fahigkeit, widrige Ereignisse abzuwehren, sich darauf
vorzubereiten, sie einzukalkulieren, zu verkraften, sich davon zu erholen
und sich ihnen immer erfolgreicher anzupassen.” Auch das United Nations
Office for Disaster Risk Reduction (UNDRR) verfolgt einen solch umfassen-
den Ansatz, indem es Resilienz definiert als die ,Fahigkeit eines Systems,
einer Gemeinschaft oder Gesellschaft, die Gefahren ausgesetzt ist, den

366 BBK, Online-Glossar des BBK, 2024, Definition Katastrophe.

367 Dies gilt umgekehrt aber nicht fiir Katastrophen, die etwa durch Naturereignisse
ausgelost werden.

368 Wiirtenberger, in: Baumeister, Staat, Verwaltung und Rechtsschutz, 561 (564).

369 Vgl. Bonfs, in: Endref3/Maurer, Resilienz im Sozialen, 15 (19f.); dhnlich auch: Hife-
le/Renn/Erdmann, in: Hafele, Energiesysteme im Ubergang, 375 (408).

370 Kriiger/Max, Resilienz im Katastrophenfall, S. 31.

371 Longstaff, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resilienz in der offe-
nen Gesellschaft, 259 (263 ft.).

372 Korff, in: Lewinski, Resilienz des Rechts, 23 (23).

373 BBK, Online-Glossar des BBK, 2024, Definition Resilienz.
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Auswirkungen einer Gefahr rechtzeitig und effizient zu widerstehen, sie
zu absorbieren, sie aufzunehmen, sich an sie anzupassen, sie zu transfor-
mieren und sich von ihnen zu erholen, auch durch die Erhaltung und
Wiederherstellung ihrer wesentlichen Grundstrukturen und -funktionen
durch Risikomanagement.

Spezifischer auf die Fragen sozialer Aspekte bei Katastrophen ldsst sich
auch die soziale Resilienz in drei inzwischen bereits vertraut erscheinende
Aspekte unterteilen:¥> Als erstes die Fahigkeit der Gesellschaft eine Kata-
strophe durch Anpassung einzuddimmen und sie durch flexible Reaktion
zu ertragen. Zweitens sich von einem durch die Katastrophe ausgelosten
Tiefpunkt der Funktionalitit der Gesellschaft wieder zu erholen. Und
schliefSlich aus der Katastrophe und den Konsequenzen in konstruktiver
Weise zu lernen um kiinftig (noch) resilienter zu werden.”® Als wesentliche
(positive) Resilienzfaktoren werden insoweit ein starkes Zusammengeho-
rigkeitsgefiihl der Gesellschaft, eine gemeinsame Weltanschauung, vertrau-
ensgetragene Fithrung sowie ziviles Engagement und aktive Offentlichkeits-
beteiligung genannt.*”’

Zunehmend verbreitet sind auch sehr iibergreifende Ansitze, eine Nati-
on bzw. eine Gesellschaft als Gesamtsystem moglichst resilient zu gestalten,
indem sie (praventiv) so gestaltet wird, dass menschliche, 6konomische
und 6kologische Schiaden durch widrige Ereignisse bestmdglich vermieden
werden kénnen.¥8

374 UNDRR (vormals: UNISDR), https://www.undrr.org/terminology/resilience,
zuletzt abgerufen am 12.04.2024.

375 Elran, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resilienz in der offenen
Gesellschaft, 291 (294 1.).

376 Siehe hierzu auch Berkes, Nat Hazards, Vol. 41 (2007), 283 (287).

377 Elran, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resilienz in der offenen
Gesellschaft, 291 (295 1.).

378 Cutter et al., Environment: Science and Policy for Sustainable Development 2013,
25; dhnlich auch: Schweizerischer Bundesrat, Nationale Strategie zum Schutz kriti-
scher Infrastrukturen 2018-2022, 08.12.2017, S. 516, Kap. 6.2; vgl. auch: OECD, Con-
cepts and dilemmas of State building in fragile situations, 2009, S.17f, wobei der
resiliente Staat hier als positiver Gegenpol zum fragilen Staat angesehen und sich
vor allem durch einen funktionierenden Gesellschaftsvertrag (en: social contract)
zwischen Staat und Gesellschaft auszeichnet. Letzteres wird insbesondere dann
angenommen, wenn der Staat in der Lage ist die gesellschaftlichen Erwartungen an
ihn zu erfiillen.
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C. Auslegung der Resilienz
e. IT-Sicherheitsrecht

Im Nachfolgenden soll auf Anforderungen aus dem IT-Sicherheitsrecht
iw.S. eingegangen werden. Dabei wird zunéchst eine allgemeine Einfiih-
rung mit der Verwendung des Resilienzbegriffs nicht nur in européischen
Gesetzen, sondern insbesondere auch bereits zuvor in Politikansdtzen und
Strategien der EU-Kommission gegeben (i.). Anschlieflend wird konkret
auf die (sofern vorhandenen) Definitionen der Resilienz im (RegE) BSIG
und der NIS(2)-RL, dem RefE KRITIS-DachG, dem IT-Sicherheitsgesetz
fir Banken: DORA®® und dem die Agentur der EU fiir Cybersicherhit
(ENISA) einrichtenden CSA38 eingegangen (ii-v). Schliefilich folgt noch
ein internationaler Blick auf die Definitionen in (IT-)Sicherheitsstrategien
aus der Schweiz und den USA (vi.-vii.).

i. Einfithrung

Der Begriff der Resilienz ist zumindest im europdischen Kontext der IT-Si-
cherheit an sich nicht unbekannt. Bereits seit 2007 wird der Begriff , Resili-
enz” von der EU-Kommission in diesem Kontext regelmiflig verwendet.8!
Die Titigkeit der EU-Kommission in dem Bereich der europdischen IT-Si-
cherheit lasst sich schon auf das Jahr 2001 zurtickfithren,?®2 in der die Euro-
péische Kommission einen Vorschlag fiir einen europaischen Politikansatz
im Bereich der Sicherheit der Netz- und Informationssysteme einbrachte.38
Das Ziel der ,Erhohung der Sicherheit und der Widerstandsféhigkeit® (en:
resilience) wurde dann 2006 mit der Strategie fiir eine sichere Informati-
onsgesellschaft noch wenig prominent eingefiihrt.3%* Die darauf folgende,
starkere Positionierung des Resilienzbegriffs wird u.a. auf die Cyber-Angrif-
fe in Estland 2007 zuriickgefiihrt, die gewissermafien zu einem Weckruf
in der EU gefiihrt haben.?> Denn an diesem jenseits der finanziellen Scha-

379 EU-VO 2022/2554, Digital Operational Resilience Act.

380 EU-VO 2019/881, Cyber Security Act, Cybersecurity Act.

381 Dewar, The European Union and Cybersecurity, S. 173.

382 Dewar/Dunn Cavelty, in: Schilnemann/Kneuer, E-Government und Netzpolitik im
europdischen Vergleich, 281 (283).

383 EU-Kommission, KOM (2001) 298 endgiiltig, 06.06.2001.

384 EU-Kommission, KOM(2006) 251 endgiiltig, 31.05.2006, S. 7; s. auch Entschlieflung
d. europiischen Rates, EU-ABI. 2007 C 68/3.

385 Dewar, The European Union and Cybersecurity, S. 166 ff.
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den3® an sich nicht sehr folgenschweren Angriff zeigte sich exemplarisch
die immer starker werdende Abhidngigkeit von Netz- und Informationssys-
temen und zwar sowohl mit Blick darauf, dass die Auswirkungen eines
Ausfalls mit der wachsenden Zahl der digitalisierten Lebensbereiche immer
grofler werden, als auch, dass aufgrund der technischen Interdependenz
entsprechende Ausfille in einzelnen Mitgliedsstaaten potenziell kaskaden-
artige Ausfalle in ganz Europa auslosen konnen.3%

Zum Schutz des europdischen Binnenmarktes®® sollten die entsprechen-
den Infrastrukturen in Anbetracht solcher Ereignisse daher mdglichst resi-
lient ausgestaltet sein. Ausdriicklich definiert wird ,Resilienz“ in diesem
Zusammenhang jedoch nicht. Zumindest Anhaltspunkte liefert die Cyber-
security-Strategie 2013, die der ,Cyber Resilience® einen eigenen Abschnitt
widmet:*% Demnach kann diese insbesondere dazu dienen, ,grenziiber-
greifende Risiken und Bedrohungen einzuddmmen und in Notféllen auf
koordinierte Weise zu reagieren.“ Besonders hervorgehoben werden mit
Blick auf Sicherheitsvorfalle koordinierte Prozesse zur ,Pravention, Erken-
nung, Folgenminderung und Reaktion®, einschliefllich der Erméglichung
eines europaweiten Informationsaustauschs. Auch der private Sektor selbst
sollte seine Resilienz gegeniiber Cyberangriffen stiarken. In diesem Zusam-
menhang wird die ,Reaktion auf Sicherheitsvorfille, die Ermittlung der
Ursachen und die Durchfiihrung [retrospektiver] cyberforensischer Unter-
suchungen® genannt. Im Kontext der Cyberverteidigungspolitik wird die
Resilienz von Kommunikations- und Informationssystemen in diesem Do-
kument auflerdem mit der ,Erkennung komplexer Cyberbedrohungen, der
Reaktion darauf und der Wiederherstellung danach® assoziiert.>*°

An diesem Punkt lasst sich bereits festhalten, dass Resilienz Bewalti-
gungsmethoden fiir Sicherheitsvorfille umschreibt: Hierzu kénnen insbe-
sondere deren moglichst frithzeitige Erkennung, die Reaktion wahrend
des Vorfalls sowie die Minimierung der Folgen bzw. die Wiederherstellung

386 M. Schmidt, Cyberkrieg gegen Estland macht Westen ratlos, Tagesspiegel vom
30.05.2007 in: Tagesspiegel, 30.05.2007.

387 Dewar, The European Union and Cybersecurity, S. 172.

388 Fiir den Bereich der nationalen Sicherheit, zu der man diese Frage sicherlich auch
zéhlen konnte, fehlte der EU die Kompetenz; der EU-Cybersicherheit liegt daher
ein sozio-6konomisches Verstindnis mit Fokus auf den Schutz der europdischen
Wirtschaft zugrunde. s. Dewar, The European Union and Cybersecurity, S. 175 ff.

389 EU-Kommission, JOIN(2013) 1 final, 07.02.2013, Kap. 2.1, S.5ff; in der deutschen
Fassung: ,Widerstandsféhigkeit.

390 EU-Kommission, JOIN(2013) 1 final, 07.02.2013, Kap. 2.3, S.13; in der deutschen
Fassung: ,Robustheit.
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gezahlt werden. Ein hoher Stellenwert wird dabei auch organisatorischen
Aspekten wie der Zusammenarbeit der beteiligten Akteure zur Vermeidung
der Ausbreitung von Sicherheitsvorfillen eingerdumt, so dass der Begriff
auf das soziotechnische Gesamtsystem abzielt und nicht auf (einzelne)
IT-Systeme beschrénkt bleibt.

ii. RegE BSIG und NIS2-RL

Im deutschen IT-Sicherheitsrecht, insbesondere in § 30 RegE BSIG (wie
auch dem damit umgesetzten Art. 21 NIS2-RL) ist das Erfordernis der Res-
ilienz noch nicht eingefiihrt. Gleiches gilt fiir die Sicherheitsdefinitionen
nach § 2 Nr. 36 RegE BSIG, Art. 6 Nr. 1 NIS2-RL.

Allerdings finden sich einige Erwdhnungen der Resilienz: So findet sich
z.B.in § 51 RegE BSIG die aus Art. 28 der NIS2-RL {ibernommene Vorgabe:
,Um einen Beitrag zur Sicherheit, Stabilitdit und Resilienz des Domain
Name Systems zu leisten, sind Top Level Domain Name Registries und
Domain-Name-Registry-Dienstleister verpflichtet, genaue und vollstindige
Domain-Namen-Registrierungsdaten in einer eigenen Datenbank im Ein-
klang mit dem Datenschutzrecht in Bezug auf personenbezogene Daten mit
der gebotenen Sorgfalt zu sammeln und zu pflegen.”

Daneben findet sich va. in der NIS2-RL noch eine Vielzahl weiterer
Erwihnungen, allerdings ohne ein definiertes Begriffsverstindnis zu er-
moglichen: So wiirde etwa die Schwachstellendatenbank der ENISA die
Resilienz erhohen (EG 63), die Resilienz der Lieferkette von IKT-Diensten,
-Systemen und -Produkten miisse sichergestellt werden (EG 91) und Mel-
dungen {iber Vorfille miissten hinreichend detailliert sein, damit andere
Einrichtungen daraus wichtige Lehren ziehen und ihre Resilienz erhdhen
konnten (EG 101).3%

Diese inhaltlich wenig detaillierte Verwendung des Resilienzbegriffs in
der NIS2-RL uberrascht insoweit besonders, da laut EG 2 derselben seit
Inkrafttreten der NIS-RL ,erhebliche Fortschritte bei der Stirkung der
Cyberresilienz der Union erzielt worden.”

391 Weitere Erwdhnungen finden sich in EG 2, 5, 55, 85, 100, 109 sowie Art. 7 Abs. 2 lit i)
NIS2-RL. Auch in der NIS-RL wurde die Resilienz bereits in EG 13 und Art. 9 Abs. 3
genannt; im BSIG hingegen bislang nicht.
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3. Kapitel: Die Resilienz in der DSGVO

iii. RefE KRITIS-DachG

Weiterhin ist der Referentenentwurf des KRITIS-DachG, mit dem die
europdische RL 2022/2557 iiber die ,Resilienz kritischer Einrichtungen®
(RKE-RL) umgesetzt werden soll, zu beriicksichtigen. Dieses Gesetz soll
zwar nicht der Gewdhrleistung der IT-Sicherheit, sondern der physischen
Sicherheit dienen - dabei aber gleichwohl zu den Regelungen der IT-Si-
cherheit eine ,grofitmaogliche Kohdrenz® erreichen,’®? so dass sich dieses
Gesetz hier als weiterer Ansatzpunkt auch fiir die Auslegung der Resilienz
in der Datensicherheit anbietet.

Nach §2 Nr.5 RefE KRITIS-DachG umfasst Resilienz ,die Fahigkeit
eines Betreibers kritischer Anlagen, einen Vorfall zu verhindern, sich davor
zu schiitzen, darauf zu reagieren, einen solchen abzuwehren, die Folgen
eines solchen Vorfalls zu begrenzen, einen Vorfall aufzufangen, zu bewalti-
gen und sich von einem solchen Vorfall zu erholen;* Ein Vorfall ist nach
§2 Nr.9 RefE KRITIS-DachG ,ein Ereignis, das die Erbringung einer
kritischen Dienstleistung erheblich stort oder storen konnte.”

In §10 Abs.1 RefE KRITIS-DachG werden die einzelnen Resilienzmaf3-
nahmen genannt, wobei die Elemente nach §2 Nr.5 konkretisiert und
erganzt werden. Dariiber hinaus enthélt Anhang 1 praktische Resilienzmaf3-
nahmen und nennt unter anderem Notfallvorsorge, Mafinahmen des Ob-
jektschutzes (Zaune, Sperren), Zugangskontrollen iV.m. Personaleinteilun-
gen nach Kritikalitat der wahrgenommenen Funktion und entsprechenden
Zugangsrechten sowie Sensibilisierungen des Personals.

Im Ergebnis soll Resilienz demnach Storungen der kritischen Dienstleis-
tung (etwa der Wasserversorgung) mit Blick auf die Sicherheit der Anlagen
(jenseits der IT-Sicherheit) moglichst ausschlieflen. Dabei wird laut Ent-
wurfsbegriindung mit der Pflichtennorm des § 10 RefE KRITIS-DachG ein
»risikobasierter All-Gefahren-Ansatz beim Ergreifen von Mafinahmen zur
Starkung der Resilienz verfolgt.%*

392 BMI, Referentenentwurf zum KRITIS-DachG, 21.12.2023, S. 1 f.
393 BMI, Referentenentwurf zum KRITIS-DachG, 21.12.2023, S. 60 f.

148

- am 19,01.2026, 23:05:4;



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

C. Auslegung der Resilienz
iv. Digital Operational Resilience Act (DORA)

Im Finanzsektor besteht innerhalb des IT-Sicherheitsrechts der Digital
Operational Resilience Acts (DORA) als lex specials gegeniiber dem RegE
BSIG bzw. der NIS2-RL.3

Im DORA ist ,digitale operationale Resilienz“ in Art.3 Nr.1 definiert
als ,,die Fahigkeit eines Finanzunternehmens, seine operative Integritat und
Betriebszuverldssigkeit aufzubauen, zu gewihrleisten und zu tberpriifen,
indem es [...] das gesamte Spektrum an IKT-bezogenen Fahigkeiten sicher-
stellt, die erforderlich sind, um die Sicherheit der Netzwerk- und Informati-
onssysteme zu gewahrleisten, die von einem Finanzunternehmen genutzt
werden und die kontinuierliche Erbringung von Finanzdienstleistungen
und deren Qualitét, einschlief3lich bei Stérungen, zu unterstiitzen.*

Festzuhalten ist zunéchst, dass Resilienz auch hier als (aktive) Fahigkeit
verstanden wird. Inhaltlich werden hierunter alle IKT-bezogenen Fahigkei-
ten zur Gewihrleistung der Sicherheit der Netzwerk- und Informationssys-
teme erfasst. Damit ermdoglicht diese Definition allerdings keine inhaltliche
Konturierung der Resilienz; vielmehr wird insofern eher ein Gleichlauf mit
dem IT-Sicherheitsbegriff in dem Sinne geschaffen, dass alle Mafinahmen
(insbesondere auch das IKT-Risikomanagement, Art.5 Abs.1 DORA) auf
eine Erhohung der Resilienz und auf die Gewéhrleistung von IT-Sicherheit
einzahlen, so dass kein eigenstindiger Anwendungsbereich fiir die Resili-
enz verbleibt. Allerdings werden in den Art. 10 (Erkennung) Art. 11 (Reak-
tion und Wiederherstellung) und Art. 13 (Lernprozess und Weiterentwick-
lung) auch spezifische, dem Resilienzkonzept zuordnungsfihige Aspekte
beschrieben.

v. Cybersecurity-Act (CSA)

Eine weitere wesentliche Entwicklung der Resilienz findet sich im Cyber-
Security-Act (CSA), der ebenfalls zum IT-Sicherheitsrecht gezahlt werden
kann.3% In EG 2 wird festgestellt, dass insbesondere im Bereich IoT ,die Si-
cherheit und Abwehrfdhigkeit [eng.: security and resilience] dieser Gerite

394 Siehe EG 28 NIS2-RL.

395 Diese europdische Verordnung (2019/881) regelt die Befugnisse der Agentur der
Europiéischen Union fiir Cybersicherheit (ENISA). Zu deren Aufgaben gehort es
nach EG 24, 25 insbesondere die Umsetzung der NIS-RL zu unterstiitzen.
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3. Kapitel: Die Resilienz in der DSGVO

schon bei der Konzeption [bislang] nicht ausreichend beriicksichtigt wur-
den®. Mithin wird Resilienz hier nun auch von der Makroebene komplexer
Netz- und Informationssysteme auf einzelne IoT-Gerdte herunterskaliert.
Ungeachtet dessen wird der Resilienzbegriff aber auch hier auf hoherer
Ebene verwendet, etwa in Bezug auf einzelne Mitgliedsstaaten oder die
europdische Union; auf dieser Makroebene sollen die Mitgliedsstaaten
demnach insbesondere einen strukturierten Informationsaustausch iiber
Cybersicherheitsrisiken und Mafinahmen pflegen, um nationale Kapazita-
ten und abgestimmte Verfahren aufzubauen und so im Ergebnis die Resili-
enz insgesamt zu stirken.3

vi. Strategie zum Schutz kritischer Infrastrukturen (Schweiz)

Auch in anderen Lindern wird Resilienz bereits im Kontext der Sicher-
heit einschliefllich der IT-Sicherheit kritischer Infrastrukturen als regulato-
rischer Begriff verwendet: In der Schweiz ist Resilienz als Bestandteil der
vom Schweizerischen Bundesrat beschlossenen ,Nationale[n] Strategie zum
Schutz Kritischer Infrastrukturen® genannt und anders als im européischen
Rechtsrahmen auch schon mit einer feststehenden Definition ausdifferen-
ziert: Demnach seien kritische Infrastrukturen in der Zielvorstellung resili-
ent, wenn ,grofiflichige und schwerwiegende Ausfille moglichst verhindert
und die Funktionsfahigkeit im Ereignisfall méglichst rasch wieder gewéhr-
leistet werden kann.*®” Hierfiir wird Resilienz definiert als ,die Fahigkeit
eines Systems, [...] intern oder extern verursachten Stérungen zu wider-
stehen (Widerstandsfahigkeit) und die Funktionsfahigkeit moglichst zu er-
halten (Anpassungsfahigkeit) respektive moglichst schnell und vollstindig
wiederzuerlangen (Regenerationsfahigkeit). 98

396 EG 39 CSA; siehe zur Skalierbarkeit des Resilienzbegriffs auch: Bjérck et al, in:
New Contributions in Information Systems and Technologies, Cyber Resilience -
Fundamentals for a Definition, 311 (312); Bodeau/Graubart, Cyber Resiliency Engi-
neering Framework, Sep. 2011, S. 37.

397 Grundlegend: Schweizerischer Bundesrat, Nationale Strategie zum Schutz kritischer
Infrastrukturen 2018-2022, 08.12.2017, S. 515 f.

398 Schweizerischer Bundesrat, Nationale Strategie zum Schutz kritischer Infrastruktu-
ren, 16.06.2023, S.3; Schweizerischer Bundesrat, Nationale Strategie zum Schutz
kritischer Infrastrukturen 2018-2022, 08.12.2017, S. 515 f.
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C. Auslegung der Resilienz

vii. Strategic Plan 2023-2025 (USA)

In den USA hat sich der Begriff seit mehreren Jahren als prominenter
Begriff im Bereich des Schutzes kritischer Infrastrukturen etabliert.® So
spricht auch die Strategie der Cybersecurity and Infrastructure Security
Agency (CISA)*% fiir die Jahre 2023-2025 von Risikoreduktion und Resili-
enzstarkung an Amerikas kritischer Infrastruktur.#! ;Dabei wird Resilienz
als die Fahigkeit definiert, sich auf veranderte Bedingungen vorzubereiten
und sich an sie anzupassen. Das bedeutet, dass die kritische Infrastruktur
in der Lage sein muss, Storungen, vorsatzlichen Angriffen, Unfillen oder
natlirlich auftretenden Bedrohungen oder Zwischenféllen standzuhalten
und sich schnell davon zu erholen. Eine resiliente Infrastruktur muss dem-
nach auch robust, agil und anpassungsfahig sein:“492 Demgegeniiber wird
Sicherheit (Security) definiert als die ,Reduktion von Risiken fiir kritische
Infrastrukturen durch Eindringen, Angriffe oder die Auswirkungen von Na-
turkatastrophen oder vom Menschen verursachten Katastrophen durch den
Einsatz von physischen Mitteln oder defensiven Cyber-Mafinahmen.“403

Hieran zeigt sich, dass die Gewdhrleistung von Resilienz von der Risi-
koreduktion im Rahmen der IT-Sicherheit zu unterscheiden ist. Dieser
Differenzierung wird spater im Rahmen der systematischen Auslegung
noch weiter nachgegangen. Im Ubrigen lassen sich auch hier dhnlich der
Schweizer KRITIS-Strategie die Elemente des Widerstands, der Anpassung
an und der Erholung nach einem Ereignis isolieren.*4

399 Teilweise wird er auch als ,,Ersatz® fiir den Begriff des Schutzes kritischer Infrastruk-
turen verstanden: Fekete/Grinda/Norf, in: Wink, Multidisziplindre Perspektiven der
Resilienzforschung, 215 (222).

400 Die CISA ist in den USA eine Bundesbehorde und zugleich Teil des Ministeriums
fiir innere Sicherheit (en: Department of Homeland Security), siehe auch: https://w
ww.dhs.gov/topics/cybersecurity, zuletzt abgerufen: 19.04.2024.

401 CISA, Strategic Plan 2023-2025, Sep. 2022, S. 16 ff.

402 Original (en): “Resilience may be defined as the ability to prepare for and adapt
to changing conditions. This means being able to withstand and recover rapidly
from disruptions, deliberate attacks, accidents, or naturally-occurring threats or
incidents. Resilient infrastructure must also be robust, agile, and adaptable.”; CISA,
A Guide to Critical Infrastructure Security and Resilience, Nov. 2019, S. 11.

403 Original (en): “Security may be defined as reducing the risk to critical infrastructure
from intrusions, attacks, or the effects of natural or man-made disasters, through
the application of physical means or defensive cyber measures” CISA, A Guide to
Critical Infrastructure Security and Resilience, Nov. 2019, S. 11.

404 Siehe zu diesen Elementen ausfithrlicher auch schon: NIAC, Critical Infrastructure
Resilience, 08.09.2009, S. 12 f.
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viii. Fazit

Insgesamt bleibt der Begriff Resilienz im europdischen und nationalen
IT-Sicherheitsrecht eher unscharf und fiir die Ermittlung eines prazisen
Wortlautverstindnisses ungeeignet. Zu haufig wird er als Schlagwort im
Rahmen der Gewahrleistung von IT-Sicherheit und (Cyber)resilienz ver-
wendet.

In der DORA zeigt sich mit der Definition der ,digitalen operationalen
Resilienz® eine weitgehende Gleichsetzung von Resilienz und IT-Sicherheit.
Gleichzeitig werden aber zumindest auch resilienzspezifische Mafinahmen
(Erkennung, Reaktion und Wiederherstellung sowie einen Lernprozess)
verlangt. Der CSA fordert in Art.1 Abs.1 zwar sowohl ,ein hohes Niveau®
der Cybersicherheit als auch der Cyber-Resilienz (zit: ,Fahigkeit zur Ab-
wehr von Cyberangriffen, eng.: cyber resilience), definiert letztere aber
nicht. Mit diesem Schlagwort bestimmt der EU-Gesetzgeber folglich nur
ein iibergreifendes Ziel, das anzustreben und bei dessen Erreichen gleich-
sam die Sicherheit gewdhrleistet sei. In eben diese Richtung weist auch der
CRA-E, der eine horizontale Regelung zur IT-Sicherheit von Produkten
darstellt, aber trotz der Resilienz im vorgesehenen Gesetzestitel und mehr-
facher Nennung im Gesetzestext als auch in den Erwéagungsgriinden diesen
Begriff in keiner Weise inhaltlich nutzbar macht.

Ahnlich verhilt es sich auch mit der NIS2-RL, dem RegE BSIG und dem
RefE KRITIS-DachG. Letzterer liefert zwar eine Methodendefinition, die
erneut auch mogliche Resilienzelemente wie die Reaktion auf Vorfille oder
die Folgenbegrenzung sowie die Erholung von Vorfillen beinhaltet; sie
bezieht sich aber im Ubrigen v.a. auf ein klassisches, risikobasiertes Vorge-
hen (§10 Abs.1S.2 RefE KRITIS-DachG) und umfasst insbesondere auch
typische Sicherheitsaspekte wie etwa den Objektschutz durch Zdune und
Sperren. Dadurch schafft diese Definition nicht die nétige Abgrenzung zum
bisherigen Sicherheits- oder Schutzbegriff. Stattdessen wird Resilienz hier
erneut als konsumierender Oberbegriff -in diesem Fall fiir die physische
Sicherheit- verwendet.

Einen etwas anderen Blickwinkel liefert hingegen die Schweizer KRITIS-
Strategie sowie der Strategieplan der US-amerikanischen CISA. Hier wird
zum einen eine prizise Definition mit unterschiedlichen Teilaspekten der
Resilienz als auch im Strategieplan der CISA sogar eine definitorische Ab-
grenzung zur IT-Sicherheit geliefert. Diese Aspekte kénnen die Wortlaut-
auslegung somit entscheidend bereichern.
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3. Synthese

Auf Basis der beschriebenen Begriffsverstandnisse und den dahinterstehen-
den Konzepten der Resilienz in den unterschiedlichen Doménen erfolgt
nun die Synthese derselben fiir das Wortlautverstindnis der Resilienz als
Rechtsbegriff in der Datensicherheit. Insgesamt zeigte sich die Resilienz
als Begriff sehr universell und lésst sich auf verschiedenste Objekte (Mate-
rialien, Menschen, Okosysteme, kritische Infrastrukturen) beziehen. Das
Nationale Institute of Standards and Technologie (NIST) weist dement-
sprechend verschiedene Definitionen fiir Resilienz aus, je nachdem auf
welches Objekt sie sich bezieht.*0> Fiir die Auslegung des Resilienzbegrifts
ist folglich zu beachten, dass dieser nach Art. 32 Abs.1litb) DSGVO neben
Diensten insbesondere auf Systeme bezogen wird. Insofern liegt es nahe
jenen Verstindnissen der Resilienz ein gesteigertes Gewicht in der Synthese
einzurdumen, die sich ebenfalls auf die Resilienz von Systemen beziehen.

In den Bereichen der IT-Sicherheit, der kritischen Infrastrukturen so-
wie dem Katastrophenschutz zeigte sich auflerdem spezifischer, dass die
entsprechenden Verstdndnisse und Definitionen ein soziotechnisches Sys-
tem voraussetzen. Dabei war insbesondere festzuhalten, dass die Resilienz
sich hier nicht auf das technische System beschrinken darf, sondern die
Mitarbeitenden miteinbezogen werden miissen, um etwa nach einem tech-
nischen Zwischenfall eine gewisse Ordnung aufrechtzuerhalten, die Scha-
densausbreitung zu vermindern oder ggf. auch Mafinahmen zur Wieder-
herstellung einzuleiten.°® Thnen kommt insoweit anders als den meisten
technischen Systemen die Fihigkeit zu, sich angesichts von {iberraschenden
Vorfillen adaptiv zu verhalten.*” Auf den Aspekt des soziotechnischen
Systemverstdndnisses der Resilienz wird in der systematischen Auslegung
mit Blick auf den Systembegriff in Art. 32 Abs. 11it b) DSGVO noch zuriick-
zukommen sein.

Hinsichtlich der Auslegung des Resilienzbegriffs als solchem bildet zu-
néachst gleichwohl der psychologische Resilienzbegriff als die prigende

405 Dort u.a. fiir Systeme, Organisationen oder Nationen; Ross et al., Developing cyber
resilient systems, 2019, S.71f; dhnlich auch: Bjérck et al, in: New Contributions
in Information Systems and Technologies, Cyber Resilience - Fundamentals for a
Definition, 311 (312).

406 Vgl. auch: Gazos, in: Polarisierte Welten: Verhandlungen des 41. Kongresses der
Deutschen Gesellschaft fiir Soziologie, Die soziomaterielle Konstitution von Cyber-
sicherheit in der Dynamik kritischer Informationsinfrastrukturen, S. 4.

407 Wie zuvor.
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Domiéne das Fundament fiir die weitere Bestimmung. Er offeriert ein
grundlegendes Verstindnis, indem er die erfolgreiche Anpassung an bzw.
die Erholung nach widrigen Lebensumstidnden adressiert. Mit Blick auf die
Unabdingbarkeit der Konfrontation mit widrigen Lebensumstinden wird
der Charakter des Konzepts deutlich, nachdem Gegenstand der Resilienz
jedenfalls nicht die Vermeidung bzw. der Ausschluss der schidigenden Er-
eignisse als solcher sein kann. Vielmehr gilt es nach diesem Verstdndnis der
Resilienz solche unvermeidbaren, ,umweltbedingten Risikoerfahrungen®
und insbesondere deren ,erwartete Folgen“ méglichst gut zu bewaltigen. 408
Dieses Definitionsmerkmal als Umgang mit unvermeidbaren, widrigen Er-
eignissen®® liefRe sich auch uneingeschrinkt auf die deutsche Ubersetzung
»Belastbarkeit® {ibertragen, da dieser Begriff impliziert, dass das Auftreten
von Belastungen nicht verhindert werden kann und diese somit ausgehal-
ten werden missen.*? Weiterhin lasst sich abstrahierend festhalten, dass
bestimmte Faktoren die entweder an dem Subjekt (hier dem System) an-
setzen oder sich aus dessen Verhiltnis zu seiner Umgebung ergeben, die
Resilienz als Ergebnis begiinstigen oder schwichen. Diese Faktoren konn-
ten in der Datensicherheit durch Mafinahmen beschrieben bzw. ausgefiillt
werden. Gleichzeitig sollte wie in der Psychologie davon ausgegangen wer-
den, dass die Resilienz stets nur eine Momentaufnahme ist und nicht als
statische Eigenschaft einem Subjekt per se anhaftet.#!! SchliefSlich diirfte
auch die Steigerung der Resilienz durch einen ,Abhértungseffekt in der
Erholungsphase, bei dem aus den bisherigen Ereignissen gelernt wird, fiir
die Datensicherheit ein wesentlicher Baustein sein.

Weiterhin gibt der 6kologische Resilienzbegriff entscheidende Impulse
fiir das Verstandnis von Resilienz: Zundchst ist die Anpassungsphase in
der Okologie besonders charakteristisch. Hierbei wird auf die Fahigkeit
zur Einnahme qualitativ verschiedener Zustinde abgestellt und weniger auf
eine Riickkehr zu einem primairen, stabilen Zustand, wie es das technische
Verstiandnis propagiert.*? Dies lasst sich auf informationstechnische Syste-
me und Dienste allerdings nur bedingt iibertragen, da auch hier zwar ein

408 Rutter, Development and psychopathology 2012, 335 (336); Brockling, Resilienz:
Uber einen Schliisselbegriff des 21. Jahrhunderts, 2017, S. 8.

409 Vgl. in diesem Sinne im Datenschutzrecht bereits: DSK, Standard-Datenschutzmo-
dell, B.119, S.22; Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32,
Rn. 39.

410 Brockling, Resilienz: Uber einen Schliisselbegriff des 21. Jahrhunderts, 2017, S. 8.

411 Park et al., Risk analysis 2013, 356 (359).

412 Vgl. Davoudi, Planning Theory & Practice 2012, 299 (300 f.).
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C. Auslegung der Resilienz

abweichender Zustand z.B. in Form eines Notfallmodus mdglich und ggf.
sogar sinnvoll erscheint, das mittel- bis langfristige Ziel aber in der Regel
die Riickkehr zu einem ,Normalzustand® und dem eigentlichen Leistungs-
programm ist.*® Eine gewissermaflen freie evolutiondre Anpassung ist bei
IT-Systemen und Diensten insoweit kaum mdoglich. Technische Systeme
sind anders als 6kologische Systeme Ausdruck einer menschlichen Intenti-
on und sind somit dahingehend konzipiert einen bestimmten Dienst zu
erbringen,** wovon sie nicht ohne weiteres transformatorisch abweichen
konnen und sollen.'> Somit ist insgesamt ein Verstdndnis der Resilienz
anzuwenden, wie es in anthropozentrischen Resilienzverstindnissen wie
der technischen Resilienz (mit Blick auf den Menschen auch in der Psycho-
logie) und innerhalb der Okologie allenfalls noch in der Klima(schutz)for-
schung zugrunde liegt, bei dem nur ein intendierter, stabiler Zustand des
Systems bzw. des Dienstes als Mafistab fiir die Resilienz vorliegt. Eine
evolutiondre Anpassung ist bei der Resilienz als Datensicherheitsprinzip
nur insoweit moglich, als dass moderne IT-Systeme mdglichst autonom
aus Ereignissen lernen und sich optimierend anpassen sollen, um kiinftig
besser auf solche vorbereitet zu sein.#® Aber dieser Prozess bleibt auf die
Sicherheit der Systeme und Dienste beschrinkt. Dass sich IT davon unab-
héngig z.B. an gednderte Nutzeranforderungen anpassen soll, ist jedenfalls
kein Aspekt der Resilienz im Kontext der Datensicherheit.

Dariiber hinaus ist der Aspekt der quantitativen Resilienz zu beachten,
der in der Okologie in Form von schwankenden Populationsgrofien auf-
tritt. Dieser Aspekt lasst sich fiir die Informationstechnik in dem Sinne
nutzbar machen, dass ein System in der Lage sein soll bei einem widrigen

413 ,You want your computer to bounce back and do what it was designed to do” Long-
staff, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resilienz in der offenen
Gesellschaft, 259 (265 f.). Gleichzeitig weist Longstaff aber auch auf die bestehende
Tendenz hin, technische Systeme stiarker nach 6kologischem Vorbild zu gestalten.

414 Vgl. Park et al., Risk analysis 2013, 356 (357), die insoweit ebenfalls attestieren, dass
zwischen der Anwendung des Resilienzbegriffs auf 6kologische bzw. technische Sys-
teme differenziert werden muss, da nur letztere eine Intentionalitit (nach hiesigem
Verstandnis: die Erbringung eines bestimmten Dienstes) aufweisen.

415 Vgl. Heeks/Ospina, IS] (Information Systems Journal) 2019, 70 (72) mit Verweis
auf ihre Literaturrecherche zur Resilienz bei Informationssystemen, nach der die
iiberwiegende Mehrheit der untersuchten Literatur eine Wiederherstellung der Sys-
temleistung (bounce back) anstrebt, eine fortentwickelnde Anpassung (bounce for-
ward) konnte hingegen nur in 3 Literaturquellen gefunden werden.

416 Vgl. mit englischer Bezeichnung ,Evolvability, welche als Teil der Resilienz konti-
nuierliches Lernen und Optimieren beschreibt: Berger et al., ACM CSUR, Vol. 54
(2022), Heft 7, 1 (11); Ratasich et al., IEEE Access 2019, 13260 (13271).
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Ereignis zu schwanken, d.h. seine Leistung in Form des Dienstangebots
graduell abzusenken, aber nach Moglichkeit ein schlagartiges und vollstan-
diges Ausfallen des Dienstes zu verhindern.

Ebenso ist die Vorstellung von Grenzen der Resilienz sowohl aus dem
okologischen als auch dem technischen Verstdndnis transferfahig: Unab-
hingig davon ob es nun um das Aussterben eines multistabilen Okosystems
oder die Unmdoglichkeit zur Riickkehr eines Ausgangszustands nach dem
technischen Verstindnis geht: Die abzuleitende Erkenntnis ist, dass das
Maf3 an Belastungen beschrieben werden muss, mit dem ein (hier informa-
tionstechnisches) System trotz vorhandener Resilienz méglicherweise nicht
mehr umgehen kann.*” Dies wirft zugleich die noch ungeklarte Frage nach
der Messbarkeit von Resilienz#8 auf, die an dieser Stelle aber nicht vertieft
werden soll.

In der Informationstechnik begriinden Avizienis/Laprie u.a. ein metho-
disch solides Verstandnis des Resilienzbegriffs als Fehlertoleranz, d.h. dass
aktiv werdende Fehler erkannt und bewiltigt werden miissen, so dass sie
nicht zu einem (vollstindigen) Ausfall der Systemfunktion in Gestalt des
Dienstes fithren. Die spiter von Laprie vorgenommene Ausdehnung des
Resilienzbegriffs u.a. auf die Fehlerpravention ist dagegen geeignet diese
methodische Klarheit zu konterkarieren; allerdings setzt diese Ausdehnung
mit der Hervorhebung einer sich verdndernden Umgebung und den des-
halb notwendigen Merkmalen insbesondere der Entwicklungsfahigkeit als
auch der Diversitit von Systemen auch fiir die Datensicherheit wichtige
Akzente. Mit Blick auf die IT-Sicherheit erscheinen insbesondere die Merk-
male der Erkennung eines Ereignisses (hier v.a. eines Angriffs), der Anpas-
sungsfahigkeit an ein solches sowie ggf. der Wiederherstellung nach einem
solchen einschliefllich eines Lerneffekts zentral auch fiir das Verstindnis
in der Datensicherheit. Aus der Netzwerktechnik kann ergédnzend abgelei-
tet werden, dass Resilienz auch bedeutet mit Ereignissen umzugehen, bei
denen gar nicht bekannt ist, ob es sich um einen vorsitzlichen Angriff oder
ein sonstiges Ereignis handelt (etwa im Falle des Erhalts (vermeintlich)
korrumpierter Daten). Dariiber hinaus folgt aus der IT-Sicherheit auch
die Erkenntnis, dass Resilienz gegen ungewisse Ereignisse wie etwa neue,
bislang unbekannte Angriffsformen gerichtet ist.

417 Resilienzmafinahmen werden im Datensicherheitsrecht insbesondere auch durch
das Merkmal der Angemessenheit beschrankt, siche dazu spiter: S. 182 f.

418 Heeks/Ospina, IS] (Information Systems Journal) 2019, 70 (72); Zobel/Khansa, De-
cision Sciences 2012, 687 (687 ff.).
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Das IT-Sicherheitsrecht bietet sich als Pate fiir das Datensicherheitsrecht
insofern an, als dass es dort ebenfalls um die staatlich vorgegebene Ge-
wahrleistung von Sicherheit in informationstechnischen Systemen zum
Schutz von zumindest auch grundrechtlich gepragten Schutzgiitern geht.
Allerdings besteht auch hier zumeist noch keine eindeutige Legaldefinition.
Als priagend fiir den Resilienzbegriff kann zumindest identifiziert werden,
dass er Bewiltigungsmethoden wie die Erkennung, die Reaktion, die Fol-
genminderung und die Erholung von bzw. auf Ereignisse(n) umschreibt.
Dabei sind insbesondere auch die Schweizer Strategie zum Schutz kriti-
scher Infrastrukturen sowie der Strategic Plan der CISA hervorzuheben, die
recht eindeutig die drei Elemente der (Widerstandsfahigkeit, Anpassungs-
fahigkeit und Regenerationsfahigkeit) beschreiben und damit ein hohes
Mafl an Operationalitit versprechen. Aus den Definitionen der CISA ist
weiterhin zu entnehmen, dass Resilienz anders als ,klassische Sicherheits-
gewahrleistung® nicht (unmittelbar) auf die Reduktion von Risiken gerich-
tet ist (ausfihrlich dazu auf S. 169 ff.).

Im Katastrophenschutz verdeutlicht sich schlieflich noch einmal die
schon in der Psychologie identifizierte Differenzierung zur Resistenz: So
geht es bei Resilienz nicht mehr vorrangig darum, widrige Ereignisse zu
verhindern (was insbesondere bei Naturkatastrophen oder auch Terroran-
schldgen naturgemaf’ nur begrenzt méglich ist), sondern v.a. um die Strate-
gie im Umgang mit einem eingetretenen Ereignis.

Aus vielen der untersuchten Begriffsverstandnissen wird auflerdem deut-
lich, dass sich die Resilienz i.d.R. nicht auf die Bewiltigung spezifischer Er-
eignisse richtet, sondern vielmehr den Blick auf das zu schiitzende Objekt
(in der Psychologie eine Person, bei Okologie und technischer Resilienz ein
System) selbst richtet, um dieses in seiner (generellen) Bewiltigungsfahig-
keit gegeniiber unterschiedlichsten und zumeist auch ungewissen, widrigen
Ereignissen zu stirken.*® Dieser Aspekt wird in der systematischen Ausle-
gung bei der Abgrenzung gegeniiber den klassischen, spezifischen Schutz-
zielen (Verfiigbarkeit, Vertraulichkeit und Integritat) nochmals vertieft.

419 So mit Blick auf Okologie, Ingenieurswissenschaft und Psychologie zur Ableitung
der Resilienz im Katastrophenschutz: Kriiger/Max, Resilienz im Katastrophenfall,
S. 66.
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4. Fazit

Ausgehend von der zuvor dargestellten Synthese ergibt sich fiir die Wort-
lautauslegung der Resilienz in der Datensicherheit folgendes Fazit und die
am Ende dieses Abschnitts dargestellte Arbeitsdefinition fiir die weitere
Auslegung.

Aus der Synthese lassen sich insbesondere drei fiir die Resilienz konstitu-
ierenden Elemente identifizieren: Es wurde gezeigt, dass fiir die Resilienz
die Fahigkeit zur Anpassung an ein (widriges) Ereignis als auch zur Rege-
neration nach einem solchen entscheidend sind. Beides setzt jedoch, wie
auch einige der untersuchten Resilienzansétze zeigten, zundchst voraus,
dass das Auftreten eines nicht vorhergesehenen (ungewissen) Ereignisses
zunéchst einmal von dem System moglichst frithzeitig erkannt wird (,,Ereig-
niserkennung).420

Die ,Anpassungsfihigkeit an ein Ereignis verfolgt das Ziel, die Auswir-
kungen des Ereignisses auf die Datensicherheit (z.B. auch durch manipu-
lierte Dienste) durch adaptive Mafinahmen méglichst gering zu halten.*2!
In diesem Zusammenhang ist insbesondere auch die nach dem &kologi-
schen Verstindnis wichtige Schwankungsfahigkeit zu sehen, d.h. die Mog-
lichkeit zur graduellen Absenkung anstelle eines Totalausfalls. Die ebenfalls
immer wieder genannte Widerstandsfihigkeit diirfte sich zumindest zum
Teil als Aktives widerstehen (z.B. durch die Aktivierung redundanter Struk-
turen) als Unterfall bzw. Synonym der Anpassung verstehen lassen.

Schliellich erwies sich die Fihigkeit zur Erholung als essenziell. Dies
umfasst sowohl die Wiederherstellung des ordnungsgemiflen Zustandes

420 So insbesondere bereits in der Informationstechnik, sowohl Fehler- (Verlasslichkeit)
als auch Ereigniserkennung (IT-Sicherheit): Informationstechnik, S. 133 ff. ; als
Merkmal der Resilienz auch bei M. Hansen, in: Simitis/Hornung/Spiecker gen.
Dohmann, Datenschutzrecht 2019, Art. 32, Rn. 45, S. Ritter, in: Schwartmann/Jas-
pers/Thiising/Kugelmann, DSGVO/BDSG, 2. Auflage 2020, Art.32, Rn.6l; als
Angriffserkennungssysteme: Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage
2021, Art.32, Rn.39; unabhingig von der Resilienz als beispielhafte Mafinahme
nach Art.25 Abs.1iV.m. Art.5 Abs. 1 litf): EDSA, Leitlinien 4/2019 zu Artikel 25,
20.10.2020, S. 33.

421 Vgl. M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht
2019, Art. 32, Rn. 42, 45; dhnlich auch: Jandt, in: Kihling/Buchner, Datenschutz-
Grundverordnung/BDSG, 4. Auflage 2024, Art. 32, Rn. 26; mit in vorheriger Fufno-
te genannten Einschrankungen EDSA, wie zuvor.
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(z.B. bei der Diensterbringung) als auch die Analyse und das Lernen aus
dem Ereignis,*?? um die Resilienz fiir die Zukunft zu verbessern.

Insgesamt ldsst sich damit als Arbeitsdefinition aus der Wortlautausle-
gung festhalten, dass Resilienz nach dem Wortlaut die Fihigkeit eines sozio-
technischen Systems beschreibt, ungewisse Ereignisse zu erkennen, sich an
diese anzupassen und sich nach einem solchen unter lernender Verbesserung
schnellstmoglich zu erholen.

III. Systematische Auslegung

Im Rahmen der systematischen Auslegung gilt es den Begriff der Resili-
enz gegeniiber dem iibrigen Art. 32 DSGVO rechtlich einzuordnen. Nach
Art.32 Abs.1 DSGVO sind alle Mafinahmen und somit auch jene zur
Gewihrleistung der Resilienz auf ein ,dem Risiko angemessenes Schutzni-
veau” auszurichten, so dass sich fiir die systematische Auslegung zunachst
die Frage stellt, wie sich die Resilienz mit dem schon angedeuteten Fokus
auf ungewisse Ereignisse gegeniiber dem Begriff sowie der Methodik des
Risikos positioniert (1.). Nach Art.32 Abs.1 litb) DSGVO soll aber nicht
nur die Resilienz, sondern auch die Vertraulichkeit, Integritdt und Verfiig-
barkeit der Systeme und Dienste sichergestellt werden. In einem zweiten
Schritt ist daher die Resilienz diesen Schutzzielen gegeniiberzustellen (2.)

1. Risiko

Der Risikobegriff bezieht sich nach Art. 32 Abs. 1 DSGVO auf die Schutzgii-
ter der ,Rechte und Freiheiten natiirlicher Personen®. Nach einer Einleitung
soll der Begriff des Risikos (b.) sowie die Risikomethodik (c.) ndher erldu-
tert werden.

a. Einleitung
Das Risiko ist ein essenzieller Abwégungsfaktor bei der Wahl von toM,

wozu auch die Resilienzmafinahmen gehoéren. Der Normadressat hat inso-
fern eine Entscheidung zu treffen, welche toM er auswéhlt, um den Norm-

422 Mit den in Fn. 420 genannten Einschrinken: EDSA, wie zuvor.
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auftrag der Gewihrleistung eines risikoangemessenen Schutzniveaus zu
erfiillen. Bei dieser Entscheidung ist eine Abwégung zwischen der Risikom-
inderung der zu ergreifenden toM und dem hierfiir notigen Aufwand (Im-
plementierungskosten) vorzunehmen.*?* Aufgrund des zentralen Elements
der Entscheidung im Rahmen dieses Normauftrags wird der Normadressat
in diesem Abschnitt (1. Risiko) als Entscheider bezeichnet.

b. Begriftsdefinition

Eine gesetzliche Definition des Risikos enthélt die DSGVO nicht. Aller-
dings wird der Begrift in der DSGVO in EG 75 zumindest durch die
zwei Dimensionen der ,Eintrittswahrscheinlichkeit“ und ,,Schadensschwe-
re“ konturiert.*>* Auch ergibt sich aus EG 75, dass die Risiken initial stets
~aus einer Verarbeitung personenbezogener Daten hervorgehe[n]® Die Ein-
trittswahrscheinlichkeit bezieht sich im Kontext des Art.32 DSGVO auf
den Eintritt von im Sinne der Datensicherheit unerwiinschten Ereignissen
und die Schadensschwere auf dessen Folgen.4

Fiir einen Risikoeintritt miissen weitere Umstande, namentlich Angriffe
oder sonstige Ereignisse, das Vorhandensein von Sicherheitsliicken*2¢ so-
wie ggf. das Fehlen bzw. die Unvollstindigkeit von Schutzmafinahmen??’
gegeben sein, die zu einer Beeintrichtigung von Rechten und Freiheiten
natiirlicher Personen fithren. Da der Eintritt dieser Umstédnde abhéngig von
der oder den Eintrittswahrscheinlichkeit(en) aber nicht sicher ist, stellt der
Risikobegriff stets nur eine beschreibende, antizipierende Anndherung an
eine unsichere Zukunft dar.48

423 Vgl. S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2.
Auflage 2020, Art.32, Rn. 95, wonach zumindest kein ,eklatantes Missverhéltnis®
bestehen darf.

424 Bieker/Bremert, ZD 2020, 7 (8).

425 Jandt, in: Kihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 32, Rn. 13; als ,Wahrscheinlichkeit und Schwere einer moglichen Rechts-
verletzung“ Grages, in: Plath, DSGVO, BDSG, TTDSG Kommentar, 4. Auflage 2023,
Art. 32, Rn. 4.

426 Grages, in: Plath, DSGVO, BDSG, TTDSG Kommentar, 4. Auflage 2023, Art. 32,
Rn. 4.

427 Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (401£.), Rn. 26.

428 Vgl. Scherzberg, in: Engel/Halfmann/Schulte, Wissen, Nichtwissen, unsicheres Wis-
sen, 113 (136).
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Die Datenschutzkonferenz (DSK) definiert das Risiko als

»das Bestehen der Moglichkeit des Eintritts eines Ereignisses, das selbst
einen Schaden (einschliefllich ungerechtfertigter Beeintrdchtigung von
Rechten und Freiheiten natiirlicher Personen) darstellt oder zu einem wei-
teren Schaden fiir eine oder mehrere natiirliche Personen fiihren kann. Es
hat zwei Dimensionen: Erstens die Schwere des Schadens und zweitens die
Wahrscheinlichkeit, dass das Ereignis und die Folgeschiden eintreten.?

Dies deckt sich zumindest teilweise mit den rechtlichen Vorgaben. Zutref-
fend ist zundchst, ,,das Bestehen der Moglichkeit® als Ausdruck der unsiche-
ren Zukunft an den Anfang zu stellen und insoweit mit dem Begriff der
Eintrittswahrscheinlichkeit zu beschreiben.

Das ,Ereignis” selbst sollte indes vom Schaden sprachlich getrennt blei-
ben. Zutreffend ist zwar, dass Ereignis und Schaden unmittelbar zusam-
menfallen kénnen, etwa wenn personliche Daten unbefugt offengelegt wur-
den. Nichtsdestotrotz sollte zwischen dem technischen Ereignis (also ins-
besondere, aber nicht ausschliefflich dem ,Sicherheitsvorfall“) und seinen
rechtlichen Auswirkungen bzw. Schiden konsequent differenziert werden.
Auch ist zu beachten, dass nicht jedes Ereignis auch zu einem Schaden
fithrt, d.h. es ist unzureichend hier nur von einer Eintrittswahrscheinlich-
keit auszugehen. Vielmehr besteht eine weitere Eintrittswahrscheinlichkeit
(an der ggf. auch mit Mafinahmen angesetzt werden kann), wonach das
Ereignis auch einen Schaden nach sich zieht.*3°

Den Komplementirbegriff zum Risiko bildet aus soziologischer Perspek-
tive die ,Sicherheit**! Nach der Uberschrift des Art.32 DSGVO soll die
»Sicherheit der Verarbeitung® gewdhrleistet werden. Da eine absolute Si-
cherheit im Sinne einer vollstindigen Risikofreiheit per se nicht erreicht,
sondern allenfalls eine (soziale) Fiktion darstellen kann,*32 reduziert Art. 32
DSGVO die Gewihrleistungsanforderung sachgemaf$ hin zu einem risiko-
angemessenen Schutzniveau; d.h. die Risiken miissen um ein angemessenes
Maf} gemindert werden.*3

429 DSK, Kurzpapier Nr. 18, 26.04.2018, S. 1.

430 Wohl ebenfalls (aber ausschliefflich) auf die Eintrittswahrscheinlichkeit des Scha-
denseintritts abstellend: Bieker, DuD 2018, 27 (30f.); vgl. auflerdem: DIN, ISO/IEC
27005:2022 (EN), S. 16.

431 Luhmann, Soziologische Aufklarung 5, S.128.

432 Wie zuvor.

433 Ausfiihrlich dazu sogleich auf S. 167.
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Insgesamt sollte Risiko darum definiert werden als

»die Eintrittswahrscheinlichkeit eines Ereignisses sowie eines Schadens an
den Rechten und Freiheiten natiirlicher Personen und dessen Schwere.

Diese Definition soll anhand der nachfolgenden Grafik noch einmal illus-
triert werden:

Wahrscheinlichkeit } + {
und durch oder infolge eines
Ereignisses hervorgerufene

Schwere des Schadens

Eintritt eines Eintritt eines an Rechten und Freiheiten
Ereignisses Schadens natiirlicher Personen

Abbildung 8: Risiko aus Wahrscheinlichkeit und Schadensschwere

Der Begriff des Ereignisses sollte dabei moglichst generisch verstanden wer-
den. Er kann zwar die Verletzung des Schutzes personenbezogener Daten
i.S.d. Art.4 Nr.12 DSGVO darstellen. Auch dieser kann aber noch ein
Ereignis vorausgegangen sein, z.B. ein Fehler und damit ein Verfiigbarkeits-
verlust in einem System. Insofern normiert die DSGVO mit der Verletzung
des Schutzes personenbezogener Daten nur einen ,datenbezogenen Sicher-
heitsvorfall; der system- oder dienstbezogene Sicherheitsvorfall, also eine
Verletzung der diesbeziiglichen Schutzziele, ist hingegen nicht ausdriicklich
benannt. Seine Bedeutung als Ursache fiir eine Verletzung personenbezoge-
ner Daten ergibt sich aber systematisch aus Art. 32 Abs. 1lit b) DSGVO.#34

Entsprechend kann die voranstehend beschriebene Kette von Ereignissen
und dem schlussendlichen Schaden erweitert werden, z.B. Manipulation
im System (Wahrscheinlichkeit a) fithrt mit Wahrscheinlichkeit b) zu einer
Veridnderung personenbezogener Daten, was mit Wahrscheinlichkeit ¢) zu
bestimmten Schdden an den Rechten und Freiheiten natiirlicher Personen
(EG 75, z.B. finanzieller Verlust) fithrt. Somit kénnen Risiken tiefgreifend
antizipiert und abgeschétzt werden. In der Praxis werden insbesondere
auch fiir eine granularere Darstellung der Eingriffe in informationstechni-
sche Systeme sog. Angriffsbdume verwendet.*3

434 Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (403), Rn. 30.
435 Liedtke, Informationssicherheit, S.176; Schneier, Dr. Dobb’s journal, Vol. 24 (1999),
Heft 12, 21 (21 £).
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Daraus wird auflerdem deutlich, dass sich das Risiko mit dem Eintritt
des Ereignisses der Verletzung des Schutzes personenbezogene Daten hau-
fig noch nicht endgiiltig realisiert hat. Vielmehr fiihrt die extensive Aus-
legung des Risikobegriffs dazu, dass sich das Risiko erst dann endgiiltig
verwirklicht hat, wenn infolge des Ereignisses auch ein Schaden in seiner
finalen Ausprdgung an den Rechten und Freiheiten natiirlicher Personen
eingetreten ist.

c. Methodik

Die Identifikation, die Analyse und die ggf. vorzunehmende Behandlung
von Risiken bedarf weiterhin einer bestimmten Methodik, die als ,Risiko-
management“ bezeichnet wird.43¢

i. Einleitung

In Art. 32 DSGVO ist ein Risikomanagement zunéchst nicht explizit vorge-
schrieben.*3” Allerdings ist es im Rahmen einer sog. Risikofolgenabschiit-

436 Bieker/Bremert, ZD 2020, 7 (8); ahnlich auch DSK, Standard-Datenschutzmodell,
S.49; weisen insofern daraufhin, dass der Begriff ,Risikomanagement® im Unter-
nehmensbereich an sich eine Methodik meint, um Risiken fiir ein Unternehmen
auf ein aus dessen Sicht annehmbares Maf$ zu reduzieren, was insbesondere von
der jeweiligen Risikoaffinitdt des Unternehmens abhangt. Der Begriff wird in die-
ser Untersuchung davon insofern abweichend verwendet, als dass die Methodik
nach hiesigem Verstdndnis stets auf das Ziel einer rechtlich unter Beriicksichtigung
des Verhiltnismafligkeitsgrundsatzes angemessenen Risikoreduktion gerichtet ist.
Auflerdem ist Risikoobjekt insofern nicht das ggf. als Verantwortlicher operierende
Unternehmen, sondern die durch die DSGVO geschiitzte betroffene Person; vgl. F.
Thoma, ZD 2013, 578 (578 f.); dhnlich auch Heinemann, in: Moos/Arning/Schefzig,
Die neue Datenschutz-Grundverordnung, 463 (466 f.), Rn. 10-13.

437 Ob ein solches Risikomanagement insbesondere auch mit Blick auf die erforderliche
Risikobeurteilung (siehe hierzu: Piltz/Zwerschke, in: Kipker/Reusch/Ritter, Recht
der Informationssicherheit 2023, Art. 32 DSGVO, Rn. 24 ff.) sowie das Erfordernis
der regelmifligen Uberpriifung, Bewertung und Evaluierung nach Art.32 Abs.1
lit d) DSGVO trotzdem bei Anwendung des Art. 32 Abs. 1 stets erforderlich ist, kann
an dieser Stelle dahingestellt bleiben. Es spricht jedoch aufgrund der genannten
Anforderungen einerseits viel dafiir; mit Blick auf die Verhaltnismafligkeit gerade
bei sehr kleinen Unternehmen oder Selbststindigen sind jedoch andererseits auch
Zweifel angezeigt, ob wirklich ein Risikomanagement im hier verstandenen Sinne
durchgefiihrt werden muss (oder ob es ggf. nicht auch hinreichend ist, wenn nur
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zung nach Art.35 DSGVO auch hinsichtlich der Datensicherheit vorge-
sehen.*3® Somit findet ein Risikomanagement (auch) hinsichtlich der Da-
tensicherheit jedenfalls dann statt, wenn die Voraussetzungen einer Risi-
kofolgenabschitzung nach Art.35 DSGVO (voraussichtlich hohes Risiko
der Verarbeitung (Art. 35 Abs. 1) oder Erfiillung eines Regelbeispiels nach
Art. 35 Abs. 3) gegeben sind. Bei den hier gegenstindlichen digitalen Diens-
ten diirfte dies regelméfiig bereits aufgrund des fiir die Personalisierung
vorgenommenen Profilings der Fall sein.**

Inhaltlich wird das Risikomanagement wie folgt konturiert: Nach Art 35
Abs.7 DSGVO sind insbesondere die Verarbeitungsvorgénge zu beschrei-
ben, die daraus resultierenden Risiken zu bewerten und durch entspre-
chend vorzusehende Abhilfemafinahmen zu bewiltigen. Auch die Erwa-
gungsgriinde 77 und 90 DSGVO zeichnen ein solches Risikomanagement
vor, in denen u.a. dem europdischen Datenschutzausschuss (EDPB)#40 die
Verfassung entsprechender Leitlinien nahegelegt wird. Demnach ist das mit
der Verarbeitung verbundene Risiko zundchst zu ermitteln, anschlieend
in Bezug auf Ursache, Art, Eintrittswahrscheinlichkeit und Schwere abzu-
schétzen und schliefllich entsprechend einzuddmmen.

Dariiberhinausgehend lasst die DSGVO offen, anhand welcher konkre-
ten methodischen Ausgestaltung das Risikomanagement vorgenommen
werden soll. Die dargestellten Ansitze weisen aber bereits Ahnlichkeiten
mit dem aus der Informationssicherheit bekannten Informationssicher-
heitsmanagementsystem (ISMS) nach der ISO/IEC 27000-Familie bzw.
dem allgemeinen Risikomanagement nach ISO 31000*4! auf. Spezifisch fiir
das Datenschutzrecht existiert weiterhin eine Norm zur Datenschutzfolgen-

generell risikoangemessene Mafinahmen nach dem Stand der Technik getroffen
werden, z.B. auf Basis eines Branchenleitfadens zur Datensicherheit).

438 Baumgartner, in: Ehmann/Selmayr, DS-GVO, 2. Auflage 2018, Art.35, Rn.54;
Syckor/Strufe/Lauber-Ronsberg, ZD 2019, 390 (392).

439 Die ,Erstellung umfassender Profile {iber die Interessen, das Netz personlicher
Beziehungen oder die Personlichkeit der Betroffenen wird auch in der Liste der
Verarbeitungsvorginge, fiir die eine Datenschutzfolgenabschitzung gemifd Art. 35
Abs. 4 DSGVO durchzufiihren ist genannt; der ,,Betrieb von groflen sozialen Netz-
werken wird hierzu als typisches Einsatzfeld bezeichnet, DSK, Liste der Verarbei-
tungstatigkeiten, fiir die eine DSFA durchzufiihren ist, 17.10.2018, S. 3, Ziff. 9.

440 Zum europdischen Datenschutzausschuss siehe Art.68 DSGVO. Im Englischen:
European Data Protection Board (EDPB), wobei diese Abkiirzung auch im Rahmen
dieser Untersuchung verwendet wird.

441 Ebenfalls auf eine ,Uberschneidung® hinweisend: Art.-29 Datenschutzgruppe, WP
248 Rev. 01, 04.10.2017, S. 21.
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abschitzung (ISO/IEC 29134), die auch die Datensicherheit abdeckt*4?
und auf die vom EDPB verwiesen wird.*** Auf nationaler Ebene existiert
daneben noch das sog. Standard-Datenschutzmodell der DSK.444

Aufgrund der internationalen Ausrichtung, die insbesondere fiir Anbie-
ter der global angebotenen digitalen Dienste entscheidend sein diirfte und
des ausdriicklichen Verweises durch den EDPB wird nachfolgend die Me-
thodik der ISO/IEC 29134 dargestellt, die grundlegenden Bausteine finden
sich aber in allen genannten Normen wieder.44>

Die ISO/IEC 29134 enthalt mit Blick auf die Risikobeurteilung insbeson-
dere folgende methodische Schritte, die Ermittlung® und ,,Abschitzung®
von Risiken aus der DSGVO entsprechen:#46

1. Identifizieren von Datenschutzrisiken (ii.)

2. Analysieren der Datenschutzrisiken (iii.)

3. Bewertung der Datenschutzrisiken (iv.)

4. (Angemessene) Behandlung von Datenschutzrisiken (v.)
5. Iteration (vi.)

ii. Identifizieren von Datenschutzrisiken4”

Im Rahmen der Identifikation sind insbesondere die technisch méglichen
Sicherheitsvorfille zu umschreiben, d.h. von welchen Risikoquellen die
Schutzziele in Bezug auf die personenbezogenen Daten verletzt werden
kénnten.*48 Dabei sind auch die entsprechenden Szenarien wie Angriffe,
eine missbrauchliche Nutzung oder technische sowie umweltbezogene Sto-

442 Hier findet sich die Datensicherheit in Form der Schutzziele der Risikoidentifikati-
on: Verfiigbarkeit, Vertraulichkeit, Integritat sowie bei den Mafinahmen u.a. mit
dem Zugangsschutz, der Reduktion von Schwachstellen und dem Schutz vor Schad-
software, DIN, ISO/IEC 29134:2020, S.27, 34; siche hierzu auch: Trautwein/Kur-
pierz, PinG 2018, 26 (29).

443 Art.-29 Datenschutzgruppe, WP 248 Rev. 01, 04.10.2017, Anhang 1, S. 27.

444 DSK, Standard-Datenschutzmodell, S.5f., das auch ausdriicklich auf die Anforde-
rungen nach Art. 32 DSGVO, also der Datensicherheit Bezug nimmt.

445 Ein ahnlicher methodischer Ansatz auch u.a. auf ISO 29134 aufbauend findet sich
bei: F. Ritter/Reibach/Lee, ZD 2019, 531 (531 ft.).

446 Zur Anwendung diese Schritte unter der DSGVO wohl ebenso: Alt, Die Sachver-
standigen 2020, 169 (170).

447 DIN, ISO/IEC 29134:2020, S. 26 f.

448 Bieker, DuD 2018, 27 (30).
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3. Kapitel: Die Resilienz in der DSGVO

rungen zu beriicksichtigen. Hinsichtlich der mdglichen Angriffe kann auch
eine Modellierung typischer Angreifer:innen vorzunehmen sein.**

iii. Analysieren der Datenschutzrisiken*>?

Bei der darauffolgenden Analyse werden die identifizierten Datenschutzri-
siken genauer untersucht. Dies umfasst neben den Kategorien personen-
bezogener Daten (und damit ihrer Sensibilitat sowie den drohenden Schi-
den bei Datensicherheitsverletzungen) auch die méglichen oder bekannten
Schwachstellen sowie die Bedrohungen, die diese Schwachstellen ausnut-
zen kénnen. Daraus sind die fiir das Risiko konstituierenden Eintrittswahr-
scheinlichkeiten (ggf. anhand zuvor beschriebener Kette von Ereignissen)
sowie die Folgenschwere zu bestimmen, d.h. ihnen werden bestimmte Wer-
te zugewiesen. Die Analyse kann dabei insbesondere qualitativ (d.h. durch
bestimmte, deskriptive Kategorien (hoch, mittel, gering) als auch quantita-
tiv, insbesondere auf Basis von empirischen Daten oder spieltheoretischen
Berechnungen erfolgen.*!

Wie bei der Auswahl von toM ist auch schon beziiglich des Risikoma-
nagements als Verfahren der Grundsatz der VerhéltnismafSigkeit zu wahren.
Insofern muss der Normauftrag dahingehend restriktiv ausgelegt werden,
dass nicht jedes noch so versteckte Risiko identifiziert und analysiert wer-
den muss, sondern nur soweit sich dies im Rahmen eines ,verniinftigen
Aufwands“>? bewegt.

iv. Bewerten von Datenschutzrisiken?>3

Im Rahmen der Bewertung der Datenschutzrisiken werden diese anhand
der analysierten Eintrittswahrscheinlichkeiten und Schadensschwere prio-
risiert, d.h. es wird festgelegt welche Risiken in welcher Reihenfolge be-
handelt werden sollen. Dafiir wird eine ,Datenschutzrisikokarte® erstellt,
in der die Risiken mit Eintrittswahrscheinlichkeit und Auswirkungsgrad

449 Bieker, DuD 2018, 27 (30).

450 DIN, ISO/IEC 29134:2020, S. 27 ff.

451 Werner, in: Baumgartel/Kiparski, DGRI-Jahrbuch 2021/2022, 161 (169 f.), Rn 33 f.
452 Zu dem Begriff spater noch vertieft: S. 170 ff.

453 DIN, ISO/IEC 29134:2020, S. 29 f.
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gekennzeichnet werden (sind beide Faktoren als ,hoch® zu bewerten, hat
die Behandlung eine héhere Prioritit als wenn einer oder beide Faktoren
als ,mittel“ oder als ,,niedrig” zu bewerten sind).*>*

v. (Angemessene) Behandlung von Datenschutzrisiken

Fiir die Risikobehandlung stehen vier Optionen zur Auswahl: Risikoreduk-
tion,*> Risikobeibehaltung, Risikovermeidung und Risikoiibertragung,*>¢
wobei Art. 32 DSGVO regelmiéfiig eine Risikoreduktion oder notfalls eine
-vermeidung (keine oder zumindest eine eingeschrankte Verarbeitung per-
sonenbezogener Daten) fordern diirfte.*>

Soweit eine Risikoreduktion erforderlich ist, miissen so lange technische
und organisatorische Mafinahmen getroffen werden, bis das verbleibende
Restrisiko ,,akzeptabel ist*>® bzw. bis nach dem Wortlaut der DSGVO ein
»dem Risiko angemessenes Schutzniveau® hergestellt wurde.

Hierfiir ist eine Abwagung zwischen dem Aufwand (,Implementierungs-
kosten“) der MafSnahmen und dem hierdurch erreichten Nutzen in Form
der Risikoreduktion (Eintrittswahrscheinlichkeit x Folgenschwere vor/nach
Mafinahme) erforderlich.#® Diese Risikoreduktion kann quantitativ auch

454 Vgl. DIN, ISO/IEC 29134:2020, S.29f, S. S.56f.; eine solche ,Risikokarte® findet
sich auch als ,Risikomatrix“ in: DSK, Kurzpapier Nr. 18, 26.04.2018, S. 5.

455 Zu beachten ist, dass der Begriff Risikoreduktion missverstandlich sein kann, da
(geeignete) Mafinahmen das Risiko zwar insgesamt reduzieren, aber z.T. auch an-
dere Risiken schaffen oder erhéhen kénnten; Vgl. Bieker, DuD 2018, 27 (31); so
konnte etwa eine Mafinahme zur Erkennung von manipulierten Informationen
das Risiko erhdhen, dass aufgrund der Fehlerquote (false-positive) ,zutreffende
Informationen® aussortiert werden.

456 DIN, ISO/IEC 29134:2020, S. 31.

457 Eine Risikobeibehaltung ist nur méglich, wenn die bereits vorhandenen Mafinah-
men ausreichen, etwa wenn die Methodik als Iteration (dazu sogleich) durchgefiihrt
wird. Eine Risikoiibertragung etwa durch eine Versicherung (so ausdriicklich in:
DIN, ISO/IEC 29134:2020, S.32) ist hingegen im Sinne der DSGVO keine recht-
lich addquate Option, da der Verantwortliche die Risiken tatsichlich angemessen
mindern muss; vgl. zu diesem Rechtsgedanken im KRITIS-Recht: S. Ritter, in:
Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 8a BSIG, Rn. 20.

458 Vgl. DIN, ISO/IEC 29134:2020, S. 32.

459 Zumeist bleibt die Beschreibung der Abwégungspunkte sehr vage, so z.B. auch das
DIN, ISO/IEC 29134:2020, S. 30; sowie das EDSA, Leitlinien 4/2019 zu Artikel 25,
20.10.2020, Rn. 24. Im dargestellten Sinne neben Werner, in: Baumgartel/Kiparski,
DGRI-Jahrbuch 2021/2022, 161 (168 ff.), Rn. 29 ff.; bereits ahnlich: Jergl, in: Giersch-
mann/Schlender/Stentzel/Veil, Kommentar Datenschutz-Grundverordnung 2018,
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wiederrum als Differenz der Risikokosten (vor/nach Mafinahme) und so-
mit als Kostenwert ausgedriickt werden.

Die daraus resultierende Kosten-Nutzen-Abwdgung verhilft auch dem
grundrechtlichen Verhaltnisméfligkeitsprinzip zur Geltung.#® Dabei wer-
den die Mafinahmen in der Datensicherheit nach Art. 32 Abs. 1 DSGVO zu-
meist die Eintrittswahrscheinlichkeit eines Ereignisses (und damit auch ei-
nes Schadenseintritts) reduzieren, z.B. durch das Schlieflen einer Schwach-
stelle bzw. durch den Aufbau grofierer und besserer Sicherheitsmechanis-
men, die bei einem Angriff iiberwunden werden miissen.

Im Ergebnis sind die zur Risikoreduktion getroffenen Mafinahmen ange-
messen und das verbleibende Restrisiko ,akzeptabel®, wenn die Vornahme
weiterer Mafinahmen einen im Vergleich zur damit zu erreichenden Risiko-
reduktion unverhéltnisméifligen Aufwand begriinden wiirde,*! also insbe-
sondere hohe Kosten aufweisen wiirde ohne die Eintrittswahrscheinlichkeit
signifikant zu senken.

vi. Iteration

Dieser in ISO/IEC 29134 als ,Reflektieren von Prozessinderungen® be-
zeichnete®2 und in Art. 32 Abs.1 lit d) und Art. 35 Abs. 11 DSGVO nieder-
gelegte Schritt enthdlt Vorgaben zur Iteration des Risikomanagements. So
ist das Risikomanagement zum einen zu aktualisieren, wenn sich die Sach-
lage hinsichtlich der Datenverarbeitungsprozesse dndert,*%3 was als anlass-
bezogene Iteration bezeichnet werden kann. Demgegeniiber steht die - in
ISO/IEC 29134 vorgesehene, aber gesetzlich nicht vorgeschriebene- turnus-
madfsige Iteration, wonach das Risikomanagement in festen Zeitabstinden

Art. 32, Rn. 52ff,; nach a.A. wird nur auf die absolute Hohe der Risiken abgestellt,
so wohl S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG,
2. Auflage 2020, Art. 32, Rn. 95, insofern diirfe kein ,eklatantes Missverhaltnis® zu
den Kosten bestehen. Das Abstellen auf die Risikoreduktion ermdéglicht hingegen
eine prézisere Ankniipfung an die Mafinahmen, die gerade nach ihrem Nutzen, also
ihrer Risikoreduktion ausgewéhlt und vorgenommen werden miissen.

460 Werner, in: Baumgartel/Kiparski, DGRI-Jahrbuch 2021/2022, 161 (165), Rn. 17; vgl.
auch: Piltz, in: Gola/Heckmann, DS-GVO, 3. Auflage 2022, Art. 32, Rn. 20.

461 Vgl. auch M. Lang, in: Taeger/Gabel, DSGVO - BDSG, 4. Auflage 2022, Art.24,
Rn. 63 wonach Mafinahmen das Risiko auf ein angemessenes Maf3 reduzieren miis-
sen.

462 DIN, ISO/IEC 29134:2020, S. 39.

463 Wie zuvor.
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tiberpriift werden soll.#¢4 Ungeachtet dessen wird zumindest ein ,stetig
laufendes Verfahren zur Uberwachung datenschutzrechtlicher Risiken® vor-
gegeben 465

Mit Blick auf die Datensicherheit miissen dabei nicht nur Prozessidnde-
rungen, sondern auch Anderungen in der Datensicherheitslage, d.h. insbe-
sondere das Auftauchen neuer Sicherheitsrisiken, beriicksichtigt werden.*66
Steht mithin neues Wissen iiber Risiken zur Verfiigung, etwa durch neu
bekannt gewordene Schwachstellen, ist das Risikomanagement diesbeziig-
lich zu aktualisieren und ggf. die Risikobehandlung dementsprechend an-
zupassen. Insofern wird hier explizites Wissen {iber neue spezifische Risiken
(Risikowissen) verfiigbar.¢7

d. Gegeniiberstellung der Resilienz

Fraglich ist, wie sich die Resilienz in Begriff und Methodik des Risikos
nach der DSGVO bzw. der ISO/IEC 29134 einfiigt. Dabei wird zunéchst
herausgearbeitet, dass sich die Resilienz, wie schon in der Wortlautausle-
gung angedeutet, anders als das Risiko definitorisch mit der Bewdltigung
von Ungewissheit befasst (i.). In einem weiteren Schritt wird dann das
Verhiltnis der Resilienz zum Risikomanagement geklart (ii.).

i. Resilienz als Umgang mit Ungewissheit

Das Risiko befasst sich nach seiner Definition und wie auch in der Metho-
dik gezeigt wurde mit hinreichend bekannten und beschreibbaren Vorgan-
gen (Einwirkungen, die auf Schwachstellen treffen, fithren zu Ereignissen,
bei denen Schutzziele verletzt werden (Sicherheitsvorfille), welche ihrer-
seits Auswirkungen auf Schutzgiiter haben konnen). Risiken beschreiben
mithin Vorginge, die sich im Vorfeld antizipieren bzw. kalkulieren lassen68

464 DIN, ISO/IEC 29134:2020, S. 39; Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage
2021, Art. 35, Rn. 73.

465 Rath/Feuerherdt, CR 2017, 500 (503); Baumgartner, in: Ehmann/Selmayr, DS-GVO,
2. Auflage 2018, Art. 35, Rn. 77.

466 Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 35, Rn 73.

467 Zur Abgrenzung des impliziten Wissens siche: S. 183f.

468 Luhmann, Soziologische Aufklarung 5, S.129; Bonfs, in: Zoche/Kaufmann/Haver-
kamp, Zivile Sicherheit, 43 (52).
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und denen daher im Rahmen der Angemessenheit mit spezifischen Gegen-
mafinahmen begegnet werden kann.

Nachfolgend soll die Ungewissheit zundchst genauer beschrieben wer-
den. So lassen sich verschiedene Formen von Ungewissheit ausmachen (1)
und die Ungewissheit kann sich auf unterschiedliche Aspekte, namentlich
die Eintrittswahrscheinlichkeiten und/oder die Schwere von Ereignissen
beziehen (2). Unter (3) wird dann dargestellt, ob und inwieweit die Resili-
enz eine Antwort auf diese Ungewissheit geben kann. Schliefllich (4) wird
beschrieben, wie sich die Resilienz mit der Adressierung der Ungewissheit
zum Risikobegrift in Art.32 DSGVO verhilt, dem dort wie gezeigt eine
tibergeordnete Rolle (Schutzzweck des Art.32 DSGVO: Gewihrleistung
eines dem Risiko angemessenen Schutzniveaus) zukommt.

(1) Ungewissheit als (Un)bekanntheit und (Nicht)-Wissen

Allerdings gibt es insbesondere in der Daten- und IT-Sicherheit Situatio-
nen, die nicht hinreichend als Risiken antizipiert werden konnen und die
tradierte Risikomethodik somit an ihre Grenzen bringen.*%® Basierend auf
einer Differenzierung in der Entscheidungstheorie kann man diesbeziiglich
in Abgrenzung zu den soeben skizzierten Entscheidungen unter Risiko
(Entscheidung unter Unsicherheit)*”? von Entscheidungen unter Ungewiss-
heit sprechen.#”! Die Ungewissheit driickt dabei aus, dass der Entscheider

469 I Linkov/Kott, in: Kott/Linkov, Cyber Resilience of Systems and Networks, 1 (2);
Collier et al., Computer 2014, 70 (70).

470 Bonfs, in: Zoche/Kaufmann/Haverkamp, Zivile Sicherheit, 43 (51f.).

471 G. Menges, Statistische Hefte 1963, 151 (152); Boeckelmann/Mildner, SWP-Zeitschrif-
tenschau Sep. 2011, 1 (1f); Gigerenzer, in: Fleischer, Rationale Entscheidungen
unter Unsicherheit, 1 (2ff.); Knight, Risk, Uncertainty and Profit, S.19f; Nell,
Wabhrscheinlichkeitsurteile in juristischen Entscheidungen, S.127f.; Bamberg/Coe-
nenberg/Krapp, Betriebswirtschaftliche Entscheidungslehre, S.19; die Verwendung
des Terminus ,Ungewissheit in hier vertretener Abgrenzung zur ,Unsicherheit/Ri-
siko wird in der Literatur zur Sicherheitsforschung uneinheitlich bewertet. Nicht
abschlieflend zu nennen sind insoweit: Bonf, in: Zoche/Kaufmann/Haverkamp, Zi-
vile Sicherheit, 43 (46 f.), der Ungewissheit als Unterfall von Unsicherheit definiert
oder Schmid, in: Pelizdus/Nieder, Das Risiko - Gedanken iibers und ins Ungewis-
se, 31 (55) der von Ungewissheit spricht, wenn nur Wissen tiber die Eintrittswahr-
scheinlichkeit fehlt und von Unsicherheit spricht, wenn das Wissen sowohl tiber
Eintrittswahrscheinlichkeit als auch Folgen fehlt; Bonf, in: Zoche/Kaufmann/Ha-
verkamp, Zivile Sicherheit, 43 (61ff.) unterscheidet mit grundlegendem Verweis auf
Beck, Risikogesellschaft, S.17, 28f. zwischen alten, bekannten und beherrschbaren
Risiken einerseits sowie neuen, teilweise unbekannten und unbeherrschbaren Risi-
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— also hier der zur Gewihrleistung der Datensicherheit verpflichtete Ver-
antwortliche - kein (vollstindiges) Bild der Realitat hat,’? also dass kein
Wissen vorhanden ist bzw. er keinen Zugang zu vorhandenem Wissen
hat.#73 Konkret fehlt ihm hier das Wissen dartiber, ob, weshalb und mit
welcher Wahrscheinlichkeit es zu einem schiddigenden Ereignis kommt und
welche Auswirkungen dieses hat.*”* In Abgrenzung zum Risiko liegt Unge-
wissheit mithin vor, wenn sich die Eintrittswahrscheinlichkeit und/oder
die Folgenschwere eines Ereignisses nicht mehr qualitativ oder quantitativ
analysieren lassen”> oder bereits das Ereignis selbst nicht als mogliches
Risiko identifiziert werden konnte. Rechtlich mafigeblicher Zeitpunkt fiir
die Frage der Ungewissheit ist dabei der Zeitpunkt der Mafinahmenwahl.
Im Weiteren ist auflerdem zwischen zwei Formen oder Ordnungen von
Ungewissheit zu differenzieren:47

Als (Un)gewissheit erster Ordnung wird hier das abstrakte Vorhanden-
sein bzw. Nichtvorhandensein von Wissen iiber den Sachgegenstand, also
Ereignisse und Umstinde, welche fiir die Gewahrleistung der Datensicher-
heit von Bedeutung sind, definiert. Diese (Un)gewissheit erster Ordnung
wird fiir diese Untersuchung als Wissen*”” bzw. Nicht-Wissen bezeichnet.

ken andererseits; Scherzberg, in: Engel/Halfmann/Schulte, Wissen, Nichtwissen,
unsicheres Wissen, 113 (117), bezeichnet Ungewissheit im hier verwendeten Sinn als
yunkalkulierbarer Ungewissheit” und Unsicherheit/Risiko als ,kalkulierbare Unge-
wissheit®. Jedenfalls zum Teil mag diese Uneinheitlichkeit auch auf unterschiedliche
Ubersetzungen des englischen Worts ,uncertainty (Unsicherheit/Ungewissheit)
zuriickzufiithren sein, wobei die Ubersetzung mit ,Ungewissheit“ den Kern des man-
gelnden Wissens besser beschreibt, A. Eckhardt/Rippe, Risiko und Ungewissheit bei
der Entsorgung hochradioaktiver Abfille, S. 20.

472 G. Menges, ebd.; Nell, ebd.; vgl. auch weiter ausdifferenzierend: W. Walker et al.,
Integrated Assessment 2003, 5 (8 ff.).

473 Vgl. Wollenschliger, Wissensgenerierung im Verfahren, S. 33; als ,Mangel an Infor-
mation zur Ausgangslage oder zu zukiinftigen Entwicklungen A. Eckhardt/Rippe,
Risiko und Ungewissheit bei der Entsorgung hochradioaktiver Abfille, S.19.

474 Vgl. Kolliarakis, in: Jeschke/Jakobs/Droge, Exploring Uncertainty, 313 (317);
Goessling-Reisemann/Thier, in: Ruth/Goessling-Reisemann, Handbook on re-
silience of socio-technical systems, 117 (118 f., 122).

475 Lamker, Unsicherheit und Komplexitat in Planungsprozessen, S. 85.

476 Grundlegend wurde diese Unterscheidung in (un)known (un)knowns vom US-Ver-
teidigungsminister Donald Rumsfeld populdr gemacht, DoD, News Briefing - Se-
cretary Rumsfeld and Gen. Myers, 12.02.2002; als Konzept bestand sie allerdings
bereits zuvor und wurde u.a. von der NASA verwendet: NASA, Program Manage-
ment and Procurement Procedures and Practices, 24.06.1981, S. 73 f.

477 Klarstellend sei an dieser Stelle darauf hingewiesen, dass der Begriff des Wissens
sich hier auf das Wissen iiber die Datensicherheitsgewéhrleistung bezieht, nicht auf
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3. Kapitel: Die Resilienz in der DSGVO

Im Falle des Nicht-Wissens ist weiter zu differenzieren: Das Wissen ist
entweder nicht vorhanden, weil es jeweils zum Zeitpunkt der Entscheidung
absolut nicht existiert oder aber die Hebung dieses Wissens ist nicht mehr
mit verniinftigem Aufwand moglich. Diese Einschrankung des Wissensbe-
griffs ergibt sich aus dem Kontext des Datensicherheitsrechts, der somit
einen relativen und keinen absoluten Wissensbegriff fordert: Denn der
Normauftrag muss den Adressaten als Entscheider zum Ausgangspunkt
nehmen und dieser kann Wissen nur insoweit innehaben, als dieses objek-
tiv existiert und er dieses auch mit verniinftigem Aufwand erlangen kann.
Der verniinftige Aufwand ist insofern Ausdruck des Verhaltnisméfiigkeits-
prinzips und richtet sich nach der Bedeutung der jeweils zu sichernden
Schutzgiiter.478

Die Ungewissheit zweiter Ordnung beschreibt den subjektiven Erkennt-
niszustand des Entscheiders bzgl. dieses Wissens.*”® Sie beschreibt spezifi-
scher die subjektive Kenntnis des Entscheiders von dem objektiv vorhande-
nen und mit verhaltnisméfligen Aufwand erreichbaren Wissen und wird
nachfolgend als (Un)bekanntheit bezeichnet. Es adressiert somit insbeson-
dere auch den Fall, dass an sich mit verniinftigem Aufwand zu hebendes
Wissen dem Entscheider gleichwohl nicht vorliegt. In welchen praktischen
Fillen dies gegeben ist, wird sogleich bei den einzelnen Kategorien erldu-
tert.

Entsprechend dieser Definition lassen sich folgende Kategorien unter-
scheiden, wobei hier zusitzlich die verbreiteteren englischen Entsprechun-
gen genannt werden:*80

das Wissen iiber natiirliche Personen, welches die personalisierten Dienste verwen-
den.

478 Der verniinftige Aufwand hat insoweit den gleichen Bezugspunkt wie die abstrakte
Angemessenheit (S. 182f.). Da auf der anderen Seite der Abwéigung aber hier nicht
der Aufwand fiir konkrete toM zur Sicherheitsgewdhr, sondern die Reichweite des
Verfahrens der Risikoidentifikation und -analyse steht erscheint es sinnvoll, hier
zwei unterschiedliche Begriffe zu nutzen.

479 Dies wird auch als ,epistemologischer Status® bezeichnet: Daase/Kessler, Security
Dialogue 2007, 411 (413); Wollenschliger, Wissensgenerierung im Verfahren, S.33
spricht insoweit von einem ,bewussten oder unbewussten Mangel an Wissen®.

480 A. Eckhardt/Rippe, Risiko und Ungewissheit bei der Entsorgung hochradioaktiver
Abfille, S.57ff; diese sprechen sprachlich nur von ,Bekanntheit®; mit von hiesi-
ger Verwendung teilweise abweichender inhaltlicher Ausgestaltung der Kategorien:
Daase/Kessler, Security Dialogue 2007, 411 (413 ff.); Boeckelmann/Mildner, SWP-
Zeitschriftenschau Sep. 2011, 1 (2£.).
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C. Auslegung der Resilienz

Known Knowns =  bekanntes Wissen (Risiko)
Known Unknowns =  bekanntes Nicht-Wissen
Unknown Knowns = unbekanntes Wissen
Unkown Unknowns = unbekanntes Nicht-Wissen

Zunichst beschreibt die Kategorie des bekannten Wissens (Known
Knowns) die Risiken und gehért somit mangels Vorliegens eines Wissens-
defizits gerade nicht zur Ungewissheit. Das Wissen iiber Risiken ist durch
Empirie oder fundierte Schitzung objektiv vorhanden bzw. erzeugbar und
dieses Wissen ist dem Entscheider auch bekannt. Es handelt sich somit
zwar immer noch um eine Entscheidung unter Unsicherheit, da der Eintritt
des Ereignisses nicht sicher feststeht; der Entscheider verfiigt aber vollstan-
dig tiber das Wissen, was er zum Zeitpunkt der Entscheidung (Mafinah-
menwahl) haben kann.*8!

Die Kategorie des bekannten Nicht-Wissens (Known Unknowns) be-
schreibt den Zustand, bei welchem der Entscheider Kenntnis davon hat,
dass ihm iiber bestimmte Umsténde kein Wissen vorliegt.*3? Dies kann zum
einen daran liegen, dass die zum gegenwirtigen Zeitpunkt bestehenden
absoluten Grenzen der wissenschaftlichen Erkenntnisfihigkeit erreicht sind
(exemplarisch bei dem Blackbox-Charakter von KI-Systemen, der zumin-
dest in Ansétzen versucht wird durch sog. erklarbare, kiinstliche Intelligenz
(en: explainable AI) zu durchbrechen?8?).

Zum anderen muss Wissen (iiber Risiken), wie bereits angerissen, nur
im Rahmen des verniinftigen Aufwands gehoben werden: Diese Grenze
kann etwa bei sehr hoher Komplexitidt von Systemen*®* erreicht werden,
da diese Systeme bei einer antizipierten Betrachtung nur stark vereinfacht
modelliert werden konnen und dabei bestimmte Annahmen getroffen wer-
den miissen, wie etwa dass Wechselwirkungen zwischen den Komponen-
ten nur schwach ausgepréagt sind und das Verhalten der Komponenten

481 Teilweise gleichwohl auch als Entscheidungen unter Ungewissheit bezeichnet:
Schneeweifs, Entscheidungskriterien bei Risiko, S. 1, 12, 27. Zur begrifflichen Vielfalt
bei Unsicherheit/Ungewissheit: siche Fn. 471.

482 A. Eckhardt/Rippe, Risiko und Ungewissheit bei der Entsorgung hochradioaktiver
Abfille, S. 59.

483 Adadi/Berrada, IEEE Access 2018, 52138 (52138 ff.).

484 A. Eckhardt/Rippe, Risiko und Ungewissheit bei der Entsorgung hochradioaktiver
Abfille, S.59; zur Resilienz als Antwort Vgl. I Linkov/Kott, in: Kott/Linkov, Cyber
Resilience of Systems and Networks, 1 (12); Berger et al, ACM CSUR, Vol. 54
(2022), Heft 7,1 (12).
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3. Kapitel: Die Resilienz in der DSGVO

linear ist.*8> Solche komplexen Systeme weisen mitunter sogar Eigenschaf-
ten auf, die iiber die Eigenschaften ihrer Komponenten hinausgehen (sog.
Emergenz)*8¢ und folglich auch nicht alleine durch eine Betrachtung ihrer
Komponenten erklart werden kénnen. Somit ist das Wissen iiber komplexe
Systeme und ihr zukiinftiges Verhalten zumeist unvollstandig.*®” Unter die-
se Fallgruppe diirften auch Situationen fallen, in denen (auch) Dienste oder
Informationen von Dritten genutzt werden und der Entscheider keinen
Einblick in die Funktionsweise sowie die Sicherheit der Systeme des Dritten
hat. Diese Systeme liegen mithin auflerhalb seiner Systemgrenzen,*3® die
den Kontrollbereich des Entscheiders umschreiben.

Die nidchste Kategorie ist jene des unbekannten Wissens (Unknown
Knowns). Charakteristisch ist hier, dass das Wissen tiber bestimmte Um-
stinde an sich verfiigbar bzw. mit verniinftigem Aufwand zu heben wire.
Das Wissen ist dem Adressaten aber jedenfalls unbekannt, d.h. es wurde
subjektiv nicht erhoben bzw. zur Kenntnis genommen. Theoretisch ist
dieses Defizit somit vermeidbar#® und wird z.T. mit dem Schlagwort ,,Igno-
ranz umschrieben.*9

In Erscheinung treten kann diese Kategorie insbesondere bei Fehlern
bzw. Schwachstellen in Systemen. Es ist nicht anzunehmen, dass jede
Software bereits herstellerseitig fehlerfrei zur Verfiigung gestellt wird.*!
Ebenso wenig kann davon ausgegangen werden, dass der Verwender einer
solchen Software wie etwa der Verantwortliche all diese Fehler einschlief3-
lich insbesondere der Schwachstellen finden und beheben kann; auflerdem
ist insoweit zu beriicksichtigen, dass durch die Behebung mitunter auch
unbemerkt andere, neue Fehler in das System eingefiigt werden konnen.%?
Verschuldenstechnisch kann hier ein fahrldssiges Verhalten vorliegen, da

485 Park et al., Risk analysis 2013, 356 (362); Beckerman, Systems Engineering 2000, 96
(97).

486 Hiermaier/Scharte/Fischer, in: Ruth/Goessling-Reisemann, Handbook on resilience
of socio-technical systems, 155 (156); Holland, Complexity, S. 49 ff.

487 Park et al., Risk analysis 2013, 356 (362); Funtowicz/Ravetz, Futures 1994, 568
(578); Berkes, Nat Hazards, Vol. 41 (2007), 283 (284 f.); W. Walker et al., Integrated
Assessment 2003, 5 (91.).

488 Dazu bereits S. 114 f.

489 A. Eckhardt/Rippe, Risiko und Ungewissheit bei der Entsorgung hochradioaktiver
Abfille, S. 61.

490 Daase/Kessler, Security Dialogue 2007, 411 (414 f.); Boeckelmann/Mildner, SWP-
Zeitschriftenschau Sep. 2011, 1 (3).

491 FZI, Wirksame Sicherheitsmafinahmen fiir IoT-Produkte, 25.01.2021, S. 10.

492 Avizienis et al, IEEE TDSC 2004, 11 (29).
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C. Auslegung der Resilienz

entweder vorhandenes Wissen oder zumindest mit verniinftigem Aufwand
erzeugbares Wissen nicht genutzt wurde.*?* Allerdings liegt dieses Verschul-
den nicht zwangsldufig beim Verantwortlichen, z.B. wenn er eine fehlerhaf-
te (Soft- oder Hardware-) Komponente einkauft, den Fehler in derselben
aber selbst nicht erkennen konnte.

Schliefilich  verbleibt sog. unbekanntes Nicht-Wissen (Unknown
Unknowns), d.h. drohende Ereignisse, die unvorhersehbar und unerwartet
auftreten.*** Entscheidend ist insoweit insbesondere in Abgrenzung zu dem
bekannten Nicht-Wissen, dass dem Entscheider nun auch nicht bekannt
ist, dass ihm das Wissen tiber Ereignisse fehlt. Es handelt sich mithin
um Ereignisse, von denen er ,nicht einmal traumt‘*%> d.h. die als solche
ganzlich auflerhalb seines Erkenntnishorizonts liegen. Sie werden teilweise
auch als Black Swans bezeichnet; was genauer Ereignisse beschreibt, die
aufgrund ihrer (erst im Nachgang feststellbaren und dies ggf. auch rickbli-
ckend mit verniinftigem Aufwand) sehr geringen Eintrittswahrscheinlich-
keit auch objektiv nicht antizipiert wurden, die aber hohe Schéden zur
Folge hatten.**® Hierunter kdnnen etwa global wirkende Sicherheitsliicken
wie Heartbleed**” in der zur Transportverschliisselung im Internet weit ver-
breiteten Software OpenSSL oder Meltdown*°® als Hardware-Sicherheitsli-
cke in Mikroprozessoren gefasst werden. Aus Sicht eines Entscheiders au-
Berhalb der mit den jeweiligen IT-Produkten befassten Organisationen*®
handelt es sich hierbei um Nicht-Wissen, da er das Wissen hieriiber nicht
mit verniinftigem Aufwand hitte erlangen konnen. Es traf diese Entschei-
der auch vollig unerwartet (Unbekanntheit), da sie nicht mit einer solch

493 Ist eine Sicherheitsliicke hingegen so versteckt (weil sie etwa nur bei beim gleich-
zeitigen Zusammentreffen vieler Programmzustinde eintritt), dass sie mit verniinf-
tigem Aufwand nicht gefunden werden konnte, liegt ein Fall des bekannten oder
unbekannten Nicht-Wissens vor.

494 Sharkov, in: Multari/Singhal/Manz, Proceedings of the 2016 ACM Workshop on
Automated Decision Making for Active Cyber Defense - SafeConfig'16, 3 (4).

495 Daase/Kessler, Security Dialogue 2007, 411 (413).

496 Vgl. Kolliarakis, in: Jeschke/Jakobs/Droge, Exploring Uncertainty, 313 (320); Hier-
maier/Scharte/Fischer, in: Ruth/Goessling-Reisemann, Handbook on resilience of
socio-technical systems, 155 (156); Taleb, Der Schwarze Schwan, S.1f.

497 Ghafoor et al., in: 17th IEEE International Multi Topic Conference 2014, Analysis of
OpenSSL Heartbleed vulnerability for embedded systems, 314 (314 ff).

498 Lipp et al, CACM, Vol. 63 (2020), Heft 6, 46 (46 ft.).

499 Aus deren Sicht mag es sich hingegen um unbekanntes Wissen gehandelt haben,
da die Sicherheitsliicken moglicherweise auch mit verniinftigem Aufwand hitten
festgestellt werden konnen; wird dies verneint, wire es auch aus deren Sicht ein Fall
unbekannten Nicht-Wissens.
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3. Kapitel: Die Resilienz in der DSGVO

schweren und iibergreifenden Sicherheitsliicke in einer global eingesetzten
(open-source) Komponente rechneten.”0

Alle drei Kategorien die sich mit Unbekanntheit und/oder Nicht-Wissen
befassen, sind dem Oberbegriff des ,,Entscheidens unter Ungewissheit“ (en:
unknown) zuzuordnen, da in jedem Falle ein Mangel im Erkenntniszu-

stand vorliegt. Im Ergebnis ergibt sich somit folgende Matrix:3%!

Tabelle 4: Kategorien von Ungewissheit

Wissen Nicht-Wissen

bekannt Bekanntes Wissen bekanntes Nicht-Wissen
Entscheiden unter Risiko Entscheiden unter Ungewissheit
(Unsicherheit)
Dem Entscheider ist vorhande- | Dem Entscheider ist das Nicht-
nes Wissen bekannt. Wissen bekannt.

unbekannt unbekanntes Wissen unbekanntes Nicht-Wissen

Entscheiden unter Ungewiss-
heit
Dem Entscheider ist vorhande-

Entscheiden unter Ungewissheit
Selbst das Nicht-Wissen ist dem
Entscheider nicht bekannt.

nes Wissen unbekannt.

(2) Was ist unbekannt und wortiber besteht kein Wissen?

In einem weiteren Schritt soll genauer beschrieben werden, worauf sich
die (Un)bekanntheit sowie das (Nicht-)Wissen beziehen konnen. Ausgehend
von den Dimensionen des Risikos ist nur dann von bekanntem Wissen
also einem antizipationsfahigen Risiko zu sprechen, wenn sowohl Wissen
zur Eintrittswahrscheinlichkeit als auch zur Folgenschwere beim Entschei-
der vorliegt oder zumindest (mit verniinftigem Aufwand) gehoben werden
kann. Beziiglich der Unbekanntheit bzw. des Nicht-Wissens lassen sich
somit drei Kategorien zusammenfassen:

Zunichst kann das Ereignis gdnzlich unbekannt sein bzw. keinerlei Wis-
sen dariiber existieren. Hierunter fallen insbesondere Ereignisse im Bereich

500 Geht man hier (abweichend von den genannten Beispielen) von einem schuldhaften
Verkennen aus, d.h. dass dem Normadressaten der Umstand des Nicht-Wissens
hitte bekannt sein mussen (bekanntes Nicht-Wissen), kann ihm das Unterlassen
entsprechender spezifischer Resilienzmafinahmen als unzureichende Sicherheitsge-
wihrleistung vorgehalten werden.

501 Vgl. A. Eckhardt/Rippe, Risiko und Ungewissheit bei der Entsorgung hochradioakti-
ver Abfille, Abb. 3, S. 57.
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das sog. unbekannten Nicht-Wissens. Auch in Féllen unbekannten Wis-
sens fehlt dem Entscheider jegliche Kenntnis, wenn Schwachstellen vollstin-
dig iibersehen wurden (theoretisch aber hitten erkannt werden kénnen).
Schliellich kénnten auch Fiélle des bekannten Nicht-Wissens hierunterfal-
len, etwa beim bereits angesprochenen Einsatz von ML-Systemen, bei dem
sich aufgrund des Blackbox-Charakters weder die Wahrscheinlichkeit noch
der Grad moglicher Abweichungen (und damit auch die Folgenschwere)
der Ergebnisse sicher vorhersagen lésst.

Zweitens kann Wissen nur beziiglich der Eintrittswahrscheinlichkeiten
eines Ereignisses nicht aber bzgl. der Folgenschwere bestehen bzw. bekannt
sein.”9 Beispielsweise kann in Fillen des bekannten Nicht-Wissens zwar die
Eintrittswahrscheinlichkeit eines Ereignisses (z.B. der Ausfall bzw. die Ma-
nipulation eines Dienstes bekannt sein, allerdings kann die Folgenschwere
in einem sehr komplexen, offenen System nicht vorher antizipiert werden,
etwa wenn Dienstergebnisse spater auch von unbekannten Drittdiensten
genutzt werden.>%

Drittens kann das Wissen umgekehrt nur beziiglich der Folgenschwere
bestehen, nicht aber bzgl. der Eintrittswahrscheinlichkeit. Dies ist anzuneh-
men, soweit das Wissen tiber ein mogliches Ereignis und seine Folgen (z.B.
die Folgen des Ausfalls einer Komponente) besteht, nicht aber dariiber, wie
wahrscheinlich es ist, dass es zu diesem Ereignis kommt. Dies ist besonders
héufig bei Ereignissen anzutreffen, die durch menschliche Angreifer:innen
verursacht werden, da hdufig kein Wissen iiber deren Anzahl, Motivation
und Fahigkeiten vorhanden ist. Spieltheoretische Berechnungen>°* kénnen
dabei die Ungewissheit zwar reduzieren, aber zumeist nicht vollstandig aus-
schlieflen. Da dieses Wissensdefizit dem Entscheider bekannt ist, handelt es
sich um einen Fall des bekannten Nicht-Wissens.

502 A. Eckhardt/Rippe, Risiko und Ungewissheit bei der Entsorgung hochradioaktiver
Abfille, S. 33 vertreten hierzu die Auffassung, man kénne in diesen Féllen auch von
einem sehr hohen oder sogar dem hochstmdglichen Schadensausmafd ausgehen.
Dies ebnet den Weg zuriick in das Risikomanagement.

503 Der soeben genannte Fall unbekannten Wissens mit den {ibersehenen Schwach-
stellen kann hierunter hingegen nur selten fallen: Denkbar ist zwar die Eintritts-
wahrscheinlichkeit aus Statistiken iiber die generelle Haufigkeit von Schwachstellen
abzuleiten; mangels konkreter Kenntnis der Schwachstelle kann aber die ebenso
wichtige Ausnutzungswahrscheinlichkeit derselben nicht bestimmt werden und da-
mit bleibt am Ende (auch) die Eintrittswahrscheinlichkeit eines Ereignisses infolge
iibersehener Schwachstellen ungewiss.

504 Beyerer/Geisler, EJSR 2016, 135 (138 f.).
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Soweit Eintrittswahrscheinlichkeit und Folgenschwere ungewiss sind,
kénnen somit im Ergebnis alle drei Formen der Ungewissheit vorliegen. Ist
hingegen nur die Eintrittswahrscheinlichkeit oder Folgenschwere ungewiss,
ist stets ein Fall des bekannten Nicht-Wissens gegeben.

(3) Resilienz als spezifische Antwort

Insgesamt zeigt sich somit, dass ein grofler Bereich besteht, in dem das
Wissen des Entscheiders {iber Risiken génzlich fehlt oder unvollstindig
bleibt und er mit dem Risikomanagement somit nicht alle drohenden
Einwirkungen behandeln kann. Die Resilienz kann nun eben diesen un-
gewissen Ereignissen entgegengesetzt werden, die sich infolgedessen, dass
sie sich nicht vorher als Risiko antizipieren und verhindern lassen, mani-
festieren konnen.>%> Umgekehrt kann zur Abgrenzung auch formuliert wer-
den: Um antizipationsfdhigen Ereignissen (Risiken) zu begegnen, ist keine
Resilienz erforderlich,>%¢ dies ist vielmehr tradierter Bestandteil bei der
Gewihrleistung von Datensicherheit (und Sicherheit im Allgemeinen). Die
Resilienz tritt vielmehr als Komplementdr zum klassischen Risikomanage-
ment auf,’"” welches bei ungewissen, d.h. unbekannten Ereignissen und
solchen bei denen es an dem notwendigen Wissen fehlt, an seine Grenzen
stofit.

Eine weitere Unterscheidung ergibt sich aus dem Betrachtungsraum:
Durch seine Beschriankung auf Risiken ist das Risikomanagement auf die
Betrachtung singuldrer Vorgange beschrénkt, die sich als Ketten von Ein-
wirkung, Schwachstelle und Ereignis bis hin zum Schaden beschreiben
lassen. Insbesondere die Analyse der informationstechnischen Systeme
hinsichtlich der mdéglichen Einwirkungen und Schwachstellen bis zum
(zu verhindernden) Ereignis wird bereits seit langem durch sog. Angriffs-

505 Vgl. Wildavsky, Searching for safety, S. 85; Fritz, Resilienz als sicherheitspolitisches
Gestaltungsbild, S.102; Goessling-Reisemann/Thier, in: Ruth/Goessling-Reisemann,
Handbook on resilience of socio-technical systems, 117 (118); Resilienz als Ant-
wort insbesondere auf ,unvorhergesehene Stérungen® bei Martini, in: Paal/Pauly,
DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn. 39 bzw. ,nicht vorhergesehene Ande-
rungen in den Abldufen“ bei M. Hansen, in: Simitis/Hornung/Spiecker gen. Déh-
mann, Datenschutzrecht 2019, Art. 32, Rn. 43.

506 Scharte, Resilience Engineering, S. 453.

507 Vgl. Fritz, Resilienz als sicherheitspolitisches Gestaltungsbild, S.23; Park et al,
Risk analysis 2013, 356 (357); Goessling-Reisemann/Thier, in: Ruth/Goessling-Reise-
mann, Handbook on resilience of socio-technical systems, 117 (121).
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baume beschrieben.>® Oft besteht wie dargestellt bereits kein (vollstandi-
ges) Wissen iiber diese singuldre Ereignisketten (etwa die Existenz von
Schwachstellen oder die Motivation mdéglicher Angreifer:innen). Daneben
ist die Beschrankung auf singuldre Ereignisketten auch fiir die vollstindige
Sicherheitsgewdhr unzureichend,”® da in komplexen Systemen zusitzlich
betrachtet werden muss, welche Auswirkungen daraus resultieren, wenn
mehrere betrachtete Ereignisse gleichzeitig eintreten. Da dies aber haufig
zu einer uniiberschaubaren Anzahl von Kombinationsméglichkeiten fiihrt,
kann dies mitunter nicht mehr mit verniinftigem Aufwand durchgefiihrt
werden. Auch insoweit greift die Resilienz ein und adressiert explizit den
Umgang mit dem Unbekanntem und der Ungewissheit,’'” so dass die Resili-
enz das Risikomanagement ergdnzt und beide Ansdtze gemeinsam einen
angemessenen Schutz gewahrleisten konnen.>!!

Schliefilich ist anzumerken, dass das Risikomanagement wie die Resili-
enz (nur) eine Methodik bietet (dazu sogleich), welche allein aber noch
keine Vorgabe hinsichtlich bestimmter zu wéihlender Mafinahmen beinhal-
tet.>1?

(4) Folgen fiir die Risikodefinition

Wie oben bereits dargestellt ist die Definition des Risikobegriffs in der
DSGVO sehr weit gefasst und erstreckt sich von den Einwirkungen auf
die Verarbeitung, die zu einer ,Verletzung des Schutzes personenbezogener
Daten” (Art. 4 Nr.12 DSGVO) fithren konnen bis zu den finalen Schiden
an den Rechten und Freiheiten natiirlicher Personen.

Insofern scheint es zunéchst auch nachvollziehbar, dass nach Art.32
Abs. 1 DSGVO die Resilienz nur einen Aspekt darstellt, um diese Risiken im
Sinne der Gewahrleistung eines ,,angemessenen Schutzniveaus® zu bewilti-

508 Grundlegend: Schneier, Dr. Dobb’s journal, Vol. 24 (1999), Heft 12, 21 (211f).

509 Sheridan, Hum Factors 2008, 418 (421).

510 Nur abstellend auf ,Ungewissheit” (en: uncertainties): Wildavsky, Searching for
safety, S.85; dhnlich auch Brockling, Resilienz: Uber einen Schliisselbegriff des
21. Jahrhunderts, 2017, S.14; Rajamaki/Nevmerzhitskaya/Virag, in: Proceedings of
2018 IEEE Global Engineering Education Conference (EDUCON), Cybersecurity
education and training in hospitals: Proactive resilience educational framework
(Prosilience EF), 2042 (2044 1.).

511 Park et al., Risk analysis 2013, 356 (359, 366).

512 Ahnlich auch: Fritz, Resilienz als sicherheitspolitisches Gestaltungsbild, S. 90, der
insoweit von einem ,,Formalismus“ spricht.
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gen. Die Resilienz steht nach diesem Verstdndnis somit nicht neben dem
(antizipationsfdhigen) Risiko, sondern ist ein Teil der Risikobewaltigungs-
strategie.

Allerdings fithrt dies zu einem Widerspruch, sofern man es fiir ,Risiken®
im Sinne der Entscheidungstheorie wie bereits zuvor dargestellt als konsti-
tutiv erachtet, dass sie in Eintrittswahrscheinlichkeit und Folgenschwere im
Vorfeld mess- und kalkulierbar®, also anders als die Ungewissheit gerade
antizipierbar sind>“ und so im Sinne der Risikomethodik identifiziert, ana-
lysiert, bewertet und behandelt werden konnen. Die Resilienz als Antwort
auf Ungewissheit kann in diesem Fall somit nicht als Teil der Risikometho-
dik gesehen werden, sondern ist wie bereits dargestellt ein Komplementar
hierzu.

Auflosen lasst sich dieses Dilemma mit einer Begriffsauslegung des Ri-
sikos, die auch die Ungewissheit einschlief3t, d.h. auch objektiv unbekann-
te, mit verniinftigem Aufwand nicht erkennbare und somit weder durch
Empirie noch durch Schitzungen hinsichtlich Eintrittswahrscheinlichkeit
und Schadensschwere bezifferbare Risiken umfasst. Man kann dies als eine
naturalistische Betrachtungsweise bezeichnen, mit der anerkannt wird, dass
Risiken objektiv nicht ihre Existenz einbtifien, nur weil sie nicht erkannt
und infolgedessen auch nicht behandelt werden (kénnen).

Dies entspricht auch der teleologischen und historischen Zielsetzung
der DSGVO. Es erscheint zweckwidrig anzunehmen, dass mit der DSGVO
nur solche antizipationsfahigen Risiken adressiert und der Verantwortliche
bzw. der Auftragsverarbeiter im Ubrigen vollstindig freigestellt werden soll-
te, zumal fiir die Resilienz dann nach dem dargestellten Verstindnis kein
Raum verbliebe.

ii. Methodische Einordnung

Fiir die methodische Implementierung gilt aber gleichwohl, dass es bei der
Gewihrleistung von Resilienz nicht um die Beurteilung und Behandlung
antizipierter Risiken gehen kann. Mithin ist die Resilienz auch nicht durch
das Risikomanagement abgedeckt, sondern es bedarf insoweit erganzender
bzw. modifizierende Methodiken fiir den resilienten Umgang mit Unge-
wissheit.

513 Luhmann, Soziologische Aufklarung 5, S.129; Bonf, in: Zoche/Kaufmann/Haver-
kamp, Zivile Sicherheit, 43 (52).
514 G. Menges, Statistische Hefte 1963, 151 (152).
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Dabei ist in einem ersten Schritt zu beachten, dass sich die Methodik
zur Gewihrleistung der Resilienz in Abhéngigkeit von den Formen der Un-
gewissheit unterscheidet (1). Zweitens: Die zu treffenden Resilienzmafinah-
men miissen zwar angemessen sein, allerdings kann die Angemessenheit
aufgrund der Ungewissheit gerade nicht auf die Risikoreduktion bezogen
werden; auch hier ergeben sich insoweit methodische Unterschiede (2).
Weiterhin stellt sich die Frage, wie bei einem Wissenszuwachs zwischen
Risikomanagement (Iteration) und Resilienzmethodik (Lernen) zu diffe-
renzieren ist (3). Am Ende schliefit dieser Abschnitt mit einer Zusammen-
fassung von Risikomanagement und Resilienzmethodik (4).

(1) Adressierung unterschiedlicher Formen der Ungewissheit

Hinsichtlich der Entwicklung einer Resilienzmethodik muss zunéchst zwi-
schen den unterschiedlichen Formen der Ungewissheit wie sie in Abschnitt
i.(1)>"> dargestellt wurden, differenziert werden. Hierfiir sind im Ergebnis
zwei unterschiedliche methodische Ansitze erforderlich:

Mit dem ersten Ansatz ist mit Blick auf das unbekannte Wissen und
das unbekannte Nicht-Wissen zu untersuchen, welche Beeintrichtigungen
wesentlicher Schutzobjekte (etwa Daten oder Systeme sowie deren Kompo-
nenten und Schnittstellen) unabhingig von den ungewissen Ursachen eines
Ereignisses zu hohen Auswirkungen fiir die Schutzgiiter fithren kénnen,
mithin kritisch sind.”'® In Abhéangigkeit von dieser Kritikalitdt sind dann
im Rahmen der abstrakten Angemessenheit (dazu sogleich) entsprechende
ResilienzmafSnahmen zu ergreifen, um diese Schutzobjekte besonders zu
sichern.

Der zweite methodische Ansatz der Resilienz richtet sich auf das bekann-
te Nicht-Wissen. Die klassische Risikomethodik steht insoweit nach wie vor
an erster Stelle: Zunéchst sind die Risiken, die als solche antizipiert werden
konnen, d.h. tiber die Wissen vorliegt oder zumindest erzeugt werden kann,
im Rahmen der ,klassischen” Risikomethodik zu bewéltigen. Soweit sich
im Rahmen der Risikoidentifikation und -analyse aber herausstellt, dass ein

515 S.170ff.

516 Vgl. Sharkov, in: Multari/Singhal/Manz, Proceedings of the 2016 ACM Workshop
on Automated Decision Making for Active Cyber Defense - SafeConfig'l6, 3 (5);
Alderson, in: Ruth/Goessling-Reisemann, Handbook on resilience of socio-techni-
cal systems, 66 (71).; Goessling-Reisemann/Thier, in: Ruth/Goessling-Reisemann,
Handbook on resilience of socio-technical systems, 117 (126).
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Bereich des bekannten Nicht-Wissens besteht®” sind hierfiir entsprechen-
de Resilienzmafinahmen vorzusehen. Fiir den Umfang der Mafinahmen
ist wiederrum auf die Kritikalitit des jeweiligen, mit Ungewissheit behaf-
teten Schutzobjekts>® im Rahmen der abstrakten Angemessenheit (dazu
sogleich) abzustellen. Der Unterschied zum ersten Ansatz liegt darin, dass
sich anhand der Risikomethodik der Bereich der Ungewissheit bereits ent-
sprechend als bekanntes Nicht-Wissen eingrenzen lasst.

Als Zwischenfazit ldsst sich insoweit festhalten: Die Resilienz steht nicht
losgelost von der klassischen Risikomethodik, sondern ergdnzt diese hin-
sichtlich bestehender Ungewissheit. Sowohl mit der Resilienz als auch der
Risikomethodik wird eine Reduktion der naturalistischen Risiken fiir die
jeweiligen Schutzgiiter angestrebt. Der Unterschied besteht darin, dass die
Resilienz kein Wissen iiber die spezifischen Einzelrisiken voraussetzt. So-
fern ein Fall des bekannten Nicht-Wissens vorliegt, ergibt sich bereits aus
der Risikoidentifikation und -analyse hinsichtlich welcher Schutzobjekte
Ungewissheit besteht. Hinsichtlich unbekannten Wissens und unbekannten
Nicht-Wissens ist hingegen eine selbststandige Kritikalitdtsanalyse durch-
zufithren, d.h. welche Schutzobjekte fiir die jeweiligen Schutzgiiter von
besonderer Bedeutung sind und somit auch in Ungewissheit konkreter
Risiken besonders geschiitzt werden miissen.

(2) Angemessenheit von Resilienzmafinahmen

Im Ergebnis zielt die Risikomethodik der DSGVO wie bereits voranstehend
beschrieben auf die Herstellung eines ,angemessenen Schutzniveaus®. Die
Angemessenheit ist dabei ein Ausdruck des Verhiltnisses von Aufwand bzw.
Kosten der Mafinahmen und der damit erreichten Risikoreduktion.>!

Das Verhiltnismafligkeitsprinzip muss an sich auch fiir die Resilienz-
mafSnahmen gelten. Allerdings kann der Nutzen von Resilienzmafinahmen
nicht in Form der Risikoreduktion bemessen werden, da diese wie die Risi-
ken selbst unbekannt bzw. ungewiss ist. Um den Auftrag zu Resilienzmaf3-
nahmen auch mit Blick auf die kritischen Schutzobjekte nicht grenzenlos

517 Vgl. Scherzberg, in: Engel/Halfmann/Schulte, Wissen, Nichtwissen, unsicheres Wis-
sen, 113 (137), der fordert, dass ,erkennbare Ausmaf3 des Nichtwissens® im Risiko-
management zu berticksichtigen.

518 Je nach Einwirkungsméglichkeit des Schutzobjekts, bei dem ein Nicht-Wissen er-
kannt wurde sind mehr oder weniger Resilienzmafinahmen erforderlich.

519 Siehe hierzu bereits S. 167.
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werden zu lassen, muss dem Aufwand folglich ein anderer Ankniipfungs-
punkt zur Abwigung gegeniibergestellt werden.

Als Alternative zur Bemessung des Nutzens in Form der konkreten Ri-
sikoreduktion bietet es sich insofern an auf die Schutzgiiter, mithin die
Rechte und Freiheiten natiirlicher Personen an sich abzustellen. Insoweit
ist zu untersuchen, welche (Kategorien von) Schutzgiiter(n) betroffen sind
(in der DSGVO stets Grundrechte, z.B. das Datenschutzgrundrecht oder
das Diskriminierungsverbot)®?° und welche Beeintrichtigungen an diesen
drohen. Dies ergibt sich gemaf§ Art. 32 Abs. 1 DSGVO aus der Art, dem Um-
fang, der Umstinde und der Zwecke der Verarbeitung.>?! Dabei ist bei per-
sonalisierten Diensten auch auf die jeweiligen Entscheidungen abzustellen
(z.B. Personalisierung von Produktwerbung oder aber die Personalisierung
eines politischen Informationsangebots). Es kann auflerdem angenommen
werden, dass die Bedrohung der Schutzgiiter umso intensiver ist, je mehr
und je sensiblere Daten verarbeitet werden bzw. je weiter der als Verarbei-
tungszweck erbrachte Dienst in die personliche Lebenssphire der betroffe-
nen Personen hineinreicht.>?? Dabei sind auch die aus der Verarbeitung
allgemein resultierenden Schiden bzw. Schadkategorien (EG 75 DSGVO)
zu berticksichtigen.

Diese Betrachtung, in der die Kosten fiir Resilienzmafinahmen zu der
abstrakten Exposition ins Verhiltnis gesetzt werden, kann als , abstrakte An-
gemessenheit“ bezeichnet werden. Demgegeniiber steht die schon beschrie-
bene risikobezogene Angemessenheit, die sich mit den Kosten fiir Mafinah-
men befasst, mit denen die Risiken fiir antizipierte Ereignisse mit deren
Eintrittswahrscheinlichkeiten und Folgen gesenkt werden sollen.

(3) Resilienzlernen und Risikomanagement-Iteration

Wie im Rahmen der Wortlautdefinition herausgearbeitet, umfasst die
Resilienz auch die lernende Verbesserung in der Erholungsphase. In Ab-
grenzung der Resilienz als Antwort auf Ungewissheit zum Risikomanage-
ment ist hierbei besonders zu differenzieren: Das Risikomanagement geht

520 Siehe hierzu bereits S. 106.

521 Als ,Steuerungsvariablen der Sicherheitsrelevanz® bezeichnet von: Martini, in: Paal/
Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn 55.

522 Vgl. M. Hansen, in: Simitis/Hornung/Spiecker gen. Dohmann, Datenschutzrecht
2019, Art.32, Rn.27; Freund, in: Schuster/Griitzmacher, IT-Recht 2020, Art. 32
DSGVO, Rn. 20.
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zwangslaufig von einem begrenzten Wissen aus, auf dessen Basis die Ri-
siken zunichst identifiziert und anschlieflend analysiert, bewertet und
behandelt werden. Dies ist jedoch kein statischer Zustand: Wird neues
Wissen iiber neue Ereignisse und damit Einzelrisiken verfiigbar, so ist
das Risikomanagement zu wiederholen (Iteration, s.o.: S. 168). Dieses Ler-
nen (etwa beim Auftauchen und ggf. auch der Ausnutzung einer bislang
unbekannten Schwachstelle) durch SchliefSung derselben ist bereits metho-
discher Bestandteil des Risikomanagements in Form der Iteration.

Soweit es die Resilienz betriftt, ist das Lernen mithin in systematischer
Abgrenzung nur auf die eigentlichen ResilienzmafSnahmen zu beziehen,
d.h. auf einen kiinftigen besseren Umgang mit (weiterhin verbleibender)
Ungewissheit (lernende Verbesserung). Es wird insoweit kein explizites
Wissen tiber neue Einzelrisiken wie in der Iteration des Risikomanagements
genutzt, sondern die Resilienzmafinahmen werden durch implizites Wissen
fur den Umgang mit Ungewissheit weiter optimiert und verbessert. Im-
plizites Wissen meint im Umkehrschluss kein Wissen tiber Einzelrisiken,
sondern vielmehr tibergeordnetes Wissen iiber Bewdltigungsstrategien, die
v.a. auf Erfahrung und Intuition basieren.>??

Kondensiert auf die einzelnen Elemente der Resilienz betrifft dies zu-
néachst die (fortlaufende) Verbesserung der Ereigniserkennung. Heutige
ML-basierte Anomalie->2* und Angriffserkennungssysteme bewiltigen stan-
dig Ungewissheit, indem sie die eingehenden Datenfliisse fortlaufend aus-
werten und sich dabei kontinuierlich verbessern (inkrementelles bzw. on-
line Lernen).”? Damit sind sie auch fiir kiinftige ungewisse Angriffe, etwa
durch noch subtiler manipulierte Daten, besser geriistet. Hier wird insofern
auch gerade kein explizites Wissen erzeugt, vielmehr beruhen sie auf der
~Erfahrung® des ML-Systems und sind aufgrund des Blackbox-Charakters
solcher Systeme auch nicht als explizites Wissen erkldrbar. Weiterhin ist
eine Verbesserung der Anpassungsmoglichkeiten denkbar, etwa in Form
besserer Strategien der Resilienzsysteme (z.B. bei der Netzwerksegmentie-
rung). Schlieflich kénnen auch die Erholungsfahigkeiten optimiert wer-
den, etwa in Form einer schnelleren Wiederherstellung des Normalzustan-
des.

523 Vgl. Scherzberg, in: Schuppert/Voflkuhle, Governance von und durch Wissen, 240
(242, 244).

524 Siehe in einem Uberblick: Nassif et al., IEEE Access, Vol. 9 (2021), 78658 (78658 ff.).

525 Vgl. Miiller-Quade et al, Whitepaper: Kiinstliche Intelligenz und IT-Sicherheit,
April 2019, S. 6 f.
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(4) Zusammenfassung der Methodik

Die Resilienz gibt somit insgesamt eine Antwort auf ungewisse Ereignisse,
indem sie abstrakt angemessene Mafinahmen zur Sicherung verlangt, mit
denen ein Ereignis erkannt, sich daran angepasst oder sich schnellstmog-
lich davon erholt werden kann.

Resilienz setzt nicht an Einzelrisiken an, sondern auf einer hdheren
Ebene. Man konnte auch formulieren, dass im Sinne von verketteten Er-
eignissen die Resilienz nicht am Anfang einer oder mehrerer Kausalket-
ten ansetzt, sondern bei einem auf ungewissen Ursachen beruhenden,
hoherrangigen Ereignis sicherstellt, dass angesichts dessen die Schutzgiiter
gleichwohl noch gesichert werden. Dies gilt sowohl fiir die Ungewissheit,
die im Rahmen der Risikomethodik zumindest erkannt und eingegrenzt
werden kann (bekanntes Nicht-Wissen) als auch fiir vollstindig ungewisse
Ereignisse an kritischen Schutzobjekten (unbekanntes Wissen, unbekann-
tes Nicht-Wissen).

Die Ergebnisse werden in der nachfolgenden Grafik zusammengefasst:

Klassische Risikomethodik

Resilienz 1. Risikoidentifikation Resilienz
(Unbekanntes Wissen und 2. Risikoanalyse (Bekanntes Nicht-Wissen)
unbekanntes Nicht-Wissen) 3. Risikobewertung
4. Risikobehandlung 1. Feststellung der
1. Identifikation der fiir die . verbleibenden Ungewissheit
S. Iteration =

aus Risikoidentifikation- und

Schutzgiiter kritischen

Schutzobjekte und damit
verbundener Ungewissheit

2. Resilienzmafinahmen in
Abhingigkeit der Kritikalitit

~  Lernende
Verbesserung

Abstrakte Angemessenheit
Aufwand fiir die
Resilienzmalinahmen im
Verhiltnis zur abstrakten
Bedrohung der Schutzgiiter
durch die Verarbeitung

analyse

2. ResilienzmaBnahmen in
Abhingigkeit der Kritikalitéit

¢ Lernende
Y Verbesserung

Abbildung 9: Risiko- und Resilienzmethodik

iii. Ergebnis und Folgen fiir den Resilienzbegriff

Im Ergebnis sind aus der Gegeniiberstellung der Resilienz zum Risiko
folgende systematische Auslegungsergebnisse festzuhalten:
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Zunichst adressiert die Resilienz anders als das Risiko im entscheidungs-
theoretischen Sinn die Bewiltigung von Ungewissheit.>?6 Die Ungewiss-
heit besteht dabei aus den Komponenten der (Un)Bekanntheit und des
(Nicht-)Wissens: In der Folge bestehen drei Kategorien, namentlich: be-
kanntes Nicht-Wissen, unbekanntes Wissen und unbekanntes Nicht-Wissen.
Bekanntes Nicht-Wissen ist gegeben, wenn Wissen entweder absolut nicht
verfligbar ist oder zumindest nicht mit verniinftigem Aufwand gehoben
werden kann (Nicht-Wissen) und dies dem Entscheider bekannt ist (z.B.
bei Einsatz einer KI-Komponente). Unbekanntes Wissen besteht dabei in
den Fillen, in denen an sich vorhandenes Wissen nicht genutzt wird (z.B.
wenn unbemerkt Konfigurations- oder Programmierfehler auftreten). Un-
bekanntes Nicht-Wissen liegt schliefSlich vor, wenn dem Entscheider das
Nicht-Wissen nicht mal bekannt ist, weil er mit dem zugehoérigen Ereignis
in keiner Weise rechnet (z.B. global wirkende Sicherheitsliicken wie Heart-
bleed in OpenSSL).

Die Ungewissheit kann sich dabei sowohl vollstandig auf Ereignisse und
damit verbundene Risiken erstrecken als auch nur auf die Eintrittswahr-
scheinlichkeit oder die Folgenschwere. Soweit Eintrittswahrscheinlichkeit
und Folgenschwere ungewiss sind, konnen alle drei Kategorien der Unge-
wissheit vorliegen. Ist hingegen nur die Eintrittswahrscheinlichkeit oder die
Folgenschwere ungewiss, liegt ein Fall des bekannten Nicht-Wissens vor.

Methodisch steht die Resilienz komplementir neben der Risikomethodik,
indem sie entweder die verbleibende, bekannte Ungewissheit aus Risiko-
identifikation und -analyse oder das unbekannte Wissen- bzw. Nicht-Wis-
sen bzgl. der fiir die Schutzgiiter besonders kritischen Schutzobjekte adres-
siert. Insofern ist bei der Vornahme von Resilienzmafinahmen entweder
an der bekannten Stelle der Ungewissheit (bekanntes Nicht-Wissen) anzu-
setzen, oder es sind, in Unkenntnis woher die Ungewissheit droht, von
den Schutzgiitern her gedacht die besonders kritischen Schutzobjekte zu
sichern. Sachlich setzt die Resilienz in beiden Féllen nicht an dem Beginn
einer Ereigniskette (einem Einzelrisiko wie etwa einem Angriff), sondern
an einem i.d.R. hoherrangigen Ereignis an, dessen Ursachen ungewiss sind.

Um trotz der Ungewissheit eine Angemessenheit der Resilienzmafinah-
men zu gewihrleisten, ist der damit verbundene Aufwand methodisch statt
mit der Risikoreduktion mit der aus der Verarbeitung resultierenden ab-
strakten Bedrohung der zu sichernden Schutzgiiter abzuwiagen. Schlief3lich

526 Zur Cyberresilienz als Antwort auf Ungewissheit (en: uncertainty) vgl. auch: L
Linkov/Kott, in: Kott/Linkov, Cyber Resilience of Systems and Networks, 1 (2, 7 ff.).
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ist das Lernen in der Erholungsphase der Resilienz als Optimierung von
Resilienzmafinahmen von der fortwahrenden Erweiterung der Wissensba-
sis iber Einzelrisiken innerhalb der Iteration des Risikomanagements zu
unterscheiden.

2. Schutzziele nach Art. 32 Abs. 11it b) DSGVO

Im nun folgenden Abschnitt der systematischen Auslegung soll zweitens
untersucht werden, wie sich die Resilienz zu der bestehenden Trias der
Schutzziele (Vertraulichkeit, Integritit, Verfligbarkeit) verhilt, die in Art. 32
Abs.1 litb) DSGVO neben der Resilienz und bezogen auf Systeme und
Dienste genannt werden.

Hierflir wird zunéchst eine historische Herleitung der Schutzziele in
der Informationssicherheit vorgenommen (a.). Anschlieflend folgt eine
Betrachtung der Entwicklung der Schutzziele im Datenschutzrecht (b.)
und schliefflich eine Beschreibung der Schutzziele in Art.32 Abs.1 litb)
DSGVO mit Blick auf die neuen Schutzobjekte Systeme und Dienste (c.)
Nach einem Zwischenfazit zu den Schutzzielen (d.) wird erlautert, wie sich
die Resilienz demgegeniiber einordnet (e.).

a. Historische Entwicklung

Wesensmaf3ig taucht der Dreiklang dieser Schutzziele in der Informations-
sicherheit bereits in den 1970er Jahren als drei Kategorien ,potenzieller
Sicherheitsverletzungen® in informationstechnischen Systemen auf:>%

1. Die unautorisierte Informationsfreigabe: Die Informationen kénnen von
einer nicht autorisierten Person gelesen und ausgenutzt werden. Auch
die entsprechende Beobachtung des Informationsflusses sowie die unau-
torisierte Nutzung von Programmen wird hierunter gefasst (entspricht:
Vertraulichkeit).

2. Die unautorisierte Informationsverdnderung: Eine unautorisierte Per-
son kann Anderungen an gespeicherten Informationen vornehmen (ent-
spricht: Integritit).

527 Saltzer/Schroeder, Proc. IEEE 1975, 1278 (1280); Cherdantseva/Hilton, in: 2013
Eighth International Conference on Availability, Reliability and Security (ARES),
A Reference Model of Information Assurance & Security, 546 (547 f.)
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3. Die unautorisierte Nutzungsverweigerung: Eine nicht autorisierte Per-
son kann autorisierte Benutzer daran hindern, Informationen zu nutzen
oder zu verdndern (entspricht: Verfiigbarkeit).

Zu beachten ist, dass die Schutzziele hier noch ausschliefSlich auf ,,Informa-
tionen“ bezogen wurden und nicht etwa auf Systeme oder Dienste. Aller-
dings bezog die Definition von Sicherheit (en: Security) auch hier schon
sowohl MafSnahmen zur Kontrolle der Nutzung oder Modifikation der
gespeicherten Informationen als auch ,des Computers“ selbst mit ein.>8

Auch in der Netzwerk-Sicherheit wurden die Schutzziele bald aufgegrif-
fen. Angriffe auf die Vertraulichkeit und Integritit wurden dabei als (akti-
ve) Sabotageakte klassifiziert. Umgekehrt wurden blofle Angriffe auf die
Vertraulichkeit mitunter auch als ,passive Angriffe“ bezeichnet, da sie die
Informationsverarbeitung bzw. den Informationsfluss nicht stéren.>?® Im
Weiteren wurden auflerdem Angriffe auf die Authentizitét etwa durch Ver-
dnderung der Metadaten aufgefiihrt,>** wodurch eine falsche Zuordnung
der Inhalte bewirkt werden kann. Umgekehrt werden Anderungen der
Inhaltsdaten als Angriffe auf die Integritat von Informationen qualifiziert.>*!

Wenig spater im Jahr 1985 schuf das US-Verteidigungsministerium einen
Katalog von sog. ,Trusted Computer System Evaluation Criteria® Auch
hier galt als grundlegende Anforderung fiir die ,Computersicherheit* die
»Verwendung spezifischer Sicherheitsfunktionen, so dass nur ordnungsgemdfs
autorisierte Personen oder Prozesse, die in ihrem Namen arbeiten, Zugriff
auf Informationen haben und diese Lesen, Schreiben, Erstellen oder Loschen
konnen.>? Durch die Beschrinkung des Zugriffs auf einen autorisierten
Personenkreis steht dabei zunachst die Vertraulichkeit im Vordergrund. Die
Nennung der unterschiedlichen Berechtigungen, insbesondere des Schrei-
bens und Loschens legt daneben auch die Integritdt und Verfiigbarkeit von
Informationen mit an.

528 Saltzer/Schroeder, Proc. IEEE 1975, 1278 (1279).

529 Voydock/Kent, ACM CSUR 1983, 135 (140, 142).

530 Dort statt ,Metadaten® ,protocol control information”: Voydock/Kent, ACM CSUR
1983, 135 (142).

531 Wie zuvor.

532 En: “In general, secure systems will control, through use of specific security fea-
tures, access to information such that only properly authorized individuals, or
processes operating on their behalf, will have access to read, write, create, or delete
information.” DoD, Trusted Computer System Evaluation Criteria, 26.12.1985, S. 9.
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C. Auslegung der Resilienz

b. Einfithrung im deutschen und europdischen Datenschutzrecht

Im BDSG a.E33 war die Datensicherheit in § 9 und der zugehorigen Anlage
geregelt. Die zwischenzeitlich weltweit standardisierten klassischen Schutz-
ziele ,Verfiigbarkeit, Vertraulichkeit und Integritit® wurden dort, trotz in-
tensiver Kritik,”** bis zuletzt nicht ausdriicklich implementiert. Teilweise
wurden die Schutzziele von der Literatur aber gleichwohl in die Anforde-
rungen hineingelesen.>

Die Landesdatenschutzgesetze (LDSG) waren dagegen zum Teil schon
weiter fortgeschritten. So setzte das LDSG in Schleswig-Holstein (SH)>3¢
in ,,§5 - Allgemeine Mafinahmen zur Datensicherheit® fest, dass im Rah-
men der Datensicherheit durch technisch-organisatorische Mafinahmen
u.a. Folgendes zu gewahrleisten ist:

1. ,Verfahren und Daten zeitgerecht zur Verfiigung stehen und ordnungsge-
mafs angewendet werden konnen (Verfugbarkeit),

2. Daten unversehrt, vollstandig, zurechenbar und aktuell bleiben (Integri-
tit),

3. nur befugt auf Verfahren und Daten zugegriffen werden kann (Vertrau-
lichkeit).

Auch die DS-RL nannte die Trias der klassischen Schutzziele noch nicht
ausdriicklich. Art. 16 stellte nach seiner Uberschrift auf die ,Vertraulichkeit
der Verarbeitung® ab, beschréinkte dies aber inhaltlich auf die interne Ver-
traulichkeit in der Form, dass nach dieser Vorschrift dem Verantwortlichem
oder Auftragsverarbeiter unterstellte Personen die personenbezogenen Da-
ten ,nur auf Weisung des fiir die Verarbeitung Verantwortlichen verarbei-
ten” diirfen.

533 bis zum 24.05.2018, aufgehoben durch das Gesetz zur Anpassung des Datenschutz-
rechts an die Verordnung (EU) 2016/679 und zur Umsetzung der Richtlinie (EU)
2016/680 (Datenschutz-Anpassungs- und -Umsetzungsgesetz EU - DSAnpUG-EU).

534 Ernestus, in: Simitis/Dammann/Arendt, Bundesdatenschutzgesetz, § 9 Rn.1; Mel-
ling-Schultze, in: Taeger/Gabel, Kommentar zum BDSG [a.F], 2. Auflage 2013, § 9,
Rn. 42; Wedde, in: Déaubler, Bundesdatenschutzgesetz [a.E], 5. Auflage 2016, §9,
Rn.7.

535 Bizer, DuD 2007, 350 (355); als ,Verfiigbarkeit, Authentizitit und Integritat: Go-
la/Klug/Kérffer, in: Gola/Schomerus, Bundesdatenschutzgesetz [a.E], 12. Auflage
2015,§ 9, Rn. 2.

536 LDSG SH a.F. vom 09.02.2000 (zuletzt gedndert am 16.03.2015), giiltig bis zum
23.05.2018.
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In Art. 17 DS-RL ,,Sicherheit der Verarbeitung® hief§ es weiterhin, dass

»der fiir die Verarbeitung Verantwortliche die geeigneten technischen und
organisatorischen MafSnahmen durchfiihren muf8 [sic!], die fiir den Schutz
gegen die zufillige oder unrechtmdfSige Zerstorung, den zufilligen Verlust,
die unberechtigte Anderung, die unberechtigte Weitergabe oder den unbe-
rechtigten Zugang [...] und gegen jede andere Form der unrechtmdfSigen
Verarbeitung personenbezogener Daten erforderlich sind.”

In dieser Vorgabe sind bereits die drei klassischen Schutzziele Vertraulich-
keit, Verfiigbarkeit und Integritdt zu erkennen, ohne dabei jedoch (was
seinerzeit wie auch im BDSG kritisiert wurde) ausdriicklich benannt zu
sein.>¥

Mit der DSGVO ist der Gesetzgeber dieser Forderung erfreulicherweise
nachgekommen und hat die Schutzziele dariiber hinaus auch noch wie
bereits beschrieben in ihrer Bedeutung zwischen Art.25 und 32 DSGVO
weiter konturiert.>® Aufferdem hat er sich dazu entschieden, die Schutzzie-
le nun in Art.32 Abs.1 litb) DSGVO auch mit Bezug auf ,Systeme und
Dienste in seine Sicherheitsanforderungen aufzunehmen (dazu sogleich
ausfiihrlich).

c. Vorkommen und Auslegung in der DSGVO

Die genannten Schutzziele ,Verfligbarkeit, Vertraulichkeit und Integritat®
werden in der DSGVO in Art 25 iV.m. Art 5 Abs.1 litf. sowie in Art 32
Abs. 11it b), lit ¢), Abs. 2 ausdriicklich genannt.

Der Gesetzgeber hat die Schutzziele in der DSGVO nicht nur das erste
Mal ausdriicklich normiert, sondern sie nun auch auf neue Schutzobjekte
ausgedehnt. Wie voranstehend gezeigt, wurden die Schutzziele bis dahin
wie etwa im LDSG SH iiberwiegend auf Daten bezogen; § 5 LDSG SH
erstreckte die Verfiigbarkeit und Vertraulichkeit zumindest noch auf ,Ver-
fahren®

Nun bezieht Art.32 Abs.1 litb) DSGVO die klassischen Schutzziele im
Kontext der Datensicherheit auf ,,Systeme und Dienste“ im Zusammenhang
mit der Verarbeitung. Diese Begriffe wurden bereits eingangs grundlegend

537 Bock/Meissner, DuD 2012, 425 (427, 432), verbunden mit der Forderung an den
europdischen Gesetzgeber die Schutzziele ausdriicklich zu normieren.
538 Siehe oben: S. 90 ff.
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definiert, wobei die Frage einer soziotechnischen Auslegung des Systembe-
griffs fiir die Resilienz zwar im Rahmen der Auslegung nach dem Wortlaut
bejaht wurde, fiir die Schutzziele aber bislang offen ist. Im Rahmen der
Definition des Systems wurde auch erldutert, dass die personenbezogenen
Daten im Sinne des Art. 32 DSGVO nicht als Teil des Systems zu verstehen
sind®® und die Schutzziele sich an dieser Stelle somit auch nicht auf die
personenbezogenen Daten beziehen. Nach anderer Ansicht sind hingegen
alle Schutzziele®*® und v.a. die Vertraulichkeit®* in Art.32 Abs.1 litb)
DSGVO (auch) auf die Daten zu beziehen. Allerdings sind alle Schutzziele
durch Art. 32 Abs. 1lit ¢), Abs. 2 DSGVO schon auf die personenbezogenen
Daten bezogen, so dass sich durch eine solche Ausdehnung in der Sache
kein Unterschied ergibt. Zu Unterschieden kommt es nur dann, wenn
einzelne Schutzziele wie etwa die Vertraulichkeit (dazu sogleich) nur auf
Daten und nicht eigenstiandig auf Systeme bezogen werden.

Im Weiteren wird deshalb auf den Inhalt der Schutzziele in Bezug auf
Systeme und Dienste eingegangen und an geeigneter Stelle auch auf die
unterschiedliche Bedeutung der Schutzziele bei der Anwendung auf per-
sonenbezogene Daten hingewiesen. Die Neuausrichtung der klassischen
Schutzziele auch auf Systeme und Dienste verdient auch deshalb besondere
Beachtung, weil im Datenschutzrecht die Sicherheit von Systemen und
Diensten nach den Schutzgiitern traditionell eine geringere Rolle einnimmt
als etwa im IT-Sicherheitsrecht. Bei letzterem ist die Funktionsfihigkeit
auch der Systeme und Dienste selbst von besonderer Bedeutung, weil deren
informationsverarbeitende Titigkeit fiir die Erbringung einer kritischen
Versorgungsleistung benétigt werden.

Im Datenschutzrecht hingegen liegt der Fokus bei der Verarbeitung stér-
ker auf den dabei genutzten personenbezogenen Daten. Durch die Verar-
beitung sollen die Rechte und Freiheiten natiirlicher Personen nicht beein-
trachtigt werden; so sollen etwa insbesondere unbefugte Offenlegungen der
personenbezogenen Daten verhindert werden. Die fehlende Funktionalitat
eines Systems oder eines Dienstes fithrt hingegen nicht per se zu einer
Beeintrachtigung der Schutzgiiter, sondern diesen kommt wie bereits zuvor
dargestellt eine Vorfeldschutzfunktion zu.>4?

539 Siehe oben: S. 115.

540 Martini, in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn. 35d ff.

541 M. Hansen, in: Simitis/Hornung/Spiecker gen. Dohmann, Datenschutzrecht 2019,
Art. 32, Rn. 38.

542 Siehe oben, S. 111.
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Entsprechende Ausnahmen und die damit verbundenen Bedeutung der
Schutzziele Verfiigbarkeit, Integritat und Vertraulichkeit (i. - iii.) an Syste-
men und Diensten werden im Folgenden dargestellt.

i. Verfiigbarkeit

Die Verfiigbarkeit von Systemen beschreibt pointiert deren ,jederzeitige
Nutzungsmoglichkeit“>#3 Fir das Datenschutzgrundrecht ist die Verfiigbar-
keit von Systemen insbesondere aus Griinden der Transparenz>4* geboten:

Die Systeme und Dienste ermdglichen den Zugriff auf die erhobenen
personenbezogenen Daten sowie die daraus erzeugten Informationen. Ist
der Zugriff nicht mehr moglich, kann der betroffenen Person keine Aus-
kunft mehr erteilt werden bzw. sie kann die Daten auch nicht mehr
einsehen. Dies ist zur aktiven Wahrnehmung des Rechts auf informatio-
nelle Selbstbestimmung bzw. des Datenschutzgrundrechts und damit zur
Verwirklichung dieses Schutzgutes indes erforderlich, etwa um zu priifen,
ob die personenbezogenen Daten rechtmiflig auf Basis eines Erlaubnistat-
bestandes sowie entsprechend der Datenschutzgrundsatze verarbeitet wur-
den.>*> Konkret kann beispielsweise nur so iiberpriift werden, ob nur die
fur den Zweck tatsichlich erforderlichen Daten erhoben wurden (Grund-
satz der Datenminimierung, Art.5 Abs.1 litc) DSGVO). Dasselbe gilt fiir
die Verfiigbarkeit von Diensten, die etwa fiir die o.g. Auskunftserteilung
erforderlich sind.

Wenn ein Dienst verfiigbar sein soll, schliefit dies notwendigerweise
auch die Verfiigbarkeit des Systems mit ein. Denkbar ist umgekehrt aber,
dass ein System noch verfiigbar ist und nur ein von diesem System bereitge-
stellter Dienst ausgefallen ist. Ob die Verfiigbarkeit (auch) die ordnungsge-

543 Jandt, in: Kiihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 32, Rn 25; dhnlich auch Piltz, in: Gola/Heckmann, DS-GVO, 3. Auflage
2022, Art. 32, Rn. 31.

544 Vgl. mit Verweis auf die Nachweispflichten der DSGVO: Martini, in: Paal/Pauly,
DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn. 38b.

545 Vgl. Sattler, in: Ebers/Steinrétter, Kiinstliche Intelligenz und smarte Robotik im
IT-Sicherheitsrecht, 197 (214); Kramer/Meints, in: Auernhammer, DSGVO BDSG, 7.
Auflage 2020, Art. 32, Rn. 43.
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mafSe Funktionsweise>*¢ (also das ,Wie®) erfasst oder nur wie hier zunachst
beschrieben das ,Ob“ der Funktionsfahigkeit, ist zweifelhaft. Dies erscheint
insbesondere in Abgrenzung zur Integritat problematisch (dazu sogleich).

ii. Integritat

Die Integritit von Systemen ist im IT-Recht bereits durch das BVerfG
bekannt, soweit dieses im Rahmen seiner Entscheidung zur sog. ,Online-
Durchsuchung®#” die Auspriagung des allgemeinen Personlichkeitsrechts
(Art.2 Abs. 1iV.m. Art.1 Abs. 1 GG) in Form des Grundrechts auf Gewahr-
leistung der Vertraulichkeit und Integritdt informationstechnischer Systeme
entwickelte. Diese nationale grundrechtliche Definition kann zumindest als
indizielle Auslegungshilfe fiir den Begriff der ,Integritdt” in der DSGVO
herangezogen werden.

Die Integritat eines IT-Systems ist nach dem BVerfG beeintrachtigt, so-
bald ,auf das System so zugegriffen wird, dass dessen Leistungen, Funktio-
nen und Speicherinhalte durch Dritte genutzt werden konnen® und so die
Lentscheidende technische Hiirde fiir die Ausspahung, Uberwachung oder
Manipulation des Systems“ genommen ist.>*® Die Schutzziele Vertraulich-
keit und Integritat stehen hier insofern in einer sehr engen Verkniipfung,
da die Vertraulichkeit der im System enthaltenen Daten nicht mehr gewéhr-
leistet werden kann, wenn das System etwa durch eingebrachte Spyware>*®
in seiner Integritdt verletzt ist.

546 S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/BDSG, 2. Auflage
2020, Art. 32, Rn. 58; zu § 9 BDSG a.F. bereits Hennrich, Cloud Computing, S.208
mw.N.

547 BVerfG, Urt. v. 27.02.2008 - 1 BvR 370/07, 1 BVR 595/07, NJW 2008, 822 (822 ff.).

548 BVerfG, a.a.0., S. 827, Rn.204. Deutlich erkennbar wird aus dieser Definition die
korrespondierende Angriffssicht, die sich daraus ergibt, dass mit dem Urteil das
0.g. Grundrecht in seiner Abwehrdimension gegen einen staatlichen Zugriff auf das
IT-System durch den sog. ,Staatstrojaner® beschrieben wurde, siehe auch: Stadler,
MMR 2012, 18 (18, 20).

549 Spyware ist eine client-seitige, d.h. auf einem Endgerét installierte Schadsoftware,
die unautorisiert Informationen auf diesem Endgerit aufzeichnet und an ein exter-
nes System tbermittelt, Vgl. Stamminger et al., in: Samarati, Information Security,
202 (205).
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Die so beschriebene Systemintegritit ist somit auch strikt zu unterschei-
den von der Integritit der personenbezogenen Daten.>? Letztere wird
gesondert in Art.32 Abs.2 DSGVO adressiert.>! Hinsichtlich des Schutz-
zwecks der Systemintegritit greift erneut die schon angesprochene Perspek-
tive des Vorfeldschutzes: Sind die Systeme selbst integer, also insbesondere
frei von Schadsoftware, kénnen sie die Vertraulichkeit sowie die anderen
Schutzziele an den personenbezogenen Daten sicherstellen.>? ZT. wird
unter Integritit von Systemen auch (nur) deren ,korrekte Funktionswei-
se“> verstanden, die durch eine (etwa nur ausspahende Korrumpierung)
abhéngig vom Verstdndnis dieser Anforderung zumindest noch nicht zwin-
gend beeintrachtigt ist. Dieses Verstindnis dirfte daher (insbesondere in
Abgrenzung zur Verfiigbarkeit) zu kurz greifen.

In der Gesamtschau auch mit Blick auf die Erkenntnisse aus dem ge-
nannten Urteil des BVerfGs sollte die Integritét als Anforderung verstanden
werden, wonach der Zustand des Systems frei von allen Manipulationen
sein soll, die sich auf den Schutz der personenbezogenen Daten auswirken
konnen. Andere Beeintrichtigungen, die sich auf die Funktion auswirken
konnen, etwa technisches Versagen von Komponenten (Hardware-Defekte)
sind dagegen mangels Manipulationstatbestand dem Schutzziel der Verfiig-
barkeit (des Systems bzw. des Dienstes) zuzuordnen.

Die Integritit des Dienstes, also die Integritdt der Funktionalitdt eines
Systems, kann als die Manipulationsfreiheit des erzeugten Ergebnisses ver-
standen werden. Dies umfasst nach dem im 2. Kapitel, A. vorgestellten
Modell sowohl die Erzeugung unrichtigen Personenwissens (etwa einer
tatsdchlich nicht bestehenden Préferenz) als auch im Folgeschritt eine vom
Dienst getroffene Entscheidung im Rahmen einer Personalisierung (ein
individuelles Preisangebot, eine Empfehlung eines bestimmten Produkts
oder Posts).

550 Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (406), Rn.40; Bed-
ner/Ackermann, DuD 2010, 323 (326); a.A. Mantz, in: Sydow/Marsch, DS-GVO,
BDSG, 3. Auflage 2022, Art.32, Rn14, der hinsichtlich der Nichterfassung der
personenbezogenen Daten von einer ,sprachlichen Ungenauigkeit® des Gesetzes
ausgeht.

551 Vgl. Piltz/Zwerschke, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit
2023, Art. 32 DSGVO, Rn. 61.

552 Vgl. Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (406), Rn. 40.

553 Piltz, in: Gola/Heckmann, DS-GVO, 3. Auflage 2022, Art. 32, Rn. 31.
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iii. Vertraulichkeit

Die Vertraulichkeit von Daten stellt wohl das bedeutendste Element der
Datensicherheit dar. Umso wichtiger ist es, die Vertraulichkeit des Systems
hiervon sauber abzugrenzen.>>* Als erster Anhaltspunkt fiir das Verstind-
nis der Vertraulichkeit kann wiederrum auf das vom BVerfG geprigte
»Grundrecht auf Gewidhrleistung der Vertraulichkeit und Integritit infor-
mationstechnischer Systeme“ abgestellt werden. Allerdings betrifft auch
dieses Grundrecht im Detail mit der Vertraulichkeit die im ,.informations-
technischen System erzeugten, verarbeiteten und gespeicherten Daten®>>
Anders als bei dem Recht auf informationelle Selbstbestimmung geht es
dabei allerdings noch nicht um ein konkretes personenbezogenes Datum,
sondern iibergreifend um alle personenbezogenen Daten, die einem infor-
mationstechnischen System ,anvertraut® werden oder allein schon durch
dessen Nutzung erzeugt werden.>>® Die ,Vertraulichkeit des informations-
technischen Systems” stellt mithin hier im Ergebnis auf die Gesamtheit bzw.
das Potential an darin verarbeiteten personenbezogenen Daten und nicht
auf das System selbst ab. Dies entspricht auch den datensicherheitsrechtli-
chen Definitionen von Vertraulichkeit, in dem diese als der Schutz vor
unbefugter Preisgabe von Informationen beschrieben wird.>”

Insofern ist festzustellen, dass der Vertraulichkeitsbegriff auch hier stark
mit Daten verkniipft ist; die Frage der Vertraulichkeitsanforderung an Sys-
teme ist damit aber noch nicht beantwortet. In Ankniipfung an den Wort-
laut und die Systematik von Art.32 Abs.1 litb), Abs.2 DSGVO sollte die
Trennung zwischen Schutzzielen an personenbezogenen Daten einerseits
und an Systemen und Diensten andererseits aufrechterhalten werden.

Zur Auflosung des Widerspruchs zwischen dem Wortlaut der Vertrau-
lichkeit des Systems und der definitorischen Bindung der Vertraulichkeit
an die Daten konnen hier anstelle der bereits adressierten personenbe-
zogenen Daten die systembezogenen Daten zugrunde gelegt werden. Zu
schiitzen sind damit jene Daten {iber die innere Struktur des Systems,
die entsprechende Zustdnde oder Eigenschaften des Systems beschreiben.
Beispiele sind etwa Daten iiber Versionen von Betriebssystemen, installier-

554 a.A.erneut Mantz, Fn. 550.

555 BVerfG, Urt. v. 27.02.2008 — 1 BvR 370/07, 1 BvR 595/07, NJW 2008, 822 (827),
Rn. 204.

556 BVerfG, a.a.0., Rn. 200.

557 Piltz, in: Gola/Heckmann, DS-GVO, 3. Auflage 2022, Art. 32, Rn. 31.
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te Software, Update-Zustinde sowie iiber die verwendete Hardware. Die
rechtliche Anforderung der Vertraulichkeit dieser systembezogenen Daten
lasst sich telelogisch wiederrum durch den Vorfeldschutz erkliren. So
konnte beispielsweise das Datum einer veralteten Softwareversion entspre-
chend fiir Angriffe ausgenutzt werden und somit im Ergebnis den Schutz
personenbezogener Daten gefahrden. Aus dieser Sicht heraus kann dem
Schutzziel der Vertraulichkeit ein sinnvoller Anwendungsbereich beziiglich
der Systeme zugewiesen werden. Die Vertraulichkeit umfasst insoweit den
Schutz vor einem Ausspahen des Hardware-Designs oder des Software-
Codes,>8 denn ebendies konnte spétere Angriffe zur Offenlegung, Manipu-
lation oder Vernichtung personenbezogener Daten erleichtern.

Die Vertraulichkeit des Dienstes ist nur insofern abgrenzungsfdhig, als
dass es bei dem Dienstergebnis wie einer personalisierten Empfehlung um
das Verarbeitungsergebnis handelt, dass ggf. in besonderer Weise schutz-
wiirdig ist. Gleichwohl wird dieses Ergebnis als personenbezogenes Datum
ausgedriickt, so dass keine kategorische Abgrenzung moglich ist. Insgesamt
spricht somit in der Auslegung viel dafiir, der Vertraulichkeit des Dienstes
hier (anders als bei dem System) keinen eigenen Anwendungsbereich zuzu-
gestehen.

d. Zusammenfassung

Ausgangspunkt war die Frage, wie die Schutzziele an Systemen und Diens-
ten in Art. 32 Abs. 11it b) DSGVO zu beschreiben sind.

Diese Schutzziele Verfiigbarkeit, Vertraulichkeit und Integritit werden
heute als die ,klassischen Schutzziele der Datensicherheit® verstanden.>>
Aus der historischen, technischen Betrachtung heraus lassen sie sich allge-
mein definieren als ,die erwiinschte Féhigkeit eines Informationssystems
einer bestimmten Kategorie von Bedrohungen zu widerstehen.*>¢0 Juristisch
zugeschnitten sind sie als Anforderungen an ein System oder einen Dienst
zu verstehen, die zur Sicherung bestimmter Schutzgiiter eingehalten wer-

558 Ebendies explizit ablehnend: M. Hansen, in: Simitis/Hornung/Spiecker gen. Doh-
mann, Datenschutzrecht 2019, Art. 32, Rn. 38.

559 F. Ritter/Reibach/Lee, ZD 2019, 531 (532); M. Rost, DuD 2018, 13 (13f.); Traut-
wein/Kurpierz, PinG 2018, 26 (29).

560 Vom Verfasser iibersetzt aus Cherdantseva/Hilton, in: 2013 Eighth International
Conference on Availability, Reliability and Security (ARES), A Reference Model of
Information Assurance & Security, 546 (548).
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C. Auslegung der Resilienz

den miissen.”! Als eine solche erwiinschte Fahigkeit bzw. zu erfiillende
Anforderung driicken sie zugleich einen bestimmten ,Sollzustand“>®? aus,
der angestrebt und moglichst erhalten werden soll.>%3

Insoweit stellen Schutzziele auch ein Mafl fiir die gewdhrleistete Sicher-
heit dar. Umgekehrt folgt aus dem Zuschnitt auf ,bestimmte Kategorien
von Bedrohungen® zugleich eine gewisse Biindelung von MafSnahmenty-
pen, ohne allerdings ein exklusives Mafinahme-Schutzziel-Verhiltnis zu
begriinden. Vielmehr existieren auch Mafinahmen, die mehreren Schutz-
zielen zugleich dienen (z.B. dient die in Art.32 Abs.1 lita) DSGVO gefor-
derte Verschliisselung von Daten sowohl deren Integritit als auch deren
Vertraulichkeit).>64

Die Schutzziele in Art. 32 Abs. 1 litb) DSGVO beziehen sich nur auf das
technische System mit seinen Bestandteilen, d.h. auf die IT-Infrastruktur
im engeren Sinn in Form der Hard- und Software.’®> Dies umfasst sowohl
das System als auch den vom System erbrachten Dienst. Es wurden gegen-
tiber den Schutzzielen an personenbezogenen Daten eigenstidndige Defini-
tionen fiir die Verfiigbarkeit und Integritit von Systemen und Diensten
sowie die Vertraulichkeit von Systemen ermittelt.

Hingegen konnen die Schutzziele und insoweit auch der Systembegriff
nicht auf die mitwirkenden natiirlichen Personen erstreckt werden,>®¢ da
die technischen Schutzziele auf diese keine definitorisch sachgerechte An-
wendung finden kénnen. Gleichwohl sind zur Gewéhrleistung der Schutz-
ziele an dieser IT-Infrastruktur neben baulichen Mafinahmen (Zutritts-
kontrolle) auch Mafinahmen ,an den“ bzw. fiir die Mitarbeitenden (z.B.

561 Schmitz/DallArmi, in: Forgé/Helfrich/Schneider, Betrieblicher Datenschutz,
Rn. 32.

562 Jandt, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 391 (404), Rn. 33; Als ,,Zielbe-
stimmungen®: Bock/Meissner, DuD 2012, 425 (426).

563 Soweit die Schutzziele auf Daten bezogen sind, lassen sie sich entsprechend defi-
nieren als eine erwiinschte Eigenschaft von Daten mit Blick auf eine bestimmte
Kategorie von Bedrohungen.

564 Vgl. Jandt, in: Kiihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 32, Rn. 20; Auf der anderen Seite konnen Mafinahmen fiir ein Schutzziel
auch andere Schutzziele gefahrden: So gefdhrdet etwa die genannte Verschliisselung
von Daten deren Verfiigbarkeit, insbesondere wenn es bei der Verschliisselung
zu Fehlfunktionen kommen sollte, Jergl, in: Gierschmann/Schlender/Stentzel/Veil,
Kommentar Datenschutz-Grundverordnung 2018, Art. 32, Rn 30.

565 Jandt, in: Kiihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 32, Rn. 22; siehe im Ubrigen bereits zuvor: S. 114 ff.

566 So aber wohl M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Daten-
schutzrecht 2019, Art. 32, Rn. 37.
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entsprechende Schulungen und Sensibilisierungsmafinahmen) erforderlich.
Mitarbeitende miissen etwa geschult werden, um die Integritét der Systeme
zu sichern, indem sie beispielsweise keine privaten, externen Speichergerite
in der betrieblichen Umgebung einsetzen. Dabei werden die Mitarbeiten-
den aber nicht Teil des Systems in dem Sinne, dass sie selbst die Schutzziele
wie etwa das technische Erfordernis der ,Integritat® erfiillen miissten.

e. Einordnung der Resilienz

Zu untersuchen ist nun, wie sich die Resilienz gegeniiber den so be-
schriebenen Schutzzielen systematisch einordnet. Die Resilienz wird vom
europdischen Gesetzgeber in der DSGVO grammatikalisch neben den klas-
sischen Schutzzielen implementiert, die als historisch gewachsene Trias den
anzustrebenden Zustand der Daten- und IT-Sicherheit auch heute noch
vollstindig abzubilden vermag.>” Insoweit ist fraglich, ob sich die Resilienz
als Erweiterung in die Systematik der Schutzziele einfiigen und daher eben-
falls als Schutzziel qualifiziert werden kann. Wie die Schutzziele wird die
Resilienz dabei auf Systeme und Dienste bezogen.

Teilweise wird die Resilienz als weiteres Schutzziel klassifiziert.68 Auch
inhaltlich wird der Resilienz ein Sollzustand zugewiesen, wie etwa dass
ein System oder ein Dienst ,auch unter hoher Inanspruchnahmefrequenz
ordnungsgemifd funktionieren” konnen miisste.’®® Damit wird die Resilienz
als eine besondere Ausprigung der Verfiigbarkeit verstanden.””® Dem ist
jedoch entschieden entgegenzutreten: Die Resilienz stellt weder eine Aus-
pragung der Verfiigbarkeit — dagegen spricht bereits historisch, dass der
Gesetzgeber hierfiir die Trias der tradierten Schutzziele gerade nicht hitte
erweitern miissen — noch ein weiteres, neues Schutzziel dar.

567 Vgl. Samonas/Coss, JISSec, Vol. 10 (2014), Heft 3, 21 (37f.).

568 Als weiteres ,Sicherheitsziel: Hladjk, in: Ehmann/Selmayr, DS-GVO, 2. Auflage
2018, Art. 32, Rn. 8; im IT-Sicherheitsrecht auflerdem: Klaus et al., DuD 2021, 738
(739).

569 So allerdings ohne Verwendung des Schutzzielbegriffs: Piltz, in: Gola/Heckmann,
DS-GVO, 3. Auflage 2022, Art. 32, Rn. 31.

570 Jergl, in: Gierschmann/Schlender/Stentzel/Veil, Kommentar Datenschutz-Grund-
verordnung 2018, Art.32, Rn.32; Voskamp/D. Klein, in: Kipker, Cybersecurity,
S.279, Rn. 19b; Karg, in: Lang/Léhr, IT-Sicherheit, 99 (111).
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Vielmehr geht die Gegenansicht zu Recht von einer Sonderstellung die-
ses Merkmals aus und verneint die Klassifikation als viertes Schutzziel.>”!
Betont wird dabei insbesondere der dynamische, funktionale Charakter der
Resilienz als die Fahigkeit mit Storungen umgehen zu kénnen.””? Auch in
der technischen Fachliteratur ist dieser Gedanke zu finden, wonach Resili-
enz keine intrinsische Eigenschaft, sondern eine (aktive) Fahigkeit eines
Systems darstellt.>”3

Fiir letztere Ansicht streitet nach hiesiger Untersuchung neben der Wort-
lautauslegung in diesem Sinne auch der hier vorgenommene, systematische
Vergleich der Resilienz mit den skizzierten Schutzzielen: Hier zeigt sich,
dass die Resilienz als funktionale Anforderung den Schutzzielen nachgela-
gert ist. Die Schutzziele bilden wie beschrieben einen technischen Sollzu-
stand ab,””* der v.a. die gewiahrleistete Resistenz eines Systems sowie die Be-
eintrachtigungslosigkeit der personenbezogenen Daten sowie der Systeme
und der Dienste umschreibt. Dieser Sollzustand soll durch die Hartung der
Systeme erreicht und gehalten werden. Somit sollen Sicherheitsvorfalle in
Form von Schutzzielverletzungen vermieden werden, die zunéchst system-
bzw. dienstbezogen sind und sodann eine Verletzung des Schutzes perso-
nenbezogener Daten (datenbezogener Sicherheitsvorfall) nach sich ziehen
kénnen.

Die Resilienz soll neben der Vermeidung von ungewissen Ereignissen
insbesondere auch dann durch Anpassung des Systems eingreifen, wenn es
bereits zu einem Sicherheitsvorfall gekommen und die Resistenz bzw. der
Sollzustand somit bereits durchbrochen ist. Es kommt in diesem Fall auf
die Fahigkeit des Systems an, mit diesem Ereignis umgehen zu kénnen und
so trotz einer Verletzung der Datensicherheit die Entstehung eines Scha-

571 M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht 2019,
Art. 32, Rn 42; Gonscherowski/M. Hansen/Rost, DuD 2018, 442 (446); Jandt, in:
Kiithling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage 2024, Art. 32,
Rn. 26; Laue, in: Spindler/Schuster, Recht der elektronischen Medien, 4. Auflage
2019, Art.32 DSGVO, Rn.14; dhnl. von einem ,Prinzip® sprechend: Martini, in:
Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art. 32, Rn. 39.

572 M. Hansen, in: Simitis/Hornung/Spiecker gen. Dohmann, Datenschutzrecht
2019, Art.32, Rn.42ft; Jandt, in: Kihling/Buchner, Datenschutz-Grundverord-
nung/BDSG, 4. Auflage 2024, Art. 32, Rn. 26; Heitmann, IT-Sicherheit in vertikalen
F&E-Kooperationen der Automobilindustrie, S. 13.

573 Alderson, in: Ruth/Goessling-Reisemann, Handbook on resilience of socio-techni-
cal systems, 66 (74); Hollnagel/Woods, in: Hollnagel/Woods/Leveson, Resilience
engineering, 347 (347f.).

574 Siehe Fn. 562.
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dens an den Schutzgiitern (Rechte und Freiheiten natiirlicher Personen)
zu vermeiden. Die Resilienz beschreibt somit gerade keinen sicherheits-
technischen Sollzustand (wie die Schutzziele), sondern eine funktionale
Eigenschaft des Systems insbesondere im Umgang mit Sicherheitsvorfallen.

Weiterhin ergibt sich hinsichtlich der Bedrohungssicht auf Schutzziele
ein gravierender Unterschied. Schutzziele lassen sich auch unter Beriick-
sichtigung der historischen Betrachtung als Spiegelbild von bestimmten
Bedrohungen bzw. Angriffen verstehen.”> Ein Angriff auf die ,Resilienz®
von Systemen und Diensten ist aber jedenfalls strukturell kein finales An-
griffsziel wie etwa auf deren Verfiigbarkeit oder Integritdt. Ein Angriff auf
die Resilienz etwa durch Beeintrichtigung der Anpassungsfahigkeit kann
vielmehr nur ein Hilfsmittel sein, um den eigentlich von dem/der Angrei-
fer:in erstrebten Erfolg einer Schutzzielverletzung an dem System, dem
Dienst oder den verarbeiteten Daten zu erreichen. Umgekehrt dient die
Resilienz als Abwehrmechanismus auch nicht wie die anderen schutzzielbe-
zogenen Mafinahmen der Abwehr spezifischer Risiken, sondern entspricht,
wie im Rahmen der bisherigen Auslegung herausgearbeitet wurde, eher
einer universalen Fahigkeit mit ungewissen, widrigen Ereignissen umgehen
zu konnen.

ODb eine hinreichende Resilienz durch Mafinahmen gewéhrleistet wur-
de, kann sich mitunter auch darin ausdriicken, wenn es in Folge eines
Ereignisses gerade nicht zu einer Verletzung der Schutzziele Verfiigbarkeit,
Vertraulichkeit und Integritit kommt.>’¢ Dabei ist allerdings genau zu dif-
ferenzieren: Zunichst wird wie beschrieben im Regelfall aufgrund des un-
gewissen Charakters des Ereignisses ein Sicherheitsvorfall eintreten, etwa
die Verletzung der Integritit eines Systems (z.B. Infiltration durch bislang
unbekannte Schadsoftware). Gleichwohl kann die Resilienz etwa noch die
Vertraulichkeit von Daten gewidhrleisten, d.h. sicherstellen, dass es trotz
dieser der unerwarteten und deshalb nicht zu verhindernden Integrittsver-
letzung am Schutzobjekt System nicht zu einer Offenlegung, d.h. einer
Vertraulichkeitsverletzung an den personenbezogenen Daten kommt (z.B.
durch Erkennung der Schadsoftware und einer entsprechenden Zugriffsbe-
grenzung). Resilienz kann somit eine drohende oder bereits begonnene
Kette von Sicherheitsvorfallen bzw. Schutzzielverletzungen unterbrechen.
Sie ist jedoch insoweit kein Maf3 fiir den Schutz der initial verletzten

575 Freimuth, Die Gewéhrleistung der IT-Sicherheit Kritischer Infrastrukturen, S. 61.
576 Vgl. Klaus et al., DuD 2021, 738 (739); Gonscherowski/M. Hansen/Rost, DuD 2018,
442 (4441.); Berger et al, ACM CSUR, Vol. 54 (2022), Heft 7,1 (12).
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Schutzziele. Dies wiirde die Abgrenzung zwischen risiko- und schutzziel-
bezogenen MafSnahmen (z.B. Verschliisselung von Daten) einerseits und
den auf Ungewissheit abzielenden Resilienzmafinahmen (z.B. Erkennung
eines und Reaktion auf einen unautorisierten Datenabfluss) andererseits
konterkarieren.

Im Ergebnis bestimmt Art. 32 Abs. 1 litb) DSGVO damit die drei klassi-
schen Schutzziele der Verfligbarkeit, Integritit und Vertraulichkeit sowie
zusdtzlich die funktionale Anforderung der Resilienz. Die spezifische Syste-
matik des Art.32 Abs.1 litb) DSGVO ist insoweit zu kritisieren, als dass
sie diesen Unterschied zwischen den Schutzzielen und der Resilienz nicht
deutlich kennzeichnet und dariiber hinaus auch eine zweigeteilte Ausle-
gung des Systembegriffs (dazu sogleich ausfithrlich) notwendig macht.

3. Systeme und Dienste

Nach Art.32 Abs.1 litb) DSGVO bezieht sich die Resilienz sowohl auf
Systeme als auch auf Dienste.

Hinsichtlich der Systeme bestitigt sich als Folge der systematischen Aus-
legung der Schutzziele die Hypothese, dass der Systembegriff fiir diese zwar
informationstechnisch, fiir die andersartige Resilienz aber soziotechnisch zu
verstehen ist. Gerade der Umgang mit bereits eingetretenen Sicherheitsvor-
fallen verlangt ggf. ein menschliches Eingreifen, um die Resilienz etwa
in Form einer Anpassung der Systeme zu gewéhrleisten.’”” Dagegen sind
die Schutzziele selbst aufgrund ihrer technischen Ausrichtung wie bereits
dargestellt auf ein technisches Systemverstandnis ausgerichtet. Der Begriff
der Systeme ist in Art. 32 Abs. 1lit b) DSGVO mithin zweigeteilt auszulegen
- als informationstechnisches System hinsichtlich der Schutzziele und als
soziotechnisches System hinsichtlich der Resilienz.

Zum Begriff des Dienstes wurde bei der Darstellung der Vorbegriffe
festgestellt, dass ein technisches Verstindnis des Dienstbegriffs zugrunde
zu legen ist, nach welchem der Dienst die Funktionalitit eines Systems
darstellt. Als Funktion steht etwa ein bestimmtes Ergebnis wie die Erzeu-
gung bestimmten Wissens oder das Treffen einer Entscheidung. Daneben
erfiillen die Dienste (und damit auch die Systeme) wie bereits beschrieben

577 Vgl. I Linkov/Kott, in: Kott/Linkov, Cyber Resilience of Systems and Networks, 1 (2,
141.).
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eine Funktion bei der Erfiillung der Betroffenenrechte; ihre Verfiigbarkeit
ist etwa von Bedeutung, um Auskunftsrechte zu erfiillen.>”8

Fiir die Resilienz wurde aus dem Wortlaut zunéchst herausgearbeitet,
dass sie die Fihigkeit eines soziotechnischen Systems beschreibt, ungewisse
Ereignisse zu erkennen, sich an diese moglichst folgenmindernd anzupassen
und sich nach einem solchen unter lernender Verbesserung schnellstmaéglich
zu erholen.

Die einzelnen Leistungen der Resilienz kénnen insofern nur durch das
System selbst gewdhrleistet werden, etwa indem hier Maflnahmen zur
Erkennung, Anpassung und anschliefenden Erholung einschliefilich der
lernenden Verbesserung implementiert werden. Der Dienst selbst kann
zwar in dem Sinne als resilient verstanden werden, als dass das durch ihn
erbrachte funktionale Angebot trotz des Vorliegens ungewisser Ereignisse
unbeeintrachtigt bleibt.””® Dies divergiert aber vom inhaltlichen Kern der
Resilienz, der gerade die Mafinahmen am System und damit dessen (weite-
re) Funktionen im Umgang mit Ungewissheit umschreibt, damit der Dienst
im Ergebnis resilient ist:

Die Resilienz des Dienstes liegt vor, wenn das durch ihn erbrachte funktio-
nale Angebot des Systems angesichts ungewisser Ereignisse unbeeintrdch-
tigt bleibt.

Im vorliegenden Szenario ist der (resiliente) Dienst die Personalisierung
in Form der Erzeugung personalisierten Wissens und den daraus abgelei-
teten Entscheidungen. Fiir die weitere Untersuchung steht gleichwohl die
Resilienz des Systems im Vordergrund, die aus den genannten Griinden die
entscheidende Rolle einnimmt.

Es sei an dieser Stelle ergdnzend darauf hingewiesen, dass teilweise auch
zwischen der eigentlichen Funktionalitdt eines Systems (hier: der Dienst)
einerseits und nicht-funktionalen Eigenschaften wie der Gewihrleistung
der IT- bzw. Datensicherheit und damit auch der Resilienz andererseits,
unterschieden wird.>®® In dieser Untersuchung wird der Funktionsbegriff
hingegen holistisch fiir alle Funktionen eines Systems verwendet, d.h. so-

578 Siehe Fn. 545.

579 Vgl. hierzu die Definition von Fehlertoleranz/Resilienz in der Verldsslichkeitsfor-
schung als das Vermeiden von Dienstausfillen: S. 133 ff.

580 Statt vieler: Balzert, Lehrbuch der Softwaretechnik, S.109f.
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wohl fir Sicherheitsfunktionen (einschliefSlich der Resilienz) als auch fiir
den Dienst als das eigentliche funktionale Leistungsangebot des Systems.>8!

4. Fazit

Fiir die systematische Auslegung konnten in Gegeniiberstellung mit dem
Risikoverstandnis der DSGVO folgende Ergebnisse gefunden werden:

Hinsichtlich des Risikos wurde herausgearbeitet, dass die Resilienz sich
anders als die Risikomethodik mit der Bewiltigung von Ungewissheit be-
fasst. Sie hat insoweit eine Komplementarfunktion zur Bewéltigung der
Ereignisse, die sich nicht als Risiken antizipieren lassen, mithin ungewiss
sind. Dabei wurden die Kategorien bekanntes Nicht-Wissen, unbekanntes
Wissen und unbekanntes Nicht-Wissen bestimmt, die jeweils unterschiedli-
che Formen der Ungewissheit beschreiben. Dabei wird bekanntes Nicht-
Wissen in der Risikoidentifikation und -analyse sichtbar, so dass hier an
der entsprechenden Stelle mit Resilienzmafinahmen reagiert werden kann.
Fiir die iibrigen Kategorien der Ungewissheit kann hingegen nur an den
bekanntermaflen besonders kritischen Schutzobjekten (z.B. besonders sen-
sible Daten, zentrale Schnittstellen oder andere wichtige Komponenten)
angesetzt werden.

Methodisch ist im Ergebnis weiterhin zwischen der abstrakten Angemes-
senheit der Resilienzmafinahmen, welche den Aufwand gegeniiber der ab-
strakten Bedrohung der Schutzgiiter durch die (unsichere) Verarbeitung
abwigt einerseits und der bisher im Gesetz verankerten risikobezogenen
Angemessenheit andererseits zu unterscheiden. Bei letzterer ist der Auf-
wand der risikospezifischen Mafinahmen gegeniiber der damit zu errei-
chenden Risikoreduktion abzuwégen. SchliefSlich wurde dargestellt, dass
bei dem Risikomanagement im Rahmen der Iteration neues, explizites
Wissen iiber Risiken genutzt werden kann (z.B. eine neu bekannt geworde-
ne Schwachstelle zu schlieflen). Dagegen bezieht sich das Lernen in der
Erholungsphase der Resilienz auf die Nutzung impliziten Wissens, also kein
Wissen iiber neue Einzelrisiken, sondern Wissen iiber neue Bewiltigungs-
strategien im Umgang mit Ungewissheit.

581 Ebenfalls kritisch zur Unterscheidung von funktionalen und nicht-funktionalen
Eigenschaften: Gling, in: 15th IEEE International Requirements Engineering Confe-
rence (RE '07), On Non-Functional Requirements, 21 (22 ff.).
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Gegeniiber den Schutzzielen erweist sich die Resilienz als grundlegend
andersartig. Bei den Schutzzielen handelt es sich um Anforderungen an
technische Systeme und Dienste (oder in Art.32 Abs.2 DSGVO auch
Daten) die zur Sicherung der Schutzgiiter der DSGVO erfiillt sein miis-
sen.>®? In dieser Funktion lassen sie sich als ,Sollzustinde® beschreiben:
Die Vertraulichkeit eines Systems®®? ist dann gewahrt, wenn kein unbe-
fugter Zugriff auf dieses stattfindet. Die Integritat ist gewahrt, solange
das System oder der Dienst unversehrt, d.h. frei von Manipulationen ist.
Schlieflich ist ein System oder ein Dienst verfiigbar, wenn es fiir den
jeweiligen Nutzer jederzeit verwendbar ist.>®* Demgegeniiber spezifiziert
die Resilienz eine funktionale Anforderung an soziotechnische Systeme, die
diese befdhigt mit ungewissen Ereignissen, d.h. unmittelbar bevorstehen-
den oder bereits eingetretenen Sicherheitsvorfillen (mit entsprechenden
Schutzzielverletzungen) umzugehen. Diese funktionale Anforderung ist in
der Bedrohungssicht anders als die Schutzziele auch kein eigenstindiges
Angriffszie] 58

Aus der Positionierung der Resilienz als einem weiteren Merkmal neben
den Schutzzielen folgt weiterhin, dass die Resilienz nur ein Bestandteil
zur Gewiéhr der Sicherheit der Verarbeitung ist. Damit wird die Resilienz
hier anders eingeordnet als etwa im CSA, bei dem die Resilienz als weite-
res Prinzip neben der Sicherheitsgewdhr verstanden wird oder etwa der
DORA, bei der alle (Sicherheits-)Mafinahmen per se Resilienzmafinahmen
sind.

Schliefllich wurde herausgearbeitet, dass die Resilienz mit Blick auf Sys-
teme und Dienste unterschiedlich zu verstehen ist, wobei der zentrale An-
knitipfungspunkt in der Resilienz der soziotechnischen Systeme zu sehen ist
und der ,resiliente Dienst“ vielmehr ein Ergebnis der Resilienz der Systeme
ist.

Erginzend sei an dieser Stelle darauf hingewiesen, dass Art.32 Abs.1
lit ) DSGVO explizit die rasche Wiederherstellung der Verfiigbarkeit der
Daten nach einem Zwischenfall verlangt. Dies ist ebenfalls eine (in sozio-

582 Vgl. Schmitz/DallArmi, in: Forgd/Helfrich/Schneider, Betrieblicher Datenschutz,
Teil XII, Kapitel 1, Rn. 32, welche aber nur auf das ,,System” abstellen.

583 Fiir die Vertraulichkeit des Dienstes konnte demgegeniiber kein eigenstindiger An-
wendungsbereich identifiziert werden, siche oben, S. 195 ff.

584 Genannte Definitionen nach: Jandt, in: Kihling/Buchner, Datenschutz-Grundver-
ordnung/BDSG, 4. Auflage 2024, Art. 32, Rn. 23 ff.

585 Allenfalls konnen diese Resilienzmafinahmen im Falle eines Angriffs umgangen
werden und so ggf. ihre vollstindige Schutzwirkung nicht ausspielen.
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C. Auslegung der Resilienz

technischen Systemen zu implementierende) Mafinahme zur Bewiltigung
eines ungewissen Ereignisses®® und fallt folglich auch unter die Erholung
im Rahmen der Resilienz, wie sie in der Arbeitsdefinition nach der Wort-
lautauslegung bestimmt wurde. Fiir die systematische Auslegung ist somit
anzunehmen, dass in Art. 32 Abs.1lit ¢) ein Aspekt der Resilienz gesondert
hervorgehoben wird.

IV. Historische Auslegung

Im Rahmen der historischen Auslegung gilt es anhand der Entstehungsge-
schichte den Willen des Gesetzgebers zu ermitteln; als ,Gesetzgeber sind
alle Gesetzgebungsorgane zu zdhlen, ,deren Zustimmung der Rechtsakt
im konkreten Fall tragt“>% Dies ist bei der DSGVO jedenfalls das Euro-
péische Parlament. Die EU-Kommission fallt hingegen nicht unmittelbar
darunter, da ihr lediglich ein Initiativrecht zukommt und ihre Gesetzesvor-
schldge durch das Parlament nach Belieben verdndert werden konnen.8
Allerdings kann nach der sog. ,Paktentheorie auch schon der Kommissi-
onsvorschlag beriicksichtigt werden, soweit das Parlament dessen Inhalte
in seinen Willen aufgenommen hat.®®® Die Bedeutung der historischen
Auslegung wird im européischen Recht aber tendenziell eher als gering
angesehen.>0

Normativ kénnen sowohl Vorgangervorschriften als auch vorangegange-
ne Entwiirfe eines Gesetzes betrachtet werden.®! Im Folgenden sollen so-
mit als Vorgéngervorschrift™? des Art. 32 DSGVO der Art. 17 DS-RL sowie
die Entwicklung der DSGVO betrachtet werden.

586 So bezeichnet S. Ritter, in: Schwartmann/Jaspers/Thiising/Kugelmann, DSGVO/
BDSG, 2. Auflage 2020, Art. 32, Rn. 65 ff. diese Mafinahme als Teil der Disaster-Re-
covery nach einem Vorfall. Insofern sei insbesondere auch ein Business-Continuity-
Management bzw. ein Notfallmanagement auch unter Einbeziehung des Personals
vorzusehen, um die Daten rasch wiederherzustellen zu konnen.

587 Riesenhuber, in: Riesenhuber, Européische Methodenlehre, 285 (303), Rn. 33.

588 Wie zuvor.

589 Riesenhuber, in: Riesenhuber, Européische Methodenlehre, 285, Rn. 34 mw.N.

590 Herdegen, Europarecht, S.226, Rn.92; Classen/Nettesheim, Europarecht, §9,
Rn. 174; a.A. Leisner, EuR 2007, 689-706 (706).

591 Pieper, in: Dauses/Ludwigs, Handbuch des EU-Wirtschaftsrechts, Rn. 48; GA May-
ras, Schlussantrdge EuGH Urt. v. 23.10.1974 - Rs. 32/74, S.1215.

592 M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht 2019,
Art. 32, Rn. 4.
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3. Kapitel: Die Resilienz in der DSGVO

1. Vorgéngervorschrift Art. 17 DS-RL

Bisher war die Sicherheit der Verarbeitung in Art.17 der DS-RL normiert.
Diese enthielt weder die Resilienz noch nannte sie die vorangehend skiz-
zierten Schutzziele ausdriicklich. Allerdings wurde bereits der ,Schutz [der
personenbezogenen Daten] gegen die zufillige oder unrechtmifiige Zersto-
rung, den zufilligen Verlust, die unberechtigte Anderung, die unberechtigte
Weitergabe oder den unberechtigten Zugang [...] und gegen jede andere
Form der unrechtméfligen Verarbeitung. erfasst. Mit diesen Begrifflichkei-
ten lassen sich wie gezeigt die Schutzziele der Vertraulichkeit, Integritat und
Verfiigbarkeit assoziieren.

Vergleicht man nun diese Vorschrift mit Art. 32 Abs.1 und 2 DSGVO, so
ist festzustellen, dass der Gesetzgeber offensichtlich in zweifacher Hinsicht
einen Handlungsbedarf identifizierte: Zum einen, dass diese Schutzziele
auch explizit auf Systeme und Dienste bezogen und der Schutzumfang
somit erweitert werden mussten und zum zweiten, dass die Schutzziele
an dieser Stelle aber nicht hinreichend seien, sondern mit der ,,Resilienz®
eine weitere spezifische Anforderung an die Systeme und Dienste gestellt
werden miisste.

2. Entwicklung der DSGVO

Im Kommissionsentwurf zur DSGVO vom 25.01.2012 waren die Datensi-
cherheitsvorgaben noch nicht weiter konkretisiert. Vielmehr hiefl es in
Art. 30 Abs.1 (spéter Art.32 Abs.1 DSGVO) éhnlich zur finalen Fassung
lediglich: ,Der fiir die Verarbeitung Verantwortliche und der Auftragsver-
arbeiter treffen unter Beriicksichtigung des Stands der Technik und der
Implementierungskosten technische und organisatorische Mafinahmen, die
geeignet sind, ein Schutzniveau zu gewéhrleisten, das den von der Verarbei-
tung ausgehenden Risiken und der Art der zu schiitzenden personenbezo-
genen Daten angemessen ist.%* Der 2. Hs. mit den Listenpunkten a) bis d)
war noch nicht vorhanden.

Der europdische Datenschutzbeauftragte forderte in seiner Stellungnah-
me vom 07.03.2012 zu diesem Entwurf eine Klarstellung der Gesamtverant-

593 EU KOM (2012) 11 endgiiltig, Art. 30, S. 68.
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wortung des Verantwortlichen fiir die Datensicherheit und die Erganzung
einer Pflicht zur Durchfiithrung einer Informationssicherheitsstrategie.>**
Dem scheint das Parlament in seiner Konkretisierung (Beschluss vom
12.03.2014) gefolgt zu sein, die sich heute noch in leicht verdnderter Form
in S.2 findet: ,Eine solche Sicherheitspolitik umfasst — unter Beriicksich-
tigung des Stands der Technik und der Implementierungskosten — Folgen-
des: [...] b.) die Fahigkeit, die Vertraulichkeit, Vollstandigkeit, Verfigbarkeit
und Belastbarkeit der Systeme und Dienste im Zusammenhang mit der
Verarbeitung personenbezogener Daten auf Dauer sicherzustellen;">

3. Fazit

Insgesamt zeigt sich, dass konkrete Vorgaben zur Datensicherheit erst spat
Eingang in das europiische Datenschutzrecht gefunden haben. Weder in
der Vorgiangervorschrift noch in den ersten Entwiirfen wurden die Schutz-
ziele oder die Resilienz (ausdriicklich) genannt und das obwohl die maf3-
geblich durch die Schutzziele beschriebene Datensicherheit an sich schon
eine lange Geschichte aufweist.>%

Hieraus ldsst sich schliefen, dass der Gesetzgeber auf erst in jiingster
Zukunft vermehrt aufgetretene Phanomene in der Datensicherheit reagiert
hat, denen mit dem bisherigen Regelungskonzept (Risiken und Schutzzie-
le) nicht (mehr) beizukommen war. Somit ist auch fiir die Resilienz im
Rahmen der sich anschlieffenden teleologischen Auslegung nach neuen
Sachphidnomen zu suchen, auf die das Prinzip der Resilienz eine Antwort
geben konnte. Es stellt sich somit pointiert die Frage, warum die Resilienz
(erst) jetzt vom Gesetzgeber gesondert normiert wurden.

594 EDSB, Zusammenfassung der Stellungnahme des EDSB vom 7. Mérz 2012 zum
Datenschutzreformpaket, S. 4.

595 Siehe hierzu: EU-Parlament, P7_TA(2014)0212 - Legislative Entschlieffung zum
Vorschlag zur allgemeinen Datenschutzverordnung [spater DSGVO], 12.03.2014,
ABI. 2017 C 378/399 (445f), Abanderung 124.

596 Exemplarisch im deutschsprachigen Raum als ,Datensicherung® bereits: Weck, DuD
1989, 386 (386).
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V. Teleologische Auslegung

Fir die teleologische Auslegung ist nach dem EuGH auf den ,Sinn und
Zweck® oder auch den ,Geist“ der jeweiligen Norm abzustellen.>®” Dabei
kann bei der Auslegung des Sekundarrechts wie der DSGVO der dort in
den Erwidgungsgriinden oder der Praambel niedergelegte Zweck herange-
zogen werden und dieser ggf. mit Blick auf das européische Priméarrecht
und damit insbesondere auch die europdische Grundrechtecharta (Art. 6
Abs.1 EUV) korrigiert werden.>® Daneben kann jedenfalls nach einer Li-
teraturauffassung auch auf den spezifischen Zweck einzelner Regelungen
abgestellt werden.>?

Der Zweck der DSGVO liegt wie bereits dargestellt insbesondere in der
Sicherung der in Art.1 Abs.2 DSGVO niederlegten Schutzgiiter, nament-
lich der Rechte und Freiheiten natiirlicher Personen, insbesondere des
Datenschutzgrundrechts nach Art.8 Abs.1 GRC (EG 1 DSGVO). Art. 32
DSGVO regelt mit der Datensicherheit hierfiir einen Teilaspekt und die
Resilienz stellt wiederrum eine spezifische Datensicherheitsvorgabe dar.
In Umbkehr dieser Ableitung ist mithin zu fragen, wie die Resilienz der
Sicherung des Datenschutzgrundrechts und anderer Rechte und Freiheiten
natiirlicher Personen dienen kann und somit gegeniiber welchen neuen
Realweltphanomenen die Resilienz diese Schutzgiiter sichern soll.

Systematisch wurde bereits dargelegt, dass Resilienz nicht unmittelbar
auf den Umgang mit antizipationsfahigen Risiken, sondern auf den Um-
gang mit Ungewissheit gerichtet ist. Im Rahmen dessen wurden bereits
auch einzelne Fallgruppen von Ungewissheit (bekanntes Nicht-Wissen, un-
bekanntes Wissen, unbekanntes Nicht-Wissen) aufgezeigt. Historisch konnte
weiterhin gezeigt werden, dass es sich um eine in der Datensicherheit
ganzlich neue Anforderung handelt und diese auch erst spat in das Gesetz-
gebungsverfahren aufgenommen wurde.

Entsprechend liegt teleologisch die These nahe, dass Resilienz als funk-
tionale Anforderung soziotechnischer Systeme eine Antwort auf zuletzt
stark zunehmende Ungewissheitssituationen in der Sicherheitsgewéhrleis-

597 Pieper, in: Dauses/Ludwigs, Handbuch des EU-Wirtschaftsrechts, Rn 33; EuGH,
Urt. v. 09.12.1965 — 44/65, BeckRS 2004, 71198.

598 Pieper, in: Dauses/Ludwigs, Handbuch des EU-Wirtschaftsrechts, B. I. Rechtsquel-
len, Rn. 44.

599 Riesenhuber, in: Riesenhuber, Europdische Methodenlehre, 285 (308), Rn.42;
Wank, Juristische Methodenlehre, S. 445, Rn. 96 ff.
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tung gibt. Solche Ungewissheitssituationen kénnen sich insbesondere aus
den nachfolgenden Griinden ergeben, die auch bereits in der systemati-
schen Auslegung bei den Kategorien von Ungewissheit®®® angesprochen
wurden.

1. Ungewissheit in komplexen, offenen Systemen

Zunichst haben sich die verwendeten Systeme stark verdndert: Urspriing-
lich bestanden vor allem geschlossene, raumlich abgrenzbare und auf einen
bestimmten Kreis von Teilnehmer:innen beschrinkte Systeme.®”! Demge-
geniiber entwickelten sich zunehmend offene Systeme, die rdumlich verteilt
und vernetzt sowie offen fiir die Kommunikation mit méglichst vielen ande-
ren Systemen sind.992 Zu offenen Systemen zéhlen insbesondere jene zur
Bereitstellung der hiesigen digitalen Dienste (Online-Marktpldtze, Online-
Suchmaschinen sowie soziale Netzwerke).9> Die DSGVO enthilt zwar
keine expliziten Verweise auf diese neuen Ungewissheiten, verweist in EG
6 aber zumindest auch pauschal auf ,rasche technologische Entwicklungen®
und eine Datennutzung in ,noch nie dagewesenem Umfang".

Solche neuen offenen Systeme weisen starke Interdependenzen und eine
hohe Komplexitidt mit uniiberschaubar zahlreichen und teilweise auch
nur subtilen und damit schwer erkennbaren Kommunikationsbeziehun-
gen auf.%* Wie bereits dargestellt spricht man in diesem Zusammenhang
auch von Emergenz, wenn sich das Verhalten eines offenen Systems nicht
mehr anhand einer Betrachtung seiner Komponenten und seiner einzelnen
Kommunikationsbeziehungen erkldren ldsst.%> Im Ergebnis ist somit eine
vollstindige Risikoanalyse nicht mdglich und folglich auch nicht mehr
hinreichend, um die Datensicherheit zu gewahrleisten.

Erschwerend kommt hinzu, dass Normadressaten mitunter auch nur
Betreiber kleinerer Gruppen von Komponenten oder sogar nur einzelner

600 S.170ff.

601 Eckert, IT-Sicherheit, S. 3.

602 Eckert, a.a.0.; dhnlich auch Hiermaier/Scharte/Fischer, in: Ruth/Goessling-Reise-
mann, Handbook on resilience of socio-technical systems, 155 (155), der insoweit
von auf zunehmender Vernetzung beruhenden soziotechnischen Systemen spricht.

603 So bereits in der Einleitung, S. 34.

604 Park et al., Risk analysis 2013, 356 (358); I Linkov/Kott, in: Kott/Linkov, Cyber
Resilience of Systems and Networks, 1 (8, 12); Berger et al, ACM CSUR, Vol. 54
(2022), Heft 7,1 (12, 32).

605 Siehe oben, S. 174.
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Komponenten in solchen komplexen Systemen sind, etwa eines Servers,
der von Dritten eingehende Informationen verwaltet, aufbereitet und die
Ergebnisse wiederrum Dritten zur Verfiigung stellt. Solche Betreiber sehen
sich daher sowohl fiir empfangende Informationen als auch z.T. fiir die
Folgen der Ergebnisse ihrer Informationsverarbeitung einer starken Unge-
wissheit ausgesetzt.

2. KI als ungewisse Komponente

Eine zusatzliche Ungewissheit kann durch den Einsatz von KI entstehen.
Aufgrund des typischen Blackbox-Charakters vieler KI-Systeme®’® lassen
sich die Lernentwicklung und die damit verbundenen Entscheidungen
dieser Systeme nicht sicher vorhersehen. Gleiches gilt fiir das Verhalten
der KI-Systeme im Falle eines Angriffs durch Datenmanipulation (sog.
Adversarial Examples, insbesondere Data Poisoning®7).

Die EU-Kommission schreibt hierzu in ihrem Weif$buch zur Kiinstlichen
Intelligenz, dass entsprechende KI-Systeme technisch solide und prézise
sein missten, um vertrauenswiirdig zu sein. Zu treffende Mafinahmen
umfassen demnach u.a. die Gewahrleistung, dass KI-Systeme sowohl gegen
offene Angriffe als auch gegen subtilere Versuche, Daten oder die Algo-
rithmen selbst zu manipulieren, widerstandsfahig [en: resilient] sind und
dass in solchen Fallen Abhilfemafinahmen ergriffen werden.®®® Auch der
KI-VO-E sieht in Art. 15 Abs. 4, 5 vor, dass Hochrisiko-KI-Systeme sowohl
gegeniiber Fehlern, Stérungen oder Unstimmigkeiten als auch gegeniiber
den Versuchen unbefugter Dritter, ihre Verwendung oder Leistung durch

606 Eigner et al., in: Proceedings of the 2021 IEEE International Conference on Cyber
Security and Resilience (CSR), Towards Resilient Artificial Intelligence: Survey and
Research Issues, 536 (536).

607 Adversarial Examples bezeichnet als Oberbegriff jeden Input in ein ML-System, den
ein(e) Angreifer:in absichtlich darauf ausgerichtet hat, dass das ML-System Fehler
macht. Beim Data Poisoning (oder auch Poisoning Attack) werden Trainingsdaten
manipuliert mit dem Ziel, das ML-System ,umzutrainieren’, so dass es kiinftig ande-
re Entscheidungen trifft; davon zu unterscheiden sind insbesondere sog. Evasion
Attacks, die das System nicht umtrainieren, sondern nur tduschen, z.B. schwarze
Aufkleber auf einem Stop-Schild, so dass dieses von einem bilderkennenden ML-
System nicht mehr richtig erkannt wird; H. Xu et al., IJAC (International Journal of
Automation and Computing) 2020, 151 (151f., 159).

608 EU-Kommission, COM(2020) 65 final, Weiflbuch zur Kiinstlichen Intelligenz,
19.02.2020, S. 24 f.
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Ausnutzung von Systemschwachstellen zu verdndern, widerstandsfihig [en:
resilient] sein miissen.

An dieser Stelle ist darauf hinzuweisen, dass in der DSGVO KI-Systeme
(wie auch andere automatisierte Entscheidungssysteme) grundsitzlich von
Art. 22 DSGVO erfasst werden, ohne jedoch spezifische Vorgaben an die
Sicherheit dieser Entscheidungssysteme zu stellen. Jedenfalls in Fillen von
o.g. Angriffen wire hier auch unstreitig Art.32 DSGVO einschlagig; fiir
sich entwickelnde Fehler insbesondere bei KI-Systemen mit inkrementel-
lem Lernen (Online Lernen) konnte man dies u.U. auch als Anforderung
des Art.22 Abs.3 DSGVO verstehen. Insoweit erldutert EG 71 zur auto-
matisierten Entscheidungsfindung, der Verantwortliche miisse ,technische
und organisatorische MafSnahmen treffen, mit denen in geeigneter Weise
insbesondere sichergestellt wird, dass Faktoren, die zu unrichtigen perso-
nenbezogenen Daten fiihren, korrigiert werden und das Risiko von Fehlern
minimiert wird® Systematisch diirfte dies aber eher auf Art.32 DSGVO
verweisen, der insofern neben vorsitzlichen Angriffen auch zufillige und
fahrlassige Ereignisse erfasst.0%

3. Ermoglichung von Resilienz durch Komplexitdt und Autonomie

Auf der Mafinahmenseite spielt die gestiegene Komplexitit und Autono-
mie von IT-Systemen®? ebenfalls eine tragende Rolle. Nach dem aus der
Systemtheorie stammenden ashby’schen Gesetz bendtigt ein System eine
gewisse Eigenkomplexitdt, um flexibel auf Ereignisse reagieren zu konnen.
Denkbar ist dies v.a. fiir den Ausfall einzelner und den entsprechenden
Ausgleich durch andere Komponenten.®! Somit ist jedenfalls hinsichtlich
der technischen Systeme die Moglichkeit als auch die Notwendigkeit von
solchen Resilienzmafinahmen®? erst durch die neuere Entwicklung beson-
ders komplexer Systeme entstanden.

609 Siehe S. 98.

610 M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann, Datenschutzrecht 2019,
Art. 32, Rn 44.

611 Fathi, Resilienz im Spannungsfeld zwischen Entwicklung und Nachhaltigkeit, S. 68
mit Verweis auf Ashby, An introduction to cybernetics, S. 206 f.

612 Vgl. I Linkov/Kott, in: Kott/Linkov, Cyber Resilience of Systems and Networks, 1

(12).
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4. Fazit

Insgesamt kommt der Resilienz somit nach dem Telos eine Erginzungs-
funktion vor allem fiir neue Ungewissheitssituationen zu, die im Bereich
des bekannten Nicht-Wissens zum einen in offenen Systemen und zum an-
deren durch den vermehrten Einsatz von KI auftreten. Daneben treten be-
reits bestehende Ungewissheitssituationen, die aber durch Einfithrung der
Resilienz nun spezifisch mitadressiert werden konnen wie das Ubersehen
von Fehlern und Schwachstellen (unbekanntes Wissen). Auch das Auftreten
von sog. Black Swans (unbekanntes Nicht-Wissen) insbesondere durch die
Ereignisse infolge globaler und sektoriibergreifender IT-Sicherheitsliicken
(z.B. die bereits genannten HeartBleed und Meltdown)®" ist zwar an sich
kein neues, zunehmendes Phanomen innerhalb der Informationstechnik
wie die steigende Komplexitdt oder der vermehrte Einsatz von KI. Aller-
dings nimmt die Folgenschwere solcher zentralen Sicherheitsliicken durch
die immer breitere Verwendung digitaler Technologien, die auf zentralen
IT-Strukturen und IT-Produkten beruhen, stark zu.

All diesen neuen bzw. in ihrer Bedeutung zunehmenden Ereignissen
kann nicht mit klassischen, risikospezifischen ,Resistenzmafinahmen?; son-
dern nur mit der Erganzung der Resilienz begegnet werden. Zugleich wird
die Einfithrung der Resilienz insbesondere in Form adaptiver Mafinahmen
erst durch die Flexibilitdt moderner, komplexer Systeme ermdéglicht.

VI. Ergebnis

Nachfolgend soll als Ergebnis der Auslegung nach dem Wortlaut, der syste-
matischen Auslegung sowie der historischen und teleologischen Auslegung
eine Definition fiir den Begriff der Resilienz im Kontext des Art. 32 Abs. 1
lit b) DSGVO gebildet werden. Dabei ist zu beachten, dass bei der auslegen-
den Definition eines Rechtsbegriffs das Augenmerk auf der ZweckmadfSigkeit
liegen muss. Die Bestimmung eines Fach- bzw. Rechtsbegriffs kann nicht
nach absoluten Maf3stiben richtig oder falsch, sondern nur mehr oder
minder zweckmiflig sein, wobei eine hohe Zweckmifligkeit eine entspre-
chend hohe Eindeutigkeit bzw. umgekehrt eine geringe Mehrdeutigkeit

613 Siehe hierzu bereits: S. 170 ff.
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voraussetzt.® Insbesondere in eine falsche Richtung gehen demnach Be-
griffsbestimmungen, die bestehende sachliche Zusammenhénge verbergen
oder nicht bestehende Zusammenhénge intendieren.®!

Aus dem Wortlaut ergab sich die grundlegende Feststellung, dass Resili-
enz die Fahigkeit eines soziotechnischen Systems beschreibt, ungewisse Er-
eignisse zu erkennen, sich an diese zur Minderung der Folgen anzupassen
und sich nach einem solchen unter lernender Verbesserung schnellstmdg-
lich zu erholen.

Die systematische Auslegung konkretisierte in Gegeniiberstellung mit
dem Risiko und der Risikomethodik die Erkenntnis, dass Resilienz nicht
auf als Risiken antizipierbare Ereignisse, sondern auf ungewisse Ereignisse
gerichtet ist.%!® Thr kommt somit neben der Risikomethodik eine Komple-
mentdrfunktion zu.

Die zu adressierende Ungewissheit konnte konkretisierend in die drei
Kategorien des bekannten Nicht-Wissens, des unbekannten Wissens und
des unbekannten Nicht-Wissens unterteilt werden. Das bekannte Nicht-
Wissen wird im Rahmen der Risikoidentifikation und -analyse festgestellt
(z.B. bei einer vereinfachten Modellierung von Systemen), so dass Resi-
lienzmafinahmen in dem erkannten Bereich der Ungewissheit ansetzen
koénnen. Zum Umgang mit unbekanntem Wissen (z.B. Konfigurations-
oder Programmierfehler) und unbekanntem Nicht-Wissen konnen hingegen
durch die Resilienz nur die bekanntermaflen fiir die Schutzgiiter besonders
kritischen Schutzobjekte (besonders sensible Daten oder zentrale IT-Kom-
ponenten) betrachtet und diese angesichts der Ungewissheit besonders ge-
sichert werden.

Dariiber hinaus wurde festgestellt, dass Resilienzmafinahmen (nur) ab-
strakt angemessen sein konnen und miissen, d.h. dass die Angemessenheit
sich daran orientiert, welche Schutzgiiter betroffen sind und in welcher
Hohe hieran Beeintrdchtigungen drohen (und nicht etwa wie im Risiko-
management an der zu erreichenden Risikoreduktion, da eine solche bei
ungewissen Ereignissen gerade nicht feststellbar ist). Auflerdem wurden die
Unterschiede zwischen dem Resilienzlernen (neues implizites Wissen iiber

614 Bull, Die Staatsaufgaben nach dem Grundgesetz, S. 43; Quaritsch, Staat und Souve-
ranitat, S. 21.

615 Wie zuvor.

616 Ahnlich auch auf ,insbesondere unvorhergesehene Stérungen® abstellend: Martini,
in: Paal/Pauly, DSGVO, BDSG, 3. Auflage 2021, Art.32, Rn.39; ,nicht vorherge-
sehene Anderungen: M. Hansen, in: Simitis/Hornung/Spiecker gen. Déhmann,
Datenschutzrecht 2019, Art. 32, Rn 43.
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Bewiltigungsstrategien im Umgang mit Ungewissheit) und der Iteration
im Risikomanagement (neues explizites Wissen, z.B. iiber neu entdeckte
Schwachstellen, die nun geschlossen werden kénnen) dargestellt.

Weiterhin konnte in der systematischen Auslegung gezeigt werden, dass
sich die Resilienz als funktionale Anforderung insbesondere auch zur Re-
aktion auf bereits eingetretene Sicherheitsvorfille wesensmaflig von den
Schutzzielen unterscheidet und die Resilienz insofern insbesondere keinen
solchen ,Sollzustand“ beschreibt und kein eigenstindiges Angriffsziel dar-
stellt.

Schliefllich konnte in der historischen Auslegung herausgearbeitet wer-
den, dass der Gesetzgeber mit dieser bislang unbekannten Anforderung
auf neue Ungewissheitssituationen reagieren wollte, die dann in der teleolo-
gischen Auslegung insbesondere auf den vermehrten Auftritt offener, inter-
dependenter Systeme sowie den Einsatz von KI exemplarisch verdichtet
werden konnten.

Zusammenfassend ist die Resilienz wie folgt auszulegen:

Sie ist die Fihigkeit eines soziotechnischen Systems, unmittelbar bevorste-
hende oder bereits eingetretene Ereignisse, die aufgrund von Ungewissheit
nicht vermeidbar sind, zu erkennen und sich an diese anzupassen sowie
sich unter lernender Verbesserung schnellstméglich davon zu erholen.

Eingeordnet in Art.32 Abs. 1 litb) DSGVO muss der Verantwortliche oder
der Auftragsverarbeiter somit die Fihigkeit der im Zusammenhang mit der
Verarbeitung stehenden (soziotechnischen) Systeme®” unmittelbar bevorste-
hende oder bereits eingetretene Ereignisse, die aufgrund von Ungewissheit
nicht vermeidbar sind, zu erkennen und sich an diese anzupassen sowie sich
unter lernender Verbesserung schnellstméglich davon zu erholen, auf Dauer
sicherstellen. Die Umsetzung erfolgt wie bei allen Punkten des Katalogs in
Art. 32 Abs. 1 DSGVO durch technische und organisatorische Mafinahmen.

Die Resilienz als Fahigkeit eines soziotechnischen Systems zielt neben
dem Schutz der personenbezogenen Daten insbesondere darauf ab, dass
der diese Daten verarbeitende Dienst, der hieraus etwa Personenwissen
erzeugt, trotz des Eintritts ungewisser Ereignisse unbeeintrédchtigt bleibt,
mithin ,resilient® ist.

617 Der Dienst kann davon abweichend als resilient definiert werden, wenn das durch
ihn erbrachte funktionale Angebot des Systems trotz Vorliegen ungewisser Ereignis-
se unbeeintrachtigt bleibt, siehe hierzu: S. 201f.
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D. Demonstration anhand personalisierter Dienste

In diesem Abschnitt soll die rechtspraktische Funktion und Umsetzung
der Resilienz anhand des gewdhlten Szenarios mit dem Angriffsvektor
der singuldren Informationsmanipulation bei personalisierten Diensten de-
monstriert werden. Durch das hiermit verbundene Einbringen unrichtiger,
personenbezogener Daten in das Personlichkeitsprofil einer Person kdnnen
die Rechte und Freiheiten derselben (Schutzgiiter), allen voran das Daten-
schutzgrundrecht, beeintrachtigt werden. Dariiber hinaus kann aber auch
die Informationsfreiheit beeintrachtigt sein, beispielsweise wenn infolge
dieser Manipulation des Profils auch unrichtige Empfehlungen auf z.B. in
Online-Suchmaschinen oder sozialen Netzwerken erteilt werden und somit
der (personalisierte) Informationsraum manipuliert wird.®!8

I. Ungewissheit

Die personalisierten Dienste werden wie bereits zuvor beschrieben von
offenen Systemen erbracht, die einen offenen Kreis von Nutzer:innen auf-
weisen und von deren Systemen (Endgeréte) Daten empfangen, verarbeiten
und an diese ausgeben. Der Verantwortliche und Dienstanbieter hat keine
Kontrolle tiber die diese Daten iibermittelnden Endgerite; sie liegen aufler-
halb seiner Systemgrenzen.®"

In den Kategorien der Ungewissheit liegt hier ein Fall des bekannten
Nicht-Wissens vor, da dem Anbieter des personalisierten Dienstes das
fehlende Wissen hinsichtlich der Daten aus dem offenen System bereits
bekannt ist. Eine entsprechende Risikoidentifikation und -analyse wiirde
ergeben, dass die Moglichkeit einer Daten- und in der Folge einer Informa-
tionsmanipulation existiert, die sich dann auch auf die Wissensgenerierung
und die Entscheidung auswirken konnte. Aufgrund der offenen Systemar-
chitektur und der damit verbundenen fehlenden Kontrolle iiber die Endge-
rite kann aber weder die Wahrscheinlichkeit fiir das Vorhandensein einer
Schwachstelle noch die Ausnutzungswahrscheinlichkeit zum Zwecke der
Manipulation (auch unter Beriicksichtigung der Motivation des Angreifen-
den) hinreichend sicher bestimmt werden.

618 Grabenwarter, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art.5,
Rn. 1028; wohl auch Schillmdller, InTer 2020, 150 (152); vgl. auflerdem zum Prinzip
der Netzneutralitat: Hain, AfP 2012, 313 (3191, 325f.).

619 Siehe S. 34.
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Somit besteht auch Ungewissheit iiber Art, Umfang und das Ziel einer
moglichen Manipulation, so dass auch die Auswirkungen auf das Person-
lichkeitsprofil und die Entscheidungsfindung ungewiss sind. Anzumerken
ist schliefllich, dass bei den Empfehlungssystemen der personalisierten
Dienste wie beschrieben héufig auch KI-Komponenten eingesetzt werden.
Durch die nur singuldre Datenmanipulation werden diese aber im vorlie-
genden Szenario nicht beeintrachtigt.620

Ausgehend von einem der skizzierten personalisierten Dienste verlangt
die Resilienz als Datensicherheitsanforderung in diesem Szenario nach den
folgenden Gegenmafinahmen:

II. Resilienzmafinahmen

Auch die Resilienz wird in ihren einzelnen Auspragungen durch technische
und organisatorische Mafinahmen umgesetzt. Diese werden nachfolgend
abstrakt beschrieben und durch einige Beispiele dargestellt.

1. Ereigniserkennung

Im Rahmen der Angriffserkennung miissen ungewisse Ereignisse zundchst
durch detektive MafSnahmen®?' wie der Einfithrung sog. Angriffserken-
nungssysteme erkannt werden. Hierzu kann insbesondere auch eine Ano-
malieerkennung eingesetzt werden.®?? Sofern explizit das Verhalten der
Nutzer:innen bzw. deren Endgerite auf Anomalien iiberwacht wird, spricht
man auch von User and Entitiy Behavior Analysis (UEBA).923 Weiterhin
konnen Plausibilitatspriffungen angestellt werden um manipulierte Einga-

620 KI-Systeme lassen sich durch grofle, ,vergiftete“ Datenmengen umtrainieren, wie sie
bei der pluralen Informationsmanipulation vorliegen, siehe zu diesem Szenario S.
318 ft.

621 Der Begriff ,,detektive Mafinahmen* findet sich dhnlich auch bei Weber/Yildiz, Cy-
bersicherheit und Cyber-Resilienz in den Finanzmirkten, S. 16.

622 Arzt et al, MMR 2022, 593 (610); man spricht hier im IT-Sicherheitsrecht (§ 8a
Abs. la BSIG) auch von Angriffserkennungssystemen, die tradierte sowie KI-ge-
stiitzte Muster- und Anomalieerkennung als auch heuristische Methoden zur Detek-
tion eines Angriffs (hier Ereignis) einsetzen; S. Ritter, in: Kipker/Reusch/Ritter,
Recht der Informationssicherheit 2023, § 8a BSIG, Rn 23 1.

623 Vgl. Shashanka/Shen/Wang, in: 2016 IEEE International Conference on Big Data
(Big Data), User and entity behavior analytics for enterprise security, 1867 (1867 £.).
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ben®* oder auch unplausible Ergebnisse zu erkennen. Dabei konnen sehr
plétzliche Verdnderungen in den Verhaltensmustern oder den Ergebnissen
auf eine Manipulation hindeuten.

Im vorliegenden Fall miissen die manipulierten Daten, die von den End-
gerdten der Nutzer:innen kommen erkannt werden, so dass insbesondere
eine UEBA in Betracht kommt. Nach Erkennung einer Anomalie kann
zur Bestitigung derselben als Sicherheitsvorfall ggf. entweder Personal ein-
gesetzt®?> und/oder mit entsprechendem Hinweis auf dieselbe auch der/die
Nutzer:in konsultiert und zu einem entsprechenden Feedback zu der oder
den Anomalie(n) aufgefordert werden, um ggf. schnelle Gewissheit tiber
eine Manipulation der Daten zu erhalten.

2. Anpassungsfahigkeit

Das System muss sich weiterhin an das erkannte Ereignis anpassen, um
die Auswirkungen moglichst gering zu halten.®?¢ Es sind mithin (vorher
etablierte) adaptive Mafsnahmen erforderlich, bei der insbesondere noch
unbeeintrachtigte Daten und Komponenten geschiitzt werden. Dies kann
allgemein sowohl technische Mafinahmen (z.B. bei Ausfall von Komponen-
ten die Aktivierung von Redundanzen®?” oder bei Erkennen eines Angriffs
das Aktivieren von (halb-)automatisierten Firewall-Regeln, so dass alles bis
auf die wichtigsten Prozesse blockiert wird®?®) als auch organisatorische
Maf3nahmen (z.B. in Form von durch das Personal auszufithrenden Not-
fallplanen®?’) einschlieflen.

Konkret im vorliegenden Szenario kénnte, sofern noch manipulierte Da-
ten eingehen, der Datenzufluss zundchst blockiert werden. Moglich ist dies
je nach genauer Angriffskonstellation durch sog. CAPTCHAs, mit denen
bei entsprechendem Verdacht gepriift werden kann, ob zumindest tatsach-

624 Vgl. Berger et al, ACM CSUR, Vol. 54 (2022), Heft 7,1 (12, 25).

625 Vgl. Sohr/Kemmerrich, in: Kipker, Cybersecurity, 49 (102), Rn. 202.

626 Vgl. Weber/Yildiz, Cybersicherheit und Cyber-Resilienz in den Finanzmarkten, S. 24.

627 Goessling-Reisemann/Thier, in: Ruth/Goessling-Reisemann, Handbook on re-
silience of socio-technical systems, 117 (125).

628 Pohlmann, in: Lang/Lohr, IT-Sicherheit, 1 (11); dhnlich auch: Datenisolation und
Blockierung von Schnittstellen, so dass die Angreifer:innen nicht weiter im System
vordringen konnen: Arzt et al., MMR 2022, 593 (610).

629 Vgl. hierzu auch aus der Praxis den Angriff auf die zum Sparkassenverbund gehorige
»Deutsche Leasing™: IT Finanzmagazin, Schwerwiegender Cyberangriff auf Deut-
sche Leasing, 05.06.2023, 05.06.2023.
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lich ein Mensch die den Datenfluss auslosenden Eingaben durchfiihrt.630
Weiterhin sollten die bereits empfangenen Daten die méglicherweise mani-
puliert wurden, nicht ohne weiteres in die Personalisierung mit aufgenom-
men werden, um zu verhindern, dass sie das je nach Erkennungszeitpunkt
noch unbeeintrichtigte Personenwissen verandern.

Im Zweifel sollten sie zunachst mit einem ,,Quarantiane-Status® versehen
und deaktiviert werden, um ggf. auch bei einer False-Positive Erkennung
noch reagieren zu konnen.®* Die Daten konnen ggf. weiter in den Lernpro-
zess einbezogen werden, die dadurch bedingte Verdnderung des Personen-
und Lernwissens muss aber jedenfalls reversibel sein, um das manipulati-
onsfreie Profil im Falle des Nachweises eines Angriffs wiederherstellen zu
kénnen. Auch hierfiir kdnnen sowohl technische Mafinahmen vorgesehen
werden, also etwa entsprechende automatisierte Vorginge nach Erkennung
des Angriffs als auch organisatorische Mafinahmen wie etwa bei besonders
zweifelhaften Fillen die manuelle Untersuchung einzelner Profile durch die
Mitarbeitenden.

3. Erholung

Die Erholungsphase dient der Wiederherstellung des ordnungsgeméfien
Zustandes (wiederherstellende MafSnahmen) der informationstechnischen
Systeme, Dienste und Daten. Nach Mdglichkeit soll hierbei auch eine ler-
nende Verbesserung der Resilienzmafinahmen stattfinden. Allgemein miis-
sen in der Erholungsphase insbesondere ggf. geldschte oder manipulierte
Daten nach einem Ereignis aus vorab angelegten Backups wiederhergestellt
werden und Systeme sowie Dienste wieder ihre ordnungsgeméfie Funktion
erbringen.®3? Hierbei konnen auch Priorisierungen angezeigt sein; etwa um
besonders kritische Daten oder Dienste vorrangig wiederherzustellen.®3
Vorliegend ist nach dem Ergebnis wéihrend der Anpassungsphase zu
differenzieren: In jedem Fall sollte der personalisierte Dienst schnellstmdg-
lich in den Normalzustand zuruckkehren, d.h. entweder die verwendeten

630 G. Yang/Gong/Cai, in: Proceedings 2017 Network and Distributed System Security
Symposium, Fake Co-visitation Injection Attacks to Recommender Systems, S.13,
der gleichzeitig aber auch auf die Umgehungsmdéglichkeit hinweist. Man konnte
diese Mafinahme auch als weitere detektive Mafinahme verstehen, sie weist insofern
einen Doppelcharakter auf.

631 Vgl. Arzt et al., MMR 2022, 593 (610).

632 Vgl. Weber/Yildiz, Cybersicherheit und Cyber-Resilienz in den Finanzmarkten, S.17.

633 Vgl. Weber/Yildiz, Cybersicherheit und Cyber-Resilienz in den Finanzmarkten, S. 24.
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Quarantdne-Daten dauerhaft von der Verarbeitung ausschlieflen oder die
zu Unrecht nicht verwendeten Daten in die weitere Verarbeitung aufneh-
men. Etwaige manipulative Verdnderungen am Profil miissen umgehend
revidiert werden.

Um kiinftigen Ereignissen besser begegnen zu konnen, sollte das aus
den detektierten Angriffen zu erzielende Wissen genutzt werden (Lernen),
um insbesondere die Anomalieerkennung sowie ggf. auch die Anpassungs-
tahigkeiten zu optimieren.

II1. Abstrakte Angemessenheit

Fiir die Frage der abstrakten Angemessenheit und damit den Umfang der
zu treffenden Resilienzmafinahmen ist auf die Modalitdten der Verarbei-
tung abzustellen, um zu bestimmen welche Schutzgiiter betroffen sind und
wie stark diese infolge von zumindest teilweise ungewissen Sicherheitsver-
letzungen beeintrichtigt sein konnen.

Bei den fiir die Datensicherheit typischen Vertraulichkeitsfdllen wird
man insbesondere betrachten miissen, ob und inwieweit besonders sensi-
ble Daten (Art.9 Abs.1 DSGVO) verarbeitet werden, die ggf. auch ein
lohnenswertes Ziel fiir Angreifer:innen (z.B. fiir Erpressung) darstellen und
welche Schutzgiiter bei einer Offenlegung betroffen werden (z.B. neben
dem Datenschutzgrundrecht auch das Diskriminierungsverbot).64

Bei personalisierten Diensten konnen infolge der ungewissen Manipula-
tionen der Daten und der insofern manipulierten Informationsinterpretati-
on und Wissenserzeugung (Personenwissen) falsche Personlichkeitsbilder
entstehen. Auch die daraus folgenden falschen Dienstentscheidungen kon-
nen gravierende Folgen haben: Bei sozialen Netzwerken und Online-Such-
maschinen kann dies die individuelle Persénlichkeitsentfaltung stark be-
eintrichtigen sowie insbesondere auch zu einer politischen Beeinflussung
fithren. Dies gilt in besonderem Mafle soweit durch Manipulationen die
ohnehin tendenziell bestehenden Filterblasen (Filter Bubbles)®3> verstarkt

634 Zur Veranschaulichung sei hier exemplarisch auf einen Sicherheitsvorfall verwiesen,
bei dem Hacker in Finnland vertrauliche Gesprachsinformationen aus Psychothera-
piesitzungen erlangten und die Patient:innen anschlieffend unter Androhung der
Veroffentlichung erpressten: Muth, Cyber-Erpresser in Finnland, Stiddeutsche Zei-
tung vom 29.10.2020.

635 Jiirgens/Stark/Magin, in: Stark/Dorr/Aufenanger, Die Googleisierung der Informa-
tionssuche, 98 (110); Pariser, Filter Bubble, S. 17 ff., 24, 169 ff; welcher die durch ubi-
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werden. Aus Sicht der Angreifenden diirften auflerdem Journalist:innen®3¢
und Politiker:innen aufgrund ihres Einflusses auf politische Entscheidun-
gen sowie die offentliche Meinungsbildung®’ besonders attraktive Ziele
darstellen, so dass diese moglicherweise auch individuell besonders gefdhr-
det sind. Im Ergebnis diirfte die abstrakte Angemessenheit somit bei den
genannten Diensten Resilienzmafinahmen in groflem Umfang rechtfertigen
kénnen.

IV. Fazit

Insgesamt zeigte die Demonstration anhand des konkreten Anwendungs-
beispiels der personalisierten Dienste welche Ungewissheit konkret beste-
hen kann und wie dieser mit der Resilienz begegnet werden kann. Dabei
wurde auch gezeigt, wie die einzelnen Elemente der Resilienz durch techni-
sche und organisatorische Mafinahmen umgesetzt werden konnen. Zuletzt
wurde konkretisiert, wie der Umfang der angemessenen Resilienzmafinah-
men mit Blick auf die abstrakt drohenden Schutzgutverletzungen durch die
Manipulation der personalisierten Dienste bestimmt werden kann.

quitdre Personalisierung geschaffene Filter Bubble als einen individuellen, fremdbe-
stimmten und fiir den Nutzer nicht direkt wahrnehmbaren beschrankten Informati-
onsraum im Internet beschreibt und auf dessen mogliche negative Folgen wie eine
(unbemerkte) schwindende Selbstbestimmtheit und eine Beeintrachtigung des de-
mokratischen Austauschs hinweist; Zur Filter Bubble in der Online-Suchmaschine
auch: Lewandowski/Kerkmann/Siinkler, in: Stark/Dé&rr/Aufenanger, Die Googlei-
sierung der Informationssuche, 75 (91).

636 Zum generellen Einfluss von sozialen Netzwerken, in diesem Fall X (vormals Twit-
ter), auf die Titigkeit von Journalist:innen: McGregor/Molyneux, Journalism 2020,
597 (597 f£.,, 607).

637 Hierzu spater noch ausfiihrlich: S. 259 ff.
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In diesem Teil wird die IT-Sicherheit nach dem RegE BSIG beleuchtet und
untersucht, ob der Begriff der ,Resilienz® auch hierin iibertragen werden
koénnte.

Dabei beschrinkt sich der Untersuchungsgegenstand auf die Anforde-
rungen an die hier gegenstdndlichen, personalisierten digitalen Dienste
nach §30 iV.m. § 28 Abs.2 Nr.3 iV.m. Anlage 2, Ziff. 6 RegE BSIG. Im
BSIG und der NIS-RL sind digitale Dienste (§ 8¢ BSIG und Art. 16 NIS-RL)
und kritische Infrastrukturen (§ 8a BSIG und Art. 14 NIS-RL) bislang noch
in separaten Pflichtennormen adressiert, wobei die Regulierung der kriti-
schen Infrastrukturen als Vorbild und Grundlage fiir die Regulierung der
digitalen Dienste verstanden werden kann. Insbesondere im Rahmen der
Bestimmung der Schutzgiiter wird daher auch in dieser Arbeit noch einmal
auf die kritischen Infrastrukturen (kiinftig Betreiber kritischer Anlagen,
§ 28 Abs 6 Nr. 4 RegE BSIG) zuriickzukommen sein.

Mit § 30 RegE BSIG besteht dann unter der kiinftigen Rechtslage eine
gemeinsame Pflichtennorm.®*® Die fiir die Resilienz maf3geblichen IT-Si-
cherheitspflichten, denen digitale Dienste unterliegen finden sich folglich
v.a. in § 30 Abs. 1, 2 RegE BSIG.6%°

Parallel zur Untersuchung in der DSGVO (Kapitel 3., Abschnitt B.) sol-
len zunichst die Schutzgiiter bestimmt werden, die durch diese IT-Sicher-
heitspflichten gesichert werden (A.). In einem weiteren Schritt (B.) werden
sodann die gesetzlichen Sicherheitsvorgaben an digitale Dienste ndher un-
tersucht, wobei insbesondere die Begriffe ,Risiko“ und ,Sicherheit, die
Schutzobjekte Netz- und Informationssysteme, Dienste und Daten sowie
die Schutzziele betrachtet werden. Anschlieflend werden die so aufbereite-
ten Vorgaben mit jenen der DSGVO gegeniibergestellt (C.), um mdgliche

638 Die bisherige Unterteilung zwischen kritischen Infrastrukturen und digitalen Diens-
ten hat sich nach dem europiischen Gesetzgeber ,als iiberholt erwiesen [...], da
sie nicht die tatsdchliche Bedeutung der Sektoren oder Dienste fiir die gesellschaft-
lichen und wirtschaftlichen Titigkeiten im Binnenmarkt® widerspiegle, EG 6 S.2
NIS2-RL. Fiir Betreiber kritischer Anlagen gelten zusitzlich die Anforderungen des
§ 31 RegE BSIG.

639 Weiterhin erldsst die EU-Kommission nach § 30 Abs.3 RegE BSIG, Art.21 Abs.5
UAbs. 1 NIS2-RL bis zum 17.10.2024 einen konkretisierenden Durchfithrungsrechts-
akt fiir die digitalen Dienste.
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Unterschiede zu identifizieren, die einer Ubertragung des Resilienzbegriffs
aus der DSGVO in den RegE BSIG entgegenstehen konnten. Auf Basis
dessen wird schliefSlich die Moglichkeit der Implementierung der Resilienz
in den RegE BSIG gepriift (D.). Am Ende dieses Kapitels wird schliellich
unter E. gepriift, ob die Resilienz auch nach dem RegE BSIG als IT-Sicher-
heitsanforderung fiir die digitalen Dienste eine rechtspraktische Funktion
erfiillen kann und mit Blick auf die plurale Informationsmanipulation ggf.
auch etwas andere Mafinahmen als in der DSGVO erfordert.

A. Bestimmung der Schutzgiiter

Im Nachfolgenden sollen die Schutzgiiter des § 30 RegE BSIG fiir digitale
Dienste herausgearbeitet werden. Als Schutzgiiter werden analog zur Unter-
suchung in der DSGVO® die jeweiligen Rechtsgiiter bezeichnet, die durch
die Anforderungen an die IT-Sicherheit gesichert werden sollen.

Anders als in der DSGVO gestaltet sich die Bestimmung der Schutzgiiter
im RegE BSIG jedoch deutlich komplexer. Das RegE BSIG dient wie gezeigt
werden wird mit seinen Vorgaben zur IT-Sicherheit nicht nur dem Schutz
von Individual-, sondern insbesondere auch von Gemeinschaftsrechtsgii-
tern,®! an denen sich die Schadfolgen von IT-Sicherheitsvorfallen realisie-
ren kénnen.

Um die Schutzgiiter im Einzelnen zu bestimmen, wird zunéchst die his-
torische Entwicklung des (RegE) BSIG nachgezeichnet und dabei bereits
erste Anhaltspunkte fiir die Bestimmung der Schutzgiiter herausgearbeitet
(L.). Im Anschluss folgt die Bestimmung der Schutzgiiter fiir die tradierten
kritischen Anlagen, wobei insbesondere auf die Begriffe der Daseinsvorsor-
ge sowie der dffentlichen Sicherheit eingegangen wird (IL.). Abschlieflend
folgt eine spezifizierende Bestimmung der Schutzgiiter fiir die digitalen
Dienste (IIL.).

I. Historische Entwicklung des BSIG

Das BSIG wurde urspriinglich 1991 als reines Aufgabenzuweisungsgesetz
geschaffen, in welchem dem Bundesamt fiir Sicherheit in der Informati-

640 S.105ff.
641 Zu diesem Begriff siehe: S. 249.
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onstechnik (BSI) nach §3 des BSIG insbesondere die Untersuchung von
Sicherheitsrisiken, die Entwicklung von Sicherheitsvorkehrungen sowie
Verfahren zur Messung von Sicherheit ebenso wie Produktpriifung und
-zulassung zugewiesen wurde. Diese Aufgaben dienten primér der Absiche-
rung der IT-Infrastruktur des Bundes, allerdings war auch damals bereits
die Unterstiitzung des Datenschutzbeauftragten (§ 3 Abs.1 Nr. 5 BSIG a.F.)
sowie die Beratung von IT-Produkt-Herstellern (§ 3 Abs.1 Nr.7 BSIG a.F.)
vorgesehen.

Einen ersten Impuls im Sinne des heutigen IT-Sicherheitsrechts setzte
der nationale Plan zum Schutz kritischer Infrastrukturen 2005. Hier wur-
den insbesondere auch die kritischen Infrastrukturen definiert als ,Organi-
sationen und Einrichtungen mit wichtiger Bedeutung fiir das staatliche
Gemeinwesen, bei deren Ausfall oder Beeintrachtigung nachhaltig wirken-
de Versorgungsengpisse, erhebliche Stérungen der offentlichen Sicherheit
oder andere dramatische Folgen eintréiten.“042

Die erste Anderung des BSIG 2009 brachte zwar noch keine tiefgreifen-
den materiellen Anderungen; dem BSI wurden lediglich mehr eigene Be-
fugnisse eingeraumt, insbesondere auch ohne Amtshilfeersuchen von ande-
ren Behorden bei diesen zur Erhohung der IT-Sicherheit und zur Abwehr
von Gefahren titig zu werden.®** Allerdings wurde aus der Gesetzesbegriin-
dung bereits deutlich, dass der Gesetzgeber die gesteigerte Bedeutung der
Informations- und Kommunikationstechnologie (IKT) erkannte. Diese sei
~mittlerweile Voraussetzung fiir das Funktionieren des Gemeinwesens".%4*
Und bei Ausfillen kénnte etwa die Versorgung mit Energie oder Wasser
gefdhrdet sein, entsprechende Angriffe auf die IKT konnten somit sogar
unmittelbare Auswirkungen auf Leben und Gesundheit vieler Menschen
haben. Aufierdem bedrohe auch die Gefahr von (digitalen) Spionageaktivi-
taten in Wirtschaft und Forschung den Wohlstand und die innere Sicher-
heit Deutschlands.®4

642 BMI, Nationaler Plan zum Schutz der Informationsinfrastrukturen, Juli 2005, S. 21;
ebenso spater: BMI, Nationale Strategie zum Schutz Kritischer Infrastrukturen,
2009, S. 3.

643 BR-Drs. 62/09, S. 11.

644 BR-Drs. 62/09, S. 1.

645 BT-Drs. 62/09, S. 1.
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1. Novelle 2015 — Schutz kritischer Infrastrukturen

Materielle Anforderungen an die IT-Sicherheit von kritischen Infrastruk-
turen wurden mit dem IT-Sicherheitsgesetz vom 25.07.2015 in das BSIG
aufgenommen.®46

Betreiber kritischer Infrastrukturen wurden geméfd § 8a BSIG verpflich-
tet, ,angemessene organisatorische und technische Vorkehrungen zur Ver-
meidung von Storungen der Verfiigbarkeit, Integritit, Authentizitit und
Vertraulichkeit ihrer informationstechnischen Systeme, Komponenten oder
Prozesse zu treffen, die fiir die Funktionsfahigkeit der von ihnen betriebe-
nen kritischen Infrastrukturen mafigeblich sind.*

Was eine kritische Infrastruktur ist, wird mittels einer mehrstufigen Me-
thodik festgelegt: Ausgangspunkt ist die Definition kritischer Infrastruktu-
ren nach § 2 Abs. 10 BSIG. Demnach sind kritische Infrastrukturen Einrich-
tungen, Anlagen oder Teile davon, die nach Nr.1 bestimmten Sektoren
unterfallen (namentlich: Energie, Informationstechnik und Telekommuni-
kation, Transport und Verkehr, Gesundheit, Wasser, Ernahrung sowie Fi-
nanz- und Versicherungswesen) und nach Nr.2 von hoher Bedeutung fiir
das Funktionieren des Gemeinwesens sind, weil durch ihren Ausfall oder
ihre Beeintrachtigung erhebliche Versorgungsengpisse oder Gefahrdungen
fiir die offentliche Sicherheit eintreten wiirden. In der Gesetzesbegriindung
wird insoweit ergdnzt: Diese Sektoren seien fiir die ,,Sicherung der Grund-
bediirfnisse der Bevdlkerung® von hoher Bedeutung.®*” Im Kontext der
Meldung von Sicherheitsvorfallen (§8b BSIG) wird insoweit auch von
Gefahrdungen der ,Versorgungssicherheit® gesprochen.®4

Welche Dienstleistungen innerhalb des Sektors ab welchem Versorgungs-
grad 1.S.d. § 2 Abs.10 Nr.2 BSIG als kritisch anzusehen sind, wird nach
§10 Abs. 1 BSIG durch eine Rechtsverordnung des BMI, die Verordnung zur
Bestimmung Kritischer Infrastrukturen nach dem BSI-Gesetz (BSI-KritisV)
bestimmt. Nach der Gesetzesbegriindung ist insoweit wiederrum ein zwei-
stufiges Verfahren zugrunde zu legen:

Qualitativ ist zundchst zu ermitteln, ,welche Dienstleistungen innerhalb
der genannten Sektoren in dem Sinne kritisch sind, dass sie von hoher
Bedeutung fiir das Funktionieren des Gemeinwesens sind und durch ihren

646 Vgl. S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 2
BSIG, Rn. 28.

647 BT-Drs. 18/4096, S. 23.

648 BT-Drs. 18/4096, S. 28.
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Ausfall oder ihre Beeintrichtigung nachhaltig wirkende Versorgungseng-
pésse oder erhebliche Gefdhrdungen fiir die 6ffentliche Sicherheit eintre-
ten wiirden. Die Kategorie Qualitdt sollte sich hierbei insbesondere auf
die Sicherheit von Leib, Leben, Gesundheit und Eigentum der Teile der
Bevolkerung beziehen, die von einem Ausfall unmittelbar oder mittelbar
beeintréachtigt wiren. 64

Beziiglich des Versorgungsgrades folgt sodann die quantitative Festle-
gung sog. Schwellenwerte, also die Grofie einer Einrichtung, insbesondere
mit Blick auf die Zahl der versorgten Personen, oberhalb derer eine ent-
sprechende Einrichtung als kritisch zu qualifizieren ist.6>

2. Novelle 2017 - Schutz digitaler Dienste

In der zweiten Novelle folgte die Umsetzung der européischen NIS-RL vom
19.07.2016, die neben den bereits auf nationaler Ebene adressierten kriti-
schen Infrastrukturen (hier als ,wesentliche Dienste®; Art. 4 Nr. 4, Anhang
II NIS-RL) auch die hier gegenstandlichen digitalen Dienste (Art.4 Nr.5,
Art.5 Abs. 2, Anhang III NIS-RL, Art.1 Abs.1 litb) RL 2015/1535) einbe-
zog. Hierunter fallen demnach Online-Suchmaschinen, Online-Marktplt-
ze und Cloud-Computing-Dienste, die in der nationalen Umsetzung als
digitale Dienste (§ 2 Abs. 11 BSIG) in § 8c BSIG adressiert werden. Teilweise
werden diese Dienste als ,besonders wichtiger Kernbereich des Internets®
beschrieben.%!

Die Gesetzesbegriindung hingegen erldutert die besondere Bedeutung
gerade dieser ausgewihlten Dienste nicht. Die Dienste waren auch im
urspriinglichen Kommissionsentwurf der NIS-RL nicht enthalten.®>? In
EG 48 NIS-RL heiflt es nun zumindest, diese Dienste seien ,fiir das rei-
bungslose Funktionieren vieler Unternehmen von wesentlicher Bedeutung.
Eine Storung eines solchen digitalen Dienstes kénnte die Bereitstellung
anderer, von ihnen abhingiger Dienste verhindern und somit wesentliche
wirtschaftliche und gesellschaftliche Titigkeiten in der Union beeintréich-

649 BT-Drs. 18/4096, S. 311.

650 Wie zuvor; anders als bei der qualitativen Ermittlung wird somit nicht unmittelbar
auf die Schadfolgen bei einem Ausfall, sondern auf die Zahl der versorgten Personen
bei Funktionsfahigkeit der kritischen Infrastruktur abgestellt.

651 Schallbruch, CR 2016, 663 (665).

652 EU-Kommission, KOM(2013) 48, Vorschlag zur NIS-RL, 5.7.2016.
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tigen. Dabei unterscheiden sich die Dienste nach der Einschdtzung des
europdischen Gesetzgebers in ihrer gesellschaftsrelevanten Bedeutung von
swesentlichen Diensten® (in nationaler Terminologie: kritische Infrastruk-
turen), da (nur) letztere nach EG 49 S. 2 NIS-RL fiir die Aufrechterhaltung
~kritischer gesellschaftlicher und wirtschaftlicher Tétigkeiten von wesentli-
cher Bedeutung® seien. ,Daher sollten die an Anbieter digitaler Dienste
gestellten Sicherheitsanforderungen geringer sein.“®>3

Die NIS-RL fokussierte sich mit der Adressierung der digitalen Dienste
somit starker auf das Funktionieren der Wirtschaft, was sich insbesondere
auch mit Blick auf die Online-Marktplitze zeigt. Eine Storung des Amazon
Marketplace mag fiir viele Kund:innen zwar misslich, fiir die zahlreichen
Unternehmen, die hier moglicherweise sogar exklusiv ihre Waren anbieten,
hingegen existenzbedrohend sein. Ahnliches erscheint z.B. fiir Nachrich-
tenseiten denkbar, die nicht zuletzt {iber den News-Bereich von Google
erreichbar sind. Skalierbare Cloud-Computing-Dienste betreffen die zahl-
reichen Unternehmen, die ihre IT-Leistung dorthin ausgelagert haben. Was
der Gesetzgeber jedenfalls damals aber wohl noch nicht im Blick hatte,
waren die drohenden Gefahren durch (manipulative) Angriffe auf Online-
Suchmaschinen und auch den spater mit der NIS2-RL erfassten sozialen
Netzwerken mit ihren Folgen u.a. fiir Informationsgrundrechte und die
offentliche Meinungsbildung, dazu spéter (S. 256 ff.) ausfiihrlich.

Der Fokus auf die Wirtschaft rechtfertigte aus Sicht des Gesetzgebers
wohl eine geringer zu bemessende Kritikalitit dieser Dienste. Denn auch
wenn die Wirtschaftsforderung Teil des zu schiitzenden Gemeinwesens
ist,%>4 so sind wirtschaftliche und damit zumindest primér finanzielle Sché-
den in ihrer Gewichtung geringer einzuschitzen als etwa die unmittelbar
auch humanitdren Folgen einer erheblichen Stérung in der Strom- oder
Trinkwasserversorgung.

Im Ergebnis blieb das abstrakte Schutzgut der Funktionsfahigkeit des
Gemeinwesens damit identisch, nur wurde bei digitalen Diensten der Fo-
kus stirker auf die Wirtschaft verlagert. Es wird damit im Rahmen digitaler
Dienste in einer besonderen Auspragung des Gemeinwesens geschiitzt.

653 EG 49 NIS-RL, S. 3.
654 Dazu spater bei den Schutzgiitern: S. 238 f.

226

- am 19,01.2026, 23:05:4;



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

A. Bestimmung der Schutzgiiter

3. Novelle 2021 — Unternehmen im besonderen offentlichen Interesse

Im Jahr 2021 folgte die Novellierung des BSIG mit dem IT-Sicherheitsgesetz
2.0. Im Rahmen dessen wurde insbesondere der Adressatenkreis erneut
erweitert. Zusatzlich wurden nun sog. ,Unternehmen im besonderen 6f-
fentlichen Interesse® (UBI) erfasst, zu denen nach § 2 Abs. 14 Nr. 1-3 BSIG
drei Gruppen von Unternehmen gehoren:

Zunichst nach §2 Abs.14 Nr.1 BSIG Unternehmen, die Giiter nach
§ 60 Absatz 1 Nummer 1 und 3 der Auflenwirtschaftsverordnung in der
jeweils geltenden Fassung herstellen oder entwickeln. Diese Giiter umfas-
sen insbesondere Kriegswaffen.%> Zweitens wurden Unternehmen erfasst,
die aufgrund ihrer inlindischen Wertschopfung zu den gréfiten Unterneh-
men in Deutschland gehéren und daher von erheblicher volkswirtschaftli-
cher Bedeutung sind. Gleichsam erfasst wurden auch aufgrund von Allein-
stellungsmerkmalen nicht austauschbare Zulieferer solcher Unternehmen.
SchliefSlich umschreibt die dritte Gruppe Betreiber eines Betriebsbereichs
der oberen Klasse im Sinne der Storfall-Verordnung in der jeweils gelten-
den Fassung oder solche, die nach § 1 Absatz 2 der Storfall-Verordnung die-
sen gleichgestellt sind, so dass hier insbesondere Chemieunternehmen®3°
adressiert wurden.

Anders als die zuvor genannten Adressaten trafen die UBI keine direkten
Pflichten zur Vornahme von technischen und organisatorischen Mafinah-
men, sondern lediglich Informationspflichten gegeniiber dem BSI.®” Die
entsprechenden Selbsterklarungen zur IT-Sicherheit mussten zeigen, wel-
che Zertifizierungen und sonstigen Audits/Priifungen in den letzten zwei
Jahren durchgefiihrt wurden. Aulerdem muss das Unternehmen darlegen,
wie es seine besonders schiitzenswerten informationstechnischen Systeme,
Komponenten und Prozesse angemessen schiitzt und ob dabei der Stand
der Technik eingehalten wird.

655 Monschke/Copeland, CCZ 2022, 152 (152).
656 Monschke/Copeland, CCZ 2022,152 (153).
657 Und auch das nur fiir Unternehmen der ersten und zweiten Gruppe.
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4. Novelle 2024 - NIS2-RL

Am 27.12.2022 ist die neue NIS2-RL%® in Kraft getreten. Diese ist nach
Art. 41 Abs.1 bis zum 17.10.2024 in nationales Recht umzusetzen, was in
Deutschland eine weitere Novellierung des BSIG erforderlich macht. Die
Novellierung soll nach aktuellem Stand durch das NIS2UmsuCG®*° erfol-
gen und fiihrt neben inhaltlichen Anderungen insbesondere auch zu einer
grundlegenden Anderung der Gesetzesstruktur des BSIG. In dieser Unter-
suchung wird dieses Gesetz mit dem Regierungsentwurf vom 22.07.2024 als
RegE BSIG bezeichnet und fiir den weiteren Verlauf zugrunde gelegt.

Die IT-Sicherheitspflichten fiir betroffene Unternehmen werden nun wie
bereits beschriebenen in der neuen Pflichtennorm des §30 RegE BSIG
festgelegt, was insbesondere auch die digitalen Dienste betriftt. Fiir Betrei-
ber kritischer Anlagen (§2 Nr.22, 24, § 56 Abs.4 RegE BSIG) gelten die
zusdtzlichen Anforderungen des § 31 RegE BSIG. Die selbststdndige Kate-
gorie der ,Unternehmen im besonderen offentlichen Interesse® ist wieder
entfallen, die entsprechenden Unternehmen werden aber nun ebenfalls von
§ 30 RegE BSIG adressiert.5%0

Dariiber hinaus wurde der Adressatenkreis erweitert. Besonders bemer-
kenswert ist insoweit, dass entsprechend der NIS2-RL wie auch schon
bei den UBIs auch Unternehmen erfasst werden, die anders als kritische
Anlagen oder digitale Dienste keine besonders kritischen Dienstleistungen
anbieten. Hierzu gehort insbesondere der Sektor ,verarbeitendes Gewer-
be/Herstellung von Waren® u.a. mit dem Maschinen- und Kraftfahrzeug-
bau.%6!

Das Adressatenmodell wurde ebenfalls grundlegend gedndert, so dass
nun primér zwischen ,besonders wichtigen Einrichtungen® und ,wichtigen
Einrichtungen® unterschieden wird. Weiterhin bestehen nun zwei Katalo-
ge, die zwei verschiedene Sektorengruppen adressieren (Anlage 1, 2 RegE
BSIG) und die im Weiteren als ,kritische Sektoren® und ,weniger kritische
Sektoren® bezeichnet werden sollen.

658 RL 2022/2555 iiber Mafinahmen fiir ein hohes gemeinsames Cybersicherheitsni-
veau in der Union, zur Anderung der Verordnung (EU) Nr.910/2014 und der
Richtlinie (EU) 2018/1972 sowie zur Aufthebung der Richtlinie (EU) 2016/1148
(NIS-2-Richtlinie).

659 Gesetz zur Umsetzung der NIS-2-Richtlinie und zur Regelung wesentlicher Grund-
ziige des Informationssicherheitsmanagements in der Bundesverwaltung (NIS-2-
Umsetzungs- und Cybersicherheits-stirkungsgesetz).

660 BReg, Entwurf NIS2UmsuCG, 22.07.2024, S. 145

661 §28 Abs.2 Nr. 3 iV.m. Anlage 2, Ziff. 5, 5.4-5.6 RegE BSIG.
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Betreiber kritischer Anlagen (bislang: kritische Infrastrukturen) sind zu-
gleich besonders wichtige Einrichtungen nach § 28 Abs. 1 Nr. 1 RegE BSIG.5¢2
Auch Groflunternehmen, die aufgrund einer Unterschreitung der Schwel-
lenwerte zwar (noch) keine kritische Anlage betreiben, aber trotzdem
einem kritischen Sektor (z.B. Energie- und Wasserversorgung) angehéren,
werden nach § 28 Abs. 1 Nr. 4 RegE BSIG als besonders wichtige Einrichtun-
gen erfasst.%63

Zu den wichtigen Einrichtungen gehéren nun Unternehmen mittlerer
Unternehmensgréfie in kritischen Sektoren sowie mittlere Unternehmen
und Groflunternehmen in weniger-kritischen Sektoren. Zu den weniger
kritischen Sektoren gehoren nach Einschitzung des Gesetzgebers neben
z.B. dem genannten Maschinen- und Kraftfahrzeugbau insbesondere auch
die Anbieter digitaler Dienste. Der Kreis der Anbieter digitaler Dienste
(Anlage 2, Ziff. 6 RegE BSIG) wird auflerdem verdndert, hierzu gehdren
nun auch ,Plattformen fiir Dienste sozialer Netzwerke“ (hier nur: ,soziale
Netzwerke®). Eine solche ist nach § 2 Nr. 30 RegE BSIG definiert als:

weine Plattform, auf der Endnutzer mit unterschiedlichen Geraten insbe-
sondere durch Chats, Posts, Videos und Empfehlungen miteinander in
Kontakt treten und kommunizieren sowie Inhalte teilen und entdecken
konnen;*“

Damit wurde ein weiterer Anbieter eines Dienstes aufgenommen, der sich
durch einen hohen Grad an algorithmischer Personalisierung auszeichnet
und somit fiir den Untersuchungsgegenstand dieser Arbeit von besonderer
Bedeutung ist. Dafiir gehoren Cloud-Computing-Dienste (trotz entspre-
chender Definition, § 2 Nr.4 RegE BSIG)®* nicht mehr zu dem Sektor
digitaler Dienste, sondern zum (kritischen) Sektor ,Informationstechnik
und Telekommunikation. 66>

662 Vgl. Kipker/Dittrich, MMR 2023, 481 (482).

663 Allerdings mit geringeren Anforderungen als Betreiber kritischer Anlagen, § 31 RegE
BSIG. Zusitzlich werden gréflenunabhéngig ,qualifizierte Vertrauensdiensteanbie-
ter, Top Level Domain Name Registry [und] DNS-Diensteanbieter sowie mittle-
re Unternehmen im Telekommunikationssektor erfasst (§28 Abs.1 Nr.2, 3 RegE
BSIG).

664 Siehe hierzu spiter, S. 283, Fn. 859.

665 Anlage 1, Ziff. 6.1.4. RegE BSIG.
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5. Fazit

Aus der historischen Betrachtung des (RegE) BSIG kann als erste Erkennt-
nis eine stetige Erweiterung des Adressatenkreises festgestellt werden. Wa-
ren die Adressaten urspriinglich nur Kritische Infrastrukturen (spater: kriti-
sche Anlagen), die essenzielle Dienstleistungen der Daseinsvorsorge (dazu
sogleich) anboten, wurde der Adressatenkreis im Laufe der Zeit kontinuier-
lich auch um immer weniger kritische Einrichtungen (zunéchst etwa digi-
tale Dienste, dann z.B. auch Unternehmen im Maschinen- und Kraftfahr-
zeugbau) erweitert und so das IT-Sicherheitsrecht von einem spezifischen
Recht kritischer Infrastrukturen in die Breite der Unternehmenslandschaft
gebracht.

Diese historische Entwicklung weist bereits auf die moglichen Heraus-
forderungen bei der Frage der Schutzgiiter hin. Diesem Hinweis folgend
soll nun die Frage der Schutzgiiter zunachst anhand der klassischen kriti-
schen Infrastrukturen bzw. Anlagen beleuchtet (II.) und davon ausgehend
die Schutzgiiter der digitalen Dienste als ,neue Adressaten” in den Blick
genommen werden (IIL.).

II. Schutzgiiter kritischer Anlagen

Im Rahmen der historischen Entwicklung wurde die Erweiterung des
Adressatenkreises dargestellt. Je nach Adressatenkreis und damit auch je
nach Sektor konnten auch unterschiedliche Schutzgiiter betroffen sein.
Dieser Frage soll nun vertieft nachgegangen werden, indem zunéchst die
Schutzgiiter fiir die historisch zuerst adressierten kritischen Anlagen (frii-
her: kritische Infrastrukturen) beschrieben werden.

1. Begrift der Daseinsvorsorge

Bereits in der fritheren Entwicklung des BSIG (Novelle 2015) wurden die
kritischen Infrastrukturen anhand ihrer Bedeutung fiir die ,Sicherung der
Grundbediirfnisse“®®® sowie das ,,Funktionieren des Gemeinwesens“ defi-
niert, da ein Ausfall oder eine Beeintrdchtigung ihrer Dienstleistungen ,er-
hebliche Versorgungsengpésse® befiirchten liefe (§ 2 Abs. 10 BSIG) und hat

666 BT-Drs. 18/4096, S.23.
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sich in dhnlicher Form bis heute gehalten bzw. wird auch noch erweitert:
So wird § 2 Nr. 24 RegE BSIG die von kritischen Anlagen zu erbringende
kritische Dienstleistung definiert als ,eine Dienstleistung zur Versorgung
der Allgemeinheit in den Sektoren Energie, Transport und Verkehr, Finanz-
wesen, Sozialversicherungstriger sowie Grundsicherung fiir Arbeitssuchen-
de, Gesundheitswesen, Wasser, Ernahrung, Informationstechnik und Tele-
kommunikation, Weltraum oder Siedlungsabfallentsorgung, deren Ausfall
oder Beeintrachtigung zu erheblichen Versorgungsengpdssen oder zu Ge-
fahrdungen der offentlichen Sicherheit fithren wiirde®.66”

Viele dieser Begriffe und auch die dabei adressierten Sektoren wie z.B.
Energie, Wasser, Siedlungsabfallentsorgung und Gesundheit weisen bereits
dem ersten Anschein nach starke Parallelen zum Begriff der Daseinsvorsor-
ge auf, der im nachfolgenden deshalb genauer beleuchtet werden soll, um
damit die Schutzgiiter genauer zu bestimmen.

Auf Basis des in Deutschland von Ernst Forsthoff°%? etablierten Begriffs
der Daseinsvorsorge kann mit diesem heute die Versorgung der Bevolke-
rung mit den nach dem jeweiligen Stand der Zivilisation fiir eine norma-
le Lebensfithrung notwendigen Giitern und Dienstleistungen beschrieben
werden.®®® Sie werden deshalb im Weiteren als ,Daseinsvorsorgeleistun-
gen“ bezeichnet. In Deutschland kann hierunter insbesondere gezéhlt wer-
den: Die Strom- und Wasserversorgung, die Entsorgung von Abfall und

667 Eine sehr dhnliche Formulierung findet sich auch fiir ,wesentliche Dienste® in
Art.2 Nr. 5 RKE-RL; diese wesentlichen Dienste werden zwar in der NIS2-RL nicht
mehr explizit aufgegriffen, aber ,kritische Einrichtungen® (die wesentliche Dienste
erbringen, Art.6 Abs.2 lita) RKE-RL) sollen nach EG 30 NIS2-RL zugleich als
swichtige Einrichtungen® gelten. Insoweit wirken diese (dhnlichen) Vorgaben also
auch in der NIS2-RL.

668 Forsthoff, Rechtsfragen der leistenden Verwaltung, S. 9 ff..; zu der kritischen Verqui-
ckung der forsthoffschen Idee der Daseinsvorsorge mit vélkischem Gedankengut in
Forsthoff, Die Verwaltung als Leistungstrdger (1938) siehe: Piittner, in: Hrbek/Net-
tesheim, Européische Union und mitgliedstaatliche Daseinsvorsorge, 32 (33); Schil-
ler, Staatliche Gewihrleistungsverantwortung und die Sicherstellung von Anschluss
und Versorgung im Bereich der Energiewirtschaft, S. 74 f.;

669 Forsthoff seinerzeit mit der engen Definition: ,Leistungen, auf welche der in die
modernen massentiimlichen Lebensformen verwiesene Mensch lebensnotwendig
angewiesen ist', Forsthoff, Rechtsfragen der leistenden Verwaltung, S.27; Bull, Der
Staat 2008, 1 (3); Henneke, in: Krautscheid/Waiz/Miinch, Die Daseinsvorsorge im
Spannungsfeld von europdischem Wettbewerb und Gemeinwohl, 17 (18); zur Kritik
an der begrifflichen Weite des Begriffs, aber gleichwohl zur Anerkennung als ,,de-
skriptiver Sammelbegriff “ im hier verwendeten Sinn: Knauff, Der Gewahrleistungs-
staat: Reform der Daseinsvorsorge, S. 46 f.

231

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

Abwasser, die Post, die Telekommunikation, der Rundfunk, die Gesund-
heitsversorgung, der OPNV sowie die Bildung.”° Mit der Kopplung an
den Stand der Zivilisation unterliegt dieser Katalog einer dynamischen
Verdnderung, d.h. mit steigendem Wohlstand und fortschreitender techno-
logischer Entwicklung erweitert sich auch der Umfang der zur normalen
Lebensfithrung, auch unter Beriicksichtigung der Moglichkeit zur Teilnah-
me am Sozialleben, erforderlichen Leistungen.®”! So muss inzwischen zur
Daseinsvorsorgeleistung im Bereich der Telekommunikation insbesondere
der Internetzugang®”? sowohl iiber das Festnetz%7® als auch via Mobilfunk in
entsprechender Bandbreite gezahlt werden. Stellt man diese Daseinsvorsor-
geleistungen mit den Sektoren kritischer Dienstleistungen nach §2 Nr.24
RegE BSIG gegeniiber, fillt eine deutliche Uberschneidung auf, insbeson-
dere beziiglich der Strom-, Wasser, und Abwasserversorgung, Siedlungsab-
fallentsorgung, Informationstechnik und Telekommunikation, des Gesund-
heitswesens, des Finanz- und Versicherungswesens sowie des Transports
und Verkehrs.

Insoweit lasst sich attestieren, dass der RegE BSIG mit dem Begriff der
kritischen Dienstleistungen und damit auch den diese erbringenden kriti-
schen Anlagen (§2 Nr.22, 24 RegE BSIG)in einem weiten Verstindnis®”*
die der Daseinsvorsorge entsprechenden Sektoren adressiert. Genauer be-
grifflich ausdifferenziert ldsst sich sagen, dass die Daseinsvorsorge und
parallel dazu die kritische Dienstleistung als Beschreibung der (jeweiligen)

670 Henneke, in: Krautscheid/Waiz/Miinch, Die Daseinsvorsorge im Spannungsfeld
von europdischem Wettbewerb und Gemeinwohl, 17 (18); dhnlich auch: Ronel-
lenfitsch, in: Magiera/Sommermann, Daseinsvorsorge und Infrastrukturgewahrleis-
tung, 27 (33); Spannowsky, in: Spannowsky/Runkel/Goppel, Raumordnungsgesetz
(ROG), 2. Auflage 2018, § 2, Rn. 80.

671 Konigshofen, Daseinsvorsorge in Zeiten des demographischen Umbruchs, S.63f;
Pfannkuch, Komm]Jur 2023, 245 (245, 247f.), der nun auch die Bereitstellung einer
Ladeinfrastruktur fiir E-Autos zur Daseinsvorsorge zéhlt.

672 Konigshofen, Daseinsvorsorge in Zeiten des demographischen Umbruchs, S.63;
Luch/S. E. Schulz, MMR 2009, 19 (23).

673 Der Anspruch auf einen solchen ,Universaldienst® ist inzwischen in §156 Abs.1
iV.m. §157 Abs.2 TKG niedergelegt; zu dessen Bedeutung fiir die ,soziale und
wirtschaftliche Teilhabe an der Gesellschaft siehe: BT-Drs. 19/26108, S. 348.

674 Zusitzlich nicht typischerweise zur Daseinsvorsorge gezdhlt werden die in §2
Nr. 24 RegE BSIG ebenfalls genannten Sektoren Erndhrung und Weltraum.
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Aufgabe bzw. Leistung verstanden werden kann®”> und die zugehorige An-
lage das Instrument zur Bereitstellung derselben verkérpert.676

Auf europdischer Ebene (Art.106 Abs.2 AEUV) wird statt dem Be-
griff der Daseinsvorsorge der Begriff der ,Dienstleistungen von allgemei-
nem (wirtschaftlichem) Interesse® (DA(W)I) verwendet.®”” Dieser auf
dem franzosischen ,service public* aufbauende Begriff®’8 ist zwar zur Da-
seinsvorsorge nicht deckungsgleich, folgt aber im Wesentlichen derselben
Idee®”?. Insoweit stellt die EU-Kommission die Bedeutung dieser Dienstleis-
tungen fiir die ,Befriedigung der Grundbediirfnisse der Biirger und die
Erhaltung von Kollektivgiitern® heraus.®®® Ersteres auslegend kann man
mithin auch hier sagen, dass es sich um Leistungen handelt, auf die der
Einzelne ,fiir seine Lebensfithrung typischerweise angewiesen ist.“*8! Der
Begriff der Kollektivgiiter diirfte dem hier schon in Abgrenzung zu Indivi-
dualrechtsgiitern geprigten Begriff der Gemeinschaftsrechtsgiiter entspre-
chen.

Auch in der konkreten inhaltlichen Erfassung stimmt dieser européische
Begriff tiberwiegend mit der Daseinsvorsorge iiberein; die Kommission
fasst unter die Dienstleistungen im allgemeinen wirtschaftlichen Interesse
insbesondere die grofien ,netzgebundenen Wirtschaftszweige [...] wie Te-
lekommunikations-, Strom-, Gas-, Verkehrs- und Postdienste“ sowie den
Rundfunk, die Abfallwirtschaft und die Wasserversorgung bzw. die Abwas-

675 In diese Richtung auch: Konigshofen, Daseinsvorsorge in Zeiten des demographi-
schen Umbruchs, S. 32.

676 Vgl. Wolff, in: Gusy/Kugelmann/Wiirtenberger, Rechtshandbuch Zivile Sicherheit,
657 (662).

677 Ohne das Merkmal der Wirtschaftlichkeit erfassen ,Dienstleistungen von allge-
meinem Interesse” auch nicht-marktbezogene Dienstleistungen, EU-Kommission,
KOM(2004) 375 endgiiltig, 12.5.2004, Anhang I, S.27, wie etwa Polizei und Justiz,
EU-Kommission, KOM(2007) 725 endgiiltig, 20.11.2007, S. 4 f. sowie ,,Pflichtschul-
wesen und soziale Sicherheit®, EU-Kommission, Leistungen der Daseinsvorsorge in
Europa, ABL. 1996 Nr. C 281/3, Rn. 18 und die Wahrnehmung anderer ,kultureller,
sozialer oder karitativer Belange®, C. Jung, in: Calliess/Ruffert, EUV/AEUYV, 6. Aufla-
ge 2022, Art. 106 AEUV, Rn. 39, m.w.N.

678 Ronellenfitsch, in: Magiera/Sommermann, Daseinsvorsorge und Infrastrukturge-
wihrleistung, 27 (36).

679 Konigshofen, Daseinsvorsorge in Zeiten des demographischen Umbruchs, S.85;
Piittner, in: Hrbek/Nettesheim, Europdische Union und mitgliedstaatliche Daseins-
vorsorge, 32 (36).

680 EU-Kommission, KOM(2003) 270 endgiiltig, 21.5.2003, S. 3.

681 W. Weifs, EuR 2013, 669-687 (672).
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serentsorgung.®®? Jenseits der NIS2-RL gelten fiir diese Dienstleistungen
bzw. die Anbieter derselben europarechtlich insbesondere Einschrankun-
gen des Wettbewerbsrechts nach Art.106 Abs.2 AEUV. Thre grundrechtli-
che Bedeutung wird auch durch Art. 36 GRC unterstrichen.®83

Der Begriff der Daseinsvorsorge erschopft sich zundchst in seiner recht-
lichen Bedeutung in der deskriptiven Zusammenfassung®®* der Leistungen,
die fiir die Versorgung der Bevolkerung zum jeweiligen Zivilisationsstand
von besonderer Bedeutung sind.%

Die Frage, ob und in welchem Umfang der Staat fiir diese Daseinsvor-
sorgeleistungen einzustehen hat und die (Gewdhrleistung der) Erbringung
derselben gleichsam zur Staatsaufgabe wird, ist somit noch nicht beantwor-
tet.9%¢ Eine Antwort auf diese Frage ist aber erforderlich, um zu bestimmen
ob und inwieweit die Leistungserbringungen im Bereich der Daseinsvor-

682 EU-Kommission, KOM(2007) 725 endgiiltig, 20.11.2007, S. 3 f.

683 Dabei gewdhrt Art.36 GRC aber weder ein subjektives (Grund)recht noch ein
objektives Recht, das die Mitgliedsstaaten zur Bereitstellung verpflichten wiirde. Die
Gegenansicht fiir ein objektives Recht: M. Jung, Die Europiisierung des Gemein-
wohls am Beispiel des Art. 106 Abs. 2 AEUYV, S. 62; uneindeutig: sowohl als ,,soziales
bzw. wirtschaftliches Grundrecht, aber ohne eigenstandiges, ,individuell einklagba-
res Leistungsrecht” Krajewski, in: Pechstein/Nowak/Hade, Frankfurter Kommentar
zu EUV, GRC und AEUYV, 2. Auflage 2023, Art. 36 GRC, Rn. 4 ff. bzw. als subjekti-
ves Recht, sich gegen Einschrankungen der DAWI durch die Européische Union
zur Wehr zu setzen: Krajewski, in: Wagner/Wedl, Bilanz und Perspektiven zum
europdischen Recht, 433 (441). Vielmehr handelt es sich nach wohl iiberwiegender
Auffassung um einen Grundsatz im Sinne des Art.52 Abs.5 GRC, der somit nur
bei der Auslegung und bei Entscheidungen tiber die Rechtmifligkeit europiischer
Rechtsakte (auch Sekundarrecht sowie in Umsetzung européischen Rechts erlasse-
nes nationales Recht) beriicksichtigt werden muss, Jarass, Charta der Grundrech-
te der Europdischen Union, Art.36, Rn.3; Pielow, in: Stern/Sachs, Europaische
Grundrechte-Charta 2016, Art.36, Rn 37; Rohleder, in: Meyer/Hoélscheidt, Charta
der Grundrechte der Europdischen Union, 5. Auflage 2019, Art. 36, Rn. 14 m.w.N.

684 Schiller, Staatliche Gewahrleistungsverantwortung und die Sicherstellung von An-
schluss und Versorgung im Bereich der Energiewirtschaft, S.79; Konigshofen, Da-
seinsvorsorge in Zeiten des demographischen Umbruchs, S.48; Knauff, Der Ge-
wihrleistungsstaat: Reform der Daseinsvorsorge, S.47; a.A. wohl Ronellenfitsch,
in: Magiera/Sommermann, Daseinsvorsorge und Infrastrukturgewéhrleistung, 27
(311f.).

685 Anders bei den europdischen ,Dienstleistungen vom allgemeinem wirtschaftlichem
Interesse®, die von den Mitgliedsstaaten durch Hoheitsakt explizit als solche be-
stimmt werden miissen, um die entsprechenden Privilegierungen nach Art. 14, 106
AEUV zu erhalten: C. Jung, in: Calliess/Ruffert, EUV/AEUYV, 6. Auflage 2022, Art. 14
AEUV, Rn 12 f; EuG, Urt. v. 12.02.2008 - T-289/03, BeckRS, 70248, Rn. 172.

686 So wies auch bereits Forsthoff darauf hin, dass allein aus der Zuordnung zur
Daseinsvorsorge noch keine Rechtsfolgen im Sinne von Verpflichtungen der Ver-
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sorge als rechtliche Schutzgiiter zu qualifizieren sind. Eine staatliche Ein-
standspflicht ist jedenfalls nicht selbstverstdndlich, denn in einer sozialen
Marktwirtschaft erfolgt die Versorgung mit Giitern und Dienstleistungen,
-auch jenen, die (lebens)notwendig sind- grundsitzlich nicht durch den
Staat, sondern durch private Akteure und der Staat kann sich grundsitzlich

darauf beschrinken, die entsprechenden Rahmenbedingungen zu schaf-
fen.687

a. Verfassungsrechtliche Pflichten zur Leistungsbereitstellung

Im néchsten Schritt wird deshalb untersucht, inwieweit sich die Pflicht
zur Bereitstellung i.S. einer Verfiigbarmachung von Daseinsvorsorgeleistun-
gen als Teil der offentlichen Leistungsverwaltung®®® verfassungsrechtlich
herleiten ldsst.8” Hierbei wird auf Leistungsanspriiche aus Grundrechten
(i.), grundrechtliche Schutzpflichten (ii.), Gemeinwohlziele (iii.) sowie das
Sozialstaatsprinzip (iv.) eingegangen. Abschlieflend wird ein Fazit gezogen

().
i. Leistungsanspriiche aus Grundrechten

Im Grundsatz wird die Ableitung origindrer Leistungsanspriiche (,status
positivus“) aus den Grundrechten kritisch gesehen.®® Teilweise wird aber

waltung zur Schaffung oder Verbesserung entsprechender Leistungen resultieren,
Forsthoff, Rechtsfragen der leistenden Verwaltung, S.12f.

687 Henneke, in: Krautscheid/Waiz/Miinch, Die Daseinsvorsorge im Spannungsfeld
von europdischem Wettbewerb und Gemeinwohl, 17 (17).

688 Konigshofen, Daseinsvorsorge in Zeiten des demographischen Umbruchs, S.36; H.
Maurer/Waldhoff, Allgemeines Verwaltungsrecht, S.7, Rn 16 f.

689 Fiir eine Herleitung aus grundrechtlichen Schutzpflichten und dem Sozialstaats-
prinzip bereits: Luch/S. E. Schulz, MMR 2009, 19 (20); Haack, VerwArch 2009, 197
(203).

690 Ausnahmen bestehen aber, wenn der Verfassungstext dies wie etwa beim Mut-
terschutz (Art.6 Abs.4 GG) ausdriicklich vorsieht: Di Fabio, in: Diirig/Her-
zog/Scholz, Grundgesetz, 103. EL 2024, Art. 2, Rn. 57. AufSerdem iV.m. dem Sozi-
alstaatsprinzip: Grzeszick, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024,
Art. 20, VIIL Sozialstaat, Rn.31; BVerfG, Beschluss v. 29.05.1990 - 1 BvL 20/84, 1
BvL 26/84, 1 BvL 4/86 (erhaltlich in juris), Rn. 88. Zu einer Leistungspflicht bei der
Informationsfreiheit (Art. 5 Abs. 1 Alt.2 GG): Paulus, in: Huber/Vofkuhle, Grund-
gesetz, 8. Auflage 2024, Art. 5, Rn. 69 m.w.N.
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zumindest vertreten, dass die Verfiigbarkeit der Daseinsvorsorgeleistungen
aufgrund dessen, dass sie erst eine normale Lebensfiihrung ermdglichen,
Voraussetzung fiir den Grundrechtsgebrauch sei und der Staat insoweit
eine vorgelagerte ,Grundrechtserméglichungspflicht® habe.®®! Eine andere
Argumentationslinie stiitzt sich direkt auf die Wiirde des Menschen nach
Art.1Abs.1 GG, die (ggf. iV.m. dem Sozialstaatsprinzip) die Bereitstellung
der Leistungen fiir ein ,,menschenwiirdiges Existenzminimum® verlange.%?
Das BVerfG zdhlt zu letzterem insbesondere ,Nahrung, Kleidung, Hausrat,
Unterkunft, Heizung, Hygiene und Gesundheit.“6%3

Fir die Ableitung von Anspriichen auf die Bereitstellung von Daseins-
vorsorgeleistungen ist indes bei beiden Argumentationslinien Zuriickhal-
tung geboten. In der Tat ist zwar aus Art.1 Abs.1 GG iV.m. Art.20 Abs. 1
GG mit dem BVerfG ein Anspruch auf die Versorgung mit Daseinsvorsor-
geleistungen anzuerkennen, aber nur soweit es tatsdchlich das Existenzmi-
nium im o.g. Sinne betrifft.*** Wiirden diese Bediirfnisse durch den freien
Markt nicht (mehr) erfillt, z.B. im Falle von Katastrophen, so wiére der
Staat grundrechtlich verpflichtet die entsprechenden Leistungen selbst zu
erbringen. Weitergehende Anspriiche auch im Sinne einer ,Grundrechtser-
moglichungspflicht“ drohen hingegen die Grundrechte in ihrem Gehalt
schnell zu iiberdehnen, da es kaum objektiv bestimmbar erscheint, welche
Leistungen iiber das Existenzminimum hinaus fiir die konkrete Grund-
rechtsausiibung des Einzelnen nach dem jeweiligen zivilisatorischen Stand
der Gesellschaft erforderlich wéren.

691 Knauff, Der Gewihrleistungsstaat: Reform der Daseinsvorsorge, S.186; ahnlich
auch iV.m. dem Sozialstaatsprinzip: Friauf, DVBI 1971, 674 (676 {.); Haack, Verw-
Arch 2009, 197 (203); EU-Kommission, KOM(2004) 375 endgiiltig, 12.5.2004, S. 5.

692 BVerfG, Urt. v. 09.02.2010 - 1 BvL 1/09, 1 BvL 3/09, 1 BvL 4/09 (erhaltlich in juris),
Rn. 133.

693 BVerfG, Urt. v. 09.02.2010 - 1 BvL 1/09, 1 BvL 3/09, 1 BvL 4/09 (erhaltlich in juris),
Rn. 135.

694 D.h. soweit sie zur ,Aufrechterhaltung eines menschenwiirdigen Daseins unbedingt
erforderlich® sind: BVerfG, Urt. v. 09.02.2010 - 1 BvL 1/09, 1 BvL 3/09, 1 BvL 4/09
(erhdltlich in juris), Rn.133, 135; siehe auch: BVerfG, Beschluss v. 08.06.2004 -
2 BvL 5/00 (erhéltlich in juris), Rn. 96; BVerfG, Beschluss v. 29.05.1990 - 1 BvL
20/84, 1 BVL 26/84, 1 BvL 4/86 (erhaltlich in juris), Rn. 83, 99; mit Blick auf die Da-
seinsvorsorge ebenso Konigshofen, Daseinsvorsorge in Zeiten des demographischen
Umbruchs, S. 96.
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ii. Grundrechtliche Schutzpflichten

Weiterhin konnten staatliche Schutzpflichten zur Begriindung herangezo-
gen werden. Im Rahmen der Schutzpflichten hat der Staat die Pflicht, den
Biirger vor der Verletzung seiner Grundrechte durch Dritte zu schiitzen.®
Sie sind in ihrem Umfang allerdings weit weniger konkret als die Abwehr-
oder die o0.g. Leistungsdimension; insbesondere folgen aus ihnen keine sub-
jektiven Anspriiche auf die Gewiéhrleistung eines bestimmten Zustands®6
also etwa das staatliche, initiale Angebot neuer Leistungen.®®” Vielmehr
hat der Gesetzgeber bei der Ausgestaltung der Schutzpflichten einen wei-
ten Einschdtzungsspielraum, bei der er insbesondere auch widerstreitende
Interessen und Rechtsgiiter berticksichtigen kann und muss.®®

In der Folge konnen die Schutzpflichten jedenfalls keinen Anspruch auf
die initiale Bereitstellung von Daseinsvorsorgeleistungen begriinden. Gut
begriindbar erscheint es dagegen, zumindest eine Verpflichtung des Staates
anzunehmen, die Kontinuitdt der hdufig auch von Dritten, d.h. von privaten
Akteuren, erbrachten Daseinsvorsorgeleistungen sicherzustellen. So konnen
bei einigen Infrastrukturleistungen wie insbesondere der Strom-, Wasser-
oder der Gesundheitsversorgung plétzliche Ausfalle schnell sogar Leben
und korperliche Unversehrtheit (Art.2 Abs.2 S.1 GG, Art.2 Abs. 1, 3 Abs. 1
GRC) der betroffenen Personen bedrohen.®® Der Grund dafiir liegt v.a.
auch in der sog. symbolischen Kritikalitit, mit der das Vertrauen der Biir-
ger:innen in die kontinuierliche Erbringung der Daseinsvorsorgeleistungen
beschrieben wird.”% Wiirde dieses Vertrauen nicht bestehen, miissten sie
ihr Leben grundlegend anders strukturieren, etwa durch eine ausgeprigte
Vorratshaltung an Wasser oder auch Strom. Umgekehrt resultiert ihre be-
sondere Verletzlichkeit gerade daraus, dass sie aufgrund ihres bestehenden
Vertrauens keine solche Vorratshaltung betreiben, so dass insbesondere der

695 H. Klein, DVBI 1994, 489 (491, 493).

696 Knauff, Der Gewihrleistungsstaat: Reform der Daseinsvorsorge, 189.

697 Wie zuvor.

698 BVerfG, Beschluss v. 29.10.1987 - 2 BvR 624/83, NJW 1988, 1651 (1656 f.), Rn. 133; H.
Klein, DVBL 1994, 489 (495).

699 Vgl. Freimuth, Die Gewihrleistung der IT-Sicherheit Kritischer Infrastrukturen,
S.167.

700 Ausfiihrlicher zum Begriff der systemischen bzw. symbolischen Kritikalitat ein-
schlieBSlich anderer Begriffsverstandnisse bereits in: Sterz/Werner/Raabe, RDV
2023, 97 (101).
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plétzliche, unerwartete Ausfall der Daseinsvorsorgeleistungen schwerwie-
gende Grundrechtsverletzungen nach sich ziehen kann.”!

Weiterhin ist zu beriicksichtigen, dass Grundrechtsverletzungen {iber die
systemische Kritikalitit von kritischen Anlagen auch mittelbar wirken kon-
nen, d.h. der Ausfall einer kritischen Anlage kann zu Kaskadeneffekten und
so zum Ausfall anderer, abhéngiger Infrastrukturen fiihren, die ihrerseits
Grundrechtsrelevanz haben7%? (etwa der Ausfall der Strom- hinsichtlich der
Gesundheitsversorgung).

Zum Schutz vor moglichen Grundrechtsbeeintrachtigen muss der Staat
somit im Rahmen der grundrechtlichen Schutzpflichten titig werden
und die Daseinsvorsorgeleistungen (auch) gegen IT-bedingte Ausfille ab-
sichern.

iii. Gemeinwohlziele

Neben den Grundrechten bestehen auflerdem staatliche Gemeinwohlziele.
Das Gemeinwohl stellt als die Idee eines guten und gedeihlichen Gemein-
wesens das iibergeordnete Ziel dar, dem sich gesetzte oder noch zu setzende
Staatsziele verpflichten miissen, wenn sie legitim sein sollen.”®®* Zur Klar-
stellung dieses Bezugs werden die Staatsziele im weiteren als Gemeinwohl-
ziele bezeichnet.”?* In der Regel dienen Daseinsvorsorgeleistungen, wie sich
sogleich zeigen wird, der Erfiillung entsprechender Gemeinwohlziele.”0>

701 Diese Vertrauenserwartung wird z.T. durch den Staat selbst eingeschrinkt, indem
beispielsweise das BBK Empfehlungen zur Bevorratung von Trinkwasser und Le-
bensmitteln gibt: https://www.bbk.bund.de/DE/Warnung-Vorsorge/Vorsorge/Bevo
rraten/bevorraten_node.html; zuletzt abgerufen am 14.04.2024.

702 BMI, Nationale Strategie zum Schutz Kritischer Infrastrukturen, 2009, S. 5; Metzger,
in: Wenger, Bulletin 2004 zur schweizerischen Sicherheitspolitik, 73 (77); soweit
Infrastrukturen wechselseitig voneinander abhingig sind wird zur Beschreibung der
systemischen Kritikalitdt auch von der ,Interdependenz® infrastruktureller Dienste
gesprochen: Folkers, in: Engels/Nordmann, Was heif8t Kritikalitat?, 123 (133).

703 Isensee, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band IV, 3 (4), Rn. 2.

704 Zur Abgrenzung von ,hinter der Verfassung stehenden, den Staat selbst ,legiti-
mierenden® Staatszwecken; Calliess, in: Diirig/Herzog/Scholz, Grundgesetz, 103.
EL 2024, Art. 20a, Rn. 29; zur Abgrenzung von den Staatsstrukturprinzipien/Staats-
strukturnormen (z.B. das Rechtsstaatsprinzip) siehe: M. Kaufmann, JZ 1999, 814
(815).

705 Teilweise wird die Daseinsvorsorge im Sinne einer ,infrastrukturellen Grundaus-
stattung” sogar als ,notwendige Existenzbedingung moderner Staatlichkeit” und da-
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A. Bestimmung der Schutzgiiter

Gemeinwohlziele lassen sich in zwei Kategorien unterteilen: Zundchst
lassen sich absolute Gemeinwohlziele definieren, das heifit solche die all-
gemein anerkannt oder sogar ausdriicklich verfassungsrechtlich verankert
sind (etwa als Staatszielbestimmungen, dazu sogleich) und somit nicht von
der jeweiligen Politik des einfachen Gesetzgebers abhingig sind.

Zu ersterem gehoren exemplarisch die offentliche Gesundheit”?¢, die
zumindest in §2 Nr.4 RefE KRITIS-DachG auch entsprechend genannt
wird.”?” Weiterhin auch die Sicherstellung der Energie’®- und Wasserver-
sorgung’%. Dariiber hinaus kann der Erhalt und die Férderung der Volks-
wirtschaft (nachfolgend nur: Wirtschaftsforderung) als Gemeinwohlziel de-
finiert werden; die Verfassung legt zwar keine konkreten Vorgaben fiir die
Gestaltung des Wirtschaftssystems fest,”10 aber das generelle Ziel der Wirt-
schaftsforderung lasst sich aus einer Gesamtschau der verfassungsrechtli-
chen Normen! herleiten.”’? Auch auf dieses Gemeinwohlziel wird in §2

mit gewissermafien als {ibergeordnetes Staatsziel angesehen, Hermes, in: Schuppert,
Der Gewihrleistungsstaat, 111 (113).

706 Damals noch unter dem Begriff ,Volksgesundheit“ und statt ,Gemeinwohlziele
verwendet das BVerfG hier den wohl synonym zu verstehenden Begriff der ,Ge-
meinschaftswerte“: BVerfG, Beschluss v. 17.07.1961 - 1 BVL 44/55 (erhaltlich in juris),
Rn. 23.

707 Ebenso in Art.2 Nr. 5 RKE-RL. Dort wird der wesentliche Dienst definiert, der von
kritischen Einrichtungen erbracht wird (Art. 6 Abs. 2 lita) RKE-RL); eine entspre-
chende Festlegung als kritische Einrichtung gilt auch in der NIS2-RL (Art. 3 Abs. 1
litf). Der europdische Gesetzgeber sieht folglich in der 6ffentlichen Gesundheit
ebenfalls ein Schutzgut, dass von kritischen Einrichtungen mit ihren Daseinsvorsor-
geleistungen betroffen ist. Siehe im Ubrigen zur RKE-Richtlinie auch bereits oben
unter: S. 148 ff. Die offentliche Gesundheit war im RefE BSIG auch noch in der
Definition der kritischen Dienstleistung (§2 Abs.1 Nr.21 RefE BSIG) enthalten,
wurde jedoch unverstidndlicherweise bis zum RegE wieder entfernt.

708 Papier/Shirvani, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art.14,
Rn. 680; BVerfG, Beschluss v. 20.03.1984 — 1 BvL 28/82 (erhiltlich in juris), Rn. 37;
BVerfG, Urt. v. 17.12.2013 - 1 BvR 3139/08, 1 BvR 3386/08 (erhaltlich in juris),
Rn 286 f.; BGH, Urt. v.12.03.2015 — III ZR 36/14, NVwZ 2015, 915, Rn. 25.

709 BVerfG, Urt. v. 29.07.1959 - 1 BvR 394/58 (erhdltlich in juris), Rn.8l; BVerfG,
Beschluss v. 15.07.1981 - 1 BvL 77/78, BeckRS 2010, 29303, Rn. 129 f.; Hiinnekens, in:
Landmann/Rohmer, Umweltrecht, 102. EL 2023, § 50 WHG, Rn. 6; siehe auch die
Gesetzesbegriindung zu § 50 WHG in BT-Drs. 16/12275, S. 66.

710 Im Detail umstritten, siehe zum Streitstand: Stober/Korte, Offentliches Wirtschafts-
recht - Allgemeiner Teil, S. 46 f., Rn. 124 f.

711 Eine Liste mit allen Beziigen der Verfassung zum Sachbereich Wirtschaft findet sich
bei: Stober/Korte, Offentliches Wirtschaftsrecht - Allgemeiner Teil, S. 46, Rn. 122.

712 Insbesondere kann dies aus Art. 72 Abs. 2 GG mit dem Merkmal der ,Wahrung der
Wirtschaftseinheit’, welches als Anliegen ,,Beseitigung von Schranken und Hinder-
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Nr. 4 RefE KRITIS-DachG mit den ,wichtigen wirtschaftlichen Téatigkei-
ten“ explizit Bezug genommen.”’

Verfassungsrechtlich verankert sind Gemeinwohlziele als ,Staatszielbe-
stimmungen’, so etwa bei Art. 202714, Art. 87e Abs. 475 und 87f Abs. 1 GG”'®.
Auch in den Kompetenztiteln des Bundes (Art.73, 74 GG) wie etwa dem
Recht der Wirtschaft (Art. 74 Abs. 1 Nr. 11 GG) kénnen zumindest mogliche
Gemeinwohlziele gesehen werden.””” Abgesehen von solchen Ausnahmen
enthalt das Grundgesetz aber keine allgemeine und abschliefSende Festle-
gung der Gemeinwohlziele; das Grundgesetz wirkt im Ubrigen v.a. umge-
kehrt, indem es vom Grundgesetz missbilligte Ziele ausschlief3t.”!8

713
714

715

716

717

718
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nissen fiir den wirtschaftlichen Verkehr im Bundesgebiet und damit die Abwehr
erheblicher, wirtschaftspolitisch nachteiliger Auswirkungen® verfolgt, Uhle, in: Dii-
rig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art.72, Rn.151; BVerfG, Beschluss
v. 27.01.2010 - 2 BvR 2185/04, KommJur 2010, 461 (462) Rn. 57 abgeleitet werden;
dies gilt insbesondere iV.m. dem Kompetenztitel des Rechts der Wirtschaft nach
Art.74 Nr.11 GG (siehe auch Fn. 717); Dartiber hinaus kann man dies auch aus
der objektiven Verpflichtung des Staates, auf eine ausreichende Anzahl von Arbeits-
und Ausbildungsplétzen hinzuwirken, entnehmen - diese wird aus Art. 12 GG herge-
leitet: Scholz, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art.12 Rn.13
mw.N.; Die Bedeutung von kritischen Infrastrukturen fiir die Wirtschaft hebt auch
Emmert, DuD 2016, 34 (341.) hervor.

Siehe zuvor entsprechend S. 239, Fn. 707.

Calliess, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art.20a, Rn.19ff,
29 ff. mw.N.

Mostl, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art.87e, Rn.182,
m.w.N.

Der in Art. 87f GG liegenden verfassungsrechtlichen Versorgungsgarantie wird fiir
ein Staatsziel ein ,ungewdhnlicher Verdichtungsgrad normativer Verbindlichkeit“
attestiert, Cornils, in: Geppert/Schiitz, Beck'scher Kommentar zum TKG, 5. Auflage
2023, Vorb. §§156 ff., Rn16; Cornils, AGR 2006, 378-422 (382); kritisch zu einer
solchen unbedingten Erfolgsgarantie neben Cornils, a.a.0., wohl auch Danwitz,
DOV 2004, 977 (984).

Vgl. Korioth, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 30, Rn. 14,
17 der in den Kompetenztiteln zugleich Staatsaufgaben, d.h. Gemeinwohlaufgaben
sieht; Bull, Die Staatsaufgaben nach dem Grundgesetz, S.152f.; Schulze-Fielitz, in:
Grimm, Wachsende Staatsaufgaben - sinkende Steuerungsfihigkeit des Rechts, 11
(21).

BVerfG, Urt. v. 17.12.2013 - 1 BvR 3139/08, 1 BvR 3386/08 (erhaltlich in juris),
Rn.172; Insbesondere Enteignungen nach Art.14 Abs.3 GG sind ebenfalls nur
zuldssig, wenn damit ein Gemeinwohlziel verfolgt wird. Als solches konnen hier
neben den vom Grundgesetz missbilligten Zielen insbesondere das ausschliefSliche
Interesse Privater sowie rein fiskalische Interessen des Staates keine Gemeinwohl-
ziele darstellen: BVerfG, Beschluss v. 25.01.2017 — 1 BvR 2297/10, NVwZ 2017, 949
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Die genannten Staatszielbestimmungen in Art. 87e Abs. 4 und 87f. Abs. 1
GG stellen auflerdem spezifische, verfassungsrechtlich normierte, ,infra-
strukturelle Gewihrleistungsauftrage“”’’ dar und verpflichten somit den
Staat unmittelbar zur Gewihrleistung der Daseinsvorsorgeleistungen im
Bereich der Eisenbahn (im Regional- und Fernverkehr)72 sowie der Post
und Telekommunikation. Schlieflich kann auch das Staatsziel des Art. 20a
GG mittelbar auf die Daseinsvorsorgepflichten einwirken; etwa mit Blick
auf ein Angebot erneuerbarer Energien oder von (sozial vertretbaren) Al-
ternativen zum fossilen Individualverkehr.

Die zweite Kategorie der Gemeinwohlziele (relative Gemeinwohlziele)
kann der Gesetzgeber hingegen nach seinen ,besonderen wirtschafts-, sozi-
al- und gesellschaftspolitischen Vorstellungen® bestimmen, diese also ,erst
selbst in den Rang wichtiger Gemeinschaftsinteressen® erheben’?! oder ggf.
auch wieder aufgeben. Hierbei kommt dem Gesetzgeber ein weiter Gestal-
tungsspielraum zu.”?? Eine solche flexible Gestaltung ist auch aus tatsichli-
chen Griinden zwingend, da die fiir die Gesellschaft besonders wichtigen
Ziele im Laufe der Zeit der Verinderung unterliegen.”?* Auch staatsrecht-
lich bedarf es dieser Moglichkeit, damit dem demokratischen Gesetzgeber
jenseits der Verfassung ein hinreichend grofler politischer Entscheidungs-

(950), Rn. 35; zur Bestimmung und Abwégung von Staats- bzw. Gemeinwohlzielen
im Grundgesetz: Schuppert, GewArch 2004, 441 (444 ff.).

719 Mostl, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 87e, Rn. 182.

720 Der nicht hierunter fallende OPNV (BVerwG, Urt. v. 16.12.1999 — 3 A 2/99 (er-
haltlich in juris), Rn511f.) wird ebenfalls zur Gewahrleistung der Mobilitat der
Gesellschaft als von Landern und Kommunen zu erfiillende Daseinsvorsorgeleis-
tung qualifiziert, siche hierzu normativ § 8 Abs. 3 S.1 PBefG (,Sicherstellung einer
ausreichenden den Grundsitzen des Klimaschutzes und der Nachhaltigkeit entspre-
chenden Bedienung der Bevélkerung mit Verkehrsleistungen im 6ffentlichen Perso-
nennahverkehr®). In der Literatur wird insofern (z.I. bereits aus der Verfassung)
qualitativ zwar keine optimale, aber zumindest eine Mindestversorgung mit Leis-
tungen des OPNV gefordert: D. Zhang, Bessere Daseinsvorsorge durch Regulierung
im Bereich des OPNV, S.156 f.; Ronellenfitsch, in: Hrbek/Nettesheim, Europiische
Union und mitgliedstaatliche Daseinsvorsorge, 89 (91, 94).

721 BVerfG, Beschluss v. 17.07.1961 - 1 BvL 44/55 (erhaltlich in juris), Rn. 23; dhnlich
auch Isensee, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band IV, 117, S. 141,
Rn. 44 f. mit weiteren Verweisen auf die Gegenansicht (statt vieler: Bull, Die Staats-
aufgaben nach dem Grundgesetz, S.116 f.), wonach sich jedes Tatigwerden des Staa-
tes auf eine verfassungsrechtliche Grundlage stiitzen lassen miisste.

722 BVerfG, Urt. v. 17.12.2013 - 1 BvR 3139/08, 1 BvR 3386/08 (erhaltlich in juris),
Rn. 172; und ergidnzend angemerkt: Natiirlich erst recht bei der Intensitét der Verfol-
gung bzw. dem Ausgleich zwischen Gemeinwohlzielen und ggf. auch Grundrechten.

723 BVerfG, Urt. v.17.12.2013 - 1 BvR 3139/08, 1 BVR 3386/08 (erhaltlich in juris), Rn. 171.
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spielraum verbleibt. Als ein solches relatives Gemeinwohlziel kdnnte etwa
die Einfithrung der elektronischen Patientenakte genannt werden, da dies
iber die Grundversorgung im Gesundheitssektor weit hinausgehen diirfte.

iv. Sozialstaatsprinzip

Schlieflich kann erginzend das in Art.20 Abs.1 und Art.28 Abs.1 S.1
verankerte Sozialstaatsprinzip’?* herangezogen werden. Das Sozialstaats-
prinzip hat ebenfalls ,den Charakter einer Staatszielbestimmung®’?> d.h.
es umschreibt zwar die Aufgabe, dass der Staat ,fiir einen Ausgleich der
sozialen Gegensitze und damit fiir eine gerechte Sozialordnung zu sorgen®
hat, ohne aber konkret vorzugeben, wie diese zu erfiillen ist.”2¢

Im Rahmen der Daseinsvorsorge betrifft das Sozialstaatsprinzip somit
zundchst auch nicht die Versorgung an sich,’?’ sondern lediglich eine
allgemeine Teilhabemdglichkeit in dem Sinne, dass eine ,Versorgung zu
moglichst fiir alle tragbaren Bedingungen, was bei zahlreichen Leistungen
Ermafligungen fiir sozial Schwache einschlie8t“7?8, sichergestellt ist. Ein-
fachgesetzlich ist dies etwa ausdriicklich in §158 TKG festgeschrieben,
wonach Telekommunikationsdienste zu ,erschwinglichen Preisen® angebo-
ten werden miissen. Im schon angesprochenen Mobilitdtssektor lasst sich
aufSerdem beispielhaft anfiihren, dass der Staat aus dem Sozialstaatsprinzip
heraus zumindest eine fiir jeden nutz- und bezahlbare Mobilitdtsform an-
bieten muss.”?

724 Grzeszick, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 20, VIIL. Sozi-
alstaat, Rn. 1 {f.

725 Grzeszick, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 20, VIIL. So-
zialstaat, Rn.18; H. Maurer/K.-A. Schwarz, Staatsrecht I, § 9 Rn.2; es wird aber
teilweise zugleich als Staatsstrukturprinzip angesehen, so etwa K.-A. Schwarz, in:
Stern/Sodan/MGostl, Das Staatsrecht der BRD im europdischen Staatenverbund,
§20, Rn. 10 ff;; dafiir, dass Verfassungsnormen generell sowohl Staatsziel-, als auch
Staatsstrukturelemente aufweisen kénnen: M. Kaufmann, JZ 1999, 814 (815).

726 BVerfG, Urt. v.18.07.1967 — 2 BvF 3/62 (erhaltlich in juris), Rn. 74.

727 Konigshofen, Daseinsvorsorge in Zeiten des demographischen Umbruchs, S.96;
Knauff, Der Gewihrleistungsstaat: Reform der Daseinsvorsorge, S.50; Louis, Die
Besteuerung der 6ffentlichen Unternehmen und Einrichtungen der Daseinsvorsor-
ge, S.180.

728 Henneke, in: Krautscheid/Waiz/Miinch, Die Daseinsvorsorge im Spannungsfeld
von européischem Wettbewerb und Gemeinwohl, 17 (19).

729 Vgl. Ronellenfitsch, in: Hrbek/Nettesheim, Européische Union und mitgliedstaatli-
che Daseinsvorsorge, 89 (91, 94).
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Auch mit Blick auf die IT-Sicherheitsvorschriften ist das auf die Daseins-
vorsorge einwirkende Sozialstaatsprinzip zumindest von mittelbarer Bedeu-
tung. Denn die mit der Gewdhrleistung der IT-Sicherheit verbundenen
Kosten werden von den Betreibern letztlich auf die Verbraucher:innen um-
gelegt, was ggf. durch entsprechende sozialstaatliche Kompensationsmaf3-
nahmen ausgeglichen werden miisste.

v. Zwischenfazit

Insgesamt lassen sich damit verschiedene Kategorien von Rechtsgiitern
zusammenfassen, aus welchen der Staat fiir die Erbringung der Daseinsvor-
sorge einzustehen hat. Als erstes konnte gezeigt werden, dass spezifische
Grundrechte sowohl in ihrer Leistungs- als auch in ihrer Schutzpflichtdi-
mension eine solche Pflicht begriinden. Zum zweiten wurde dargestellt,
dass die staatlichen Gemeinwohlziele, sowohl soweit sie in der Verfassung
verankert sind als auch soweit sie vom einfachen Gesetzgeber nach eige-
nem politischen Ermessen angestrebt werden mit einer entsprechenden
staatlichen Einstandspflicht einhergehen. Drittens wurde gezeigt, dass auch
das Sozialstaatsprinzip auf diese Pflicht zumindest mittelbar einwirkt.

Anders als bei den Individualgrundrechten kommt es fiir die Aspekte
des Gemeinwohls insbesondere darauf an, grofle Ausfille zu vermeiden,
die eine hohe Anzahl von Menschen betrifen.”>* Denn diese bedrohen
im Gegensatz zu vereinzelten Fallen, die lediglich Individualgrundrechte
beeintrichtigen, Gemeinschaftsrechtsgiiter (z.B. die Sicherheit der Energie-
versorgung und die Wirtschaftsforderung). Dies gilt insbesondere, wenn
durch einen Ausfall einer Leistung auch die Versorgung mit anderen Da-
seinsvorsorgeleistungen beeintrachtigt wird (sog. Kaskadeneffekte, z.B. der
Ausfall der Gesundheitsversorgung in Folge eines ldngerfristigen Stromaus-
falls).

Die genannten Kategorien (Individualrechtsgiiter, Gemeinschaftsrechts-
giiter) stehen nicht isoliert nebeneinander, sondern tragen die Erbringungs-
notwendigkeit haufig gemeinsam: Je nach Art der Daseinsvorsorgeleistung
konnen die Bedeutungen der jeweiligen Kategorien in ihrer Kritikalitat
variieren: So hat die kontinuierliche Versorgung mit Strom- und Trinkwas-
ser sowohl ein hohes grundrechtliches als auch gemeinwohlspezifisches

730 Vgl. BNetzA, Katalog von Sicherheitsanforderungen nach §109 TKG, 29.04.2020,
S.36f.
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Gewicht. Dagegen kann z.B. das Ziel eines funktionierenden Eisenbahn-
verkehrs zwar auch zu den verpflichtenden Daseinsvorsorgeleistungen ge-
zdhlt werden, aber eher mit dem Schutzgut des entsprechenden Staatsziels
(Art. 87¢ GG), ggf. iV.m. mit dem Sozialstaatsprinzip. Hingegen ist selbst
bei langeren Ausfiéllen nicht mit schwerwiegenden individualgrundrechtli-
chen Auswirkungen zu rechnen, wie es etwa bei der Wasserversorgung der
Fall ist.”3!

b. Origindre Wahrnehmung durch den Staat

Der Umstand, dass der Staat aus verfassungsrechtlichen Griinden fiir die
Bereitstellung, d.h. die Verfiigbarkeit von Daseinsvorsorgeleistungen einzu-
stehen hat, determiniert noch nicht die Frage, ob und inwieweit der Staat
diese Leistungen zur Erfiillung seiner Pflichten auch selbst erbringen muss
oder sollte.

Staatsorganisationsrechtlich wird die Erbringung von Daseinsvorsorge-
leistungen v.a. als ,historisch gewachsene Kernaufgabe® der Gemeinden
verstanden.”3? Die eigene Bereitstellung von Daseinsvorsorgeleistungen ist
insofern auf kommunaler Ebene auch explizit zuléssig (§ 102 Abs.1 Nr. 3,
Abs. 4 Nr. 1, 2 GemO BW) und unterliegt nicht den Einschrankungen kom-
munaler Wirtschaftstatigkeit.”3> Aber auch der Bund trigt Verantwortung
fiir die Erbringung von Daseinsvorsorgeleistungen wie Teilen des Schie-
nen- und Autoverkehrs, dem Bereich des Postwesens und der Telekommu-
nikation (Art. 90,734 Art. 87e, Art. 87f GG).

Zur Frage der Erfiillungspflicht ist zunéchst festzustellen, dass aus verfas-
sungsrechtlicher Sicht der Staat tiber die Erfiillung des Existenzminimums
hinaus und soweit ebendiese Erfiillung nicht ohnehin durch den Markt

731 Herzog, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band IV, 81 (108), Rn. 71.

732 Kénigshofen, Daseinsvorsorge in Zeiten des demographischen Umbruchs, S.5I;
Waiz, in: Krautscheid/Waiz/Miinch, Die Daseinsvorsorge im Spannungsfeld von
europidischem Wettbewerb und Gemeinwohl, 41 (42); mit Einzelfallen der Daseins-
vorsorge wie der lokalen Energie-, Trinkwasser- und Gesundheitsversorgung: Meh-
de, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 28, Rn. 237 f.

733 Vgl. Lange, NVwZ 2014, 616 (616), Fn 4 ; fur die Trinkwasserversorgung vgl. auch
explizit als Aufgabe kommunaler Daseinsvorsorge definierend: § 44 Abs.1 WasserG
BW.

734 Zur ,Infrastrukturverantwortung [des Bundes] fiir ein angemessenes iiberregiona-
les Fernstraflennetz“: Remmert, in: BeckOK GG, 57. Edition 2024, Art. 90, Rn. 10
mw.N.
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geleistet wird,”?> nicht verpflichtet ist, selbst Daseinsvorsorgeleistungen an-
zubieten. Es steht dem Gesetzgeber im Rahmen seiner Gestaltungsfreiheit
vielmehr grundsitzlich frei, wie das Ziel der Leistungserbringung erreicht
werden soll - ob durch eine eigene Bereitstellung oder durch Private’3¢
(ggf. in Verbindung mit entsprechender staatlicher Forderung und Auf-
sicht).

Auch das Sozialstaatsprinzip determiniert die Wahl zwischen staatlicher
und privater Erbringung nicht: Zwar ldsst sich das Sozialstaatsprinzip prin-
zipiell einfacher umsetzen, wenn eine Infrastruktur in staatlicher Hand ist.
Gleichwohl ist dies auch durch eine Regulierung von privaten Akteuren
zu erreichen, man denke exemplarisch an die Vorgabe fiir private als auch
offentlich-rechtliche Banken zum Angebot eines sog. Basiskontos als ,ele-
mentare, zur Lebensfithrung notwendige Finanzdienstleistung*’3”

Allerdings gibt es tatsdchliche Griinde, aus denen der Staat im Rahmen
seiner wirtschaftlichen Betitigungsfreiheit das Angebot der Daseinsvorsor-
geleistungen tibernehmen kann. Hier ist zundchst zu beachten, dass viele
dieser Leistungen durch Netzinfrastrukturen”8 erbracht werden, was eine
Reihe von weiteren Besonderheiten mit sich bringt:

Netzinfrastrukturen bilden zunichst regelméfiig natiirliche Monopole.
Dieser 6konomische Begriff bezeichnet Marktsituationen, bei denen ein
einzelner Anbieter die Nachfrage kostengiinstiger bedienen kann, als bei

735 So greift exemplarisch der Anspruch auf Bereitstellung des Universaldienstes (Te-
lefonie, Internetzugang) nur, soweit dieser aufgrund von Marktversagen nicht
angeboten wird: Kafka/Wilmes-Horvdth, in: Sicker/Kérber, Kommentar TKG -
TTDSG, 4. Auflage 2023, § 156 TKG, Rn. 5.

736 Luch/S. E. Schulz, MMR 2009, 19 (21); In den einzelnen Sektoren koénnen sich
indes Unterschiede ergeben: So wird z.B. in Art. 87f Abs. 2 S.1 GG fiir den Bereich
des Postwesens und der Telekommunikation als Folge der Privatisierungsreform
(Postreform II) ausdriicklich eine Erbringung durch private Akteure vorgegeben;
ob dies aber -auch in Fillen des Marktversagens- offentliche Unternehmen per se
von der Erbringung ausschlieit, ist umstritten, Mdstl, in: Durig/Herzog/Scholz,
Grundgesetz, 103. EL 2024, Art 87f, Rn. 36, 58 mw.N; dagegen besteht im Bereich
des Rundfunks (weiterhin) eine Mischform aus 6ffentlich- und privatrechtlichem
Rundfunk: Luch/Schulz, a.a.0.

737 BT-Drs. 18/7204, S.45; E. Menges, in: Ellenberger/Bunte, Bankrechts-Handbuch,
Rn.1ff.

738 siehe zum Begriff der Netzinfrastruktur: Schulze, Liberalisierung und Re-Regulie-
rung von Netzindustrien, S. 3.
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einer Aufteilung des Marktes unter mehreren Anbietern.”*® Bei Netzinfra-
strukturen wie einem Wasser-, Strom oder Schienennetz ist dies naturge-
mafl der Fall, da diese Netze unter dkonomischen Gesichtspunkten an
einem Ort nur einmal errichtet und betrieben werden konnen.”*’ Ein
gleichwohl erfolgendes Angebot mehrerer paralleler Netze durch mehrere
Konkurrenten verursacht steigende Kosten pro Leistungseinheit, denen
kein addquater Mehrnutzen gegeniibersteht, so dass ein solches Angebot
weder volkswirtschaftlich noch individualokonomisch zielfithrend wire.”*!

Zweitens wirken die hohen Kosten beim Aufbau einer solchen Netzinfra-
struktur als starke Markteintrittsschranken, so dass private Anbieter diese
Kosten initial méglicherweise nicht aufbringen kénnen oder wollen.”#? Hat
sich ein Unternehmen zur Investition entschlossen und ist erfolgreich, wir-
ken diese hohen Kosten als Marktzutrittsschranken fiir spatere Konkurren-
ten fort und zementieren so eine ggf. entstandene Monopolstellung.”*?

Drittens ist zu beachten, dass diese Monopole bei Netzinfrastrukturen
eine hohe Abhdngigkeit von der kontinuierlichen Versorgung verursachen,
da beim Ausfall des Monopolisten zeitnah keine Alternativen zur Verfiigung
stehen. Im Unterschied zu frei beweglichen Handelswaren konnen die
Kund:innen nicht jederzeit den Anbieter wechseln und sind somit zwin-
gend auf die kontinuierliche Versorgung durch den jeweiligen Netzanbieter
angewiesen.

Insofern spricht bzw. sprach jedenfalls urspriinglich fiir eine staatliche
Erfiillung die Uberlegung, dass ein natiirliches Monopol tendenziell nicht
in privater Hand sein sollte, da dies einen 6konomisch motivierten Miss-

739 Gersdorf, in: Spindler/Schuster, Recht der elektronischen Medien, 4. Auflage 2019,
§ 9 TKG [a.E], Rn 25; Hermes, in: Schuppert, Der Gewéhrleistungsstaat, 111 (113 f.);
Knieps, Wettbewerbsokonomie, S. 23 ff.

740 Miihlenkamp, in: Hrbek/Nettesheim, Europdische Union und mitgliedstaatliche
Daseinsvorsorge, 65 (68); Hermes, in: Schuppert, Der Gewihrleistungsstaat, 111
(114).

741 Auch Online-Plattformen wie soziale Netzwerke sind v.a. dann erfolgreich, wenn
sie moglichst viele Nutzer:innen aufweisen und tendieren deshalb ebenfalls zu
natiirlichen Monopolen, Gabriel, Die Macht digitaler Plattformen, S. 46.

742 Schulze, Liberalisierung und Re-Regulierung von Netzindustrien, S.3f; vgl. auch
Miihlenkamp, in: Hrbek/Nettesheim, Europiische Union und mitgliedstaatliche
Daseinsvorsorge, 65 (68 f.).

743 Vergleichbar wirken bei monopolistischen Anbietern digitaler, personalisierter
Dienste vorhandene, grofle Anzahl an Nutzern (und somit auch an fiir die Perso-
nalisierung nutzbaren personenbezogenen Daten) als Marktzutrittsschranke gegen-
tber (potenziellen) Konkurrenten, Vgl. BKartA, Beschluss vom 06.02.2019, Az.:
B6-22/16, BeckRS 2019, 4895, Rn. 423 ff.
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brauch der Monopolstellung zumindest begiinstigt.”#* In Staatshand hin-
gegen steht das Monopol unter demokratischer Kontrolle und auch das
Sozialstaatsprinzip kann dadurch direkt umgesetzt werden. Weiterhin kann
der Umstand hoher Investitionskosten dazu fithren, dass diese fiir einen
privaten Akteur nicht zu stemmen bzw. in absehbarer Zeit nicht amortisa-
tionsfahig sind, so dass eine flichendeckende, angemessene Versorgung
unterbleibt.

Die hohe Kritikalitdt der (netzgebundenen) Daseinsvorsorgeleistungen
spricht hingegen zunichst nur fiir eine staatliche Erbringung, soweit man
dem Staat generell ein hoheres Vertrauen beziiglich der kontinuierlichen
Leistungserbringung entgegenbringt. Dies ist indes nicht per se gerechtfer-
tigt; allerdings mag sich der fehlende, 6konomische Kostendruck insofern
positiv auswirken. Weiterhin kann die Monopoltendenz zumindest auch
dazu fuhren, dass Investitionen in die IT-Sicherheit unterlassen werden.
Ein monopolistisches Unternehmen muss bei Ausfillen, auch soweit sie
durch IT-Sicherheitsvorfille hervorgerufen werden, langfristig weniger mit
finanziellen Einbuflen rechnen (abgesehen von eventuellen Schadenser-
satzforderungen), da kein Wettbewerbsdruck und somit auch kaum Risiko
eines Verlusts an Kund:innen besteht. Insofern existiert moglicherweise
kein hinreichender Marktanreiz zur Investition in die IT-Sicherheit.”>
Auch dies spriche insofern fiir eine staatliche Leistungserbringung, wenn
dem nicht auch anders begegnet werden konnte (dazu sogleich).

c. Heutige Gewahrleistungsverantwortung

Heute werden die Leistungen der Daseinsvorsorge in vielen Fillen nicht
mehr vom Staat selbst erbracht, sondern diese wurden im Laufe der Zeit
privatisiert und die Tendenz setzt sich fort.”#¢ Gleichwohl ist die Daseins-
vorsorge auch heute noch als Staatsaufgabe anzusehen.”” Insoweit stellte
schon Forsthoff fest, dass eine solche Verschiebung in der tatsachlichen

744 Miihlenkamp, in: Hrbek/Nettesheim, Europdische Union und mitgliedstaatliche
Daseinsvorsorge, 65 (681.).

745 Vgl. Merz, in: Niinlist/Thranert, Bulletin 2018 zur schweizerischen Sicherheitspoli-
tik, 73 (77); aulerdem im Produktsicherheitsrecht: H. Tobias Weifs, Die rechtliche
Gewihrleistung der Produktsicherheit, S. 36.

746 Schiller, Staatliche Gewihrleistungsverantwortung und die Sicherstellung von An-
schluss und Versorgung im Bereich der Energiewirtschaft, S. 77.

747 Luch/S. E. Schulz, MMR 2009, 19 (20); Bull, Der Staat 2008, 1 (6).
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Wahrnehmung lediglich einen Wandel in der Art der Verantwortung des
Staates fiir diese Aufgabe auslost: Von einer origindren Erfiillungsverant-
wortung als Anbieter der Leistungen hat er dann eine Gewdhrleistungsver-
antwortung,*® d.h. er muss im Wege der Aufsicht verbunden mit entspre-
chenden regulierenden Eingriffen’*® gewiahrleisten, dass die Daseinsvorsor-
geleistungen durch Private sicher und zuverldssig angeboten werden.”0
Man kann, soweit ehemals staatlich erbrachte Leistungen privatisiert wur-
den, auch von einer Privatisierungsfolgenverantwortung sprechen.”!

Der Staat versucht im Rahmen seiner Gewahrleistungspflicht die zuvor
skizzierten Risiken einer privaten Leistungserbringung durch diverse regu-
latorische Mafinahmen zu kompensieren.”>? Dies findet in verschiedenen
Formen Ausdruck: So wird versucht den Gefahren der Ausnutzung einer
Monopolstellung zu begegnen, indem im Rahmen einer Leistung wie etwa
der Stromversorgung der Betrieb der Netze und die Stromerzeugung in
unterschiedlichen Markten unterschiedlichen Adressaten zugewiesen wird,
um so ein moglichst hohes Mafl an Wettbewerb zu ermdglichen. Gleich-
zeitig wird die weiterhin bestehende Monopolstellung der Netzbetreiber
als Schnittstelle im Strommarkt durch die Bundesnetzagentur streng iiber-
wacht.

Was die Kontinuitit der Leistungserbringung betrifft, so trifft der Staat
nun insbesondere die hier gegenstiandlichen Vorgaben zur IT-Sicherheit der

748 G. Kirchhof, AGR 2007, 215 (251); Bull, Der Staat 2008, 1 (9f.); Schuppert, in: Schup-
pert, Der Gewihrleistungsstaat, 11, (14, 16); Konigshofen, Daseinsvorsorge in Zeiten
des demographischen Umbruchs, S.65ff.,, 78ff, der insofern aber auch kritisch
darauf hinweist, dass das Modell des Gewahrleistungsstaates nicht fiir alle Sektoren
der Daseinsvorsorge (gleichermaflen) geeignet ist.

749 Luch/S. E. Schulz, MMR 2009, 19 (21).

750 Schiller, Staatliche Gewahrleistungsverantwortung und die Sicherstellung von An-
schluss und Versorgung im Bereich der Energiewirtschaft, S. 78, Pfannkuch, Komm-
Jur 2023, 245 (245); Krajewski, VerwArch 2008, 174 (190); vgl. auch: BVerwG,
Beschluss v. 02.01.2006 - 6 B 55/05 (erhaltlich in juris), Rn. 10; dhnlich auch schon:
Forsthoff, Rechtsfragen der leistenden Verwaltung, S.45f.; Nach dem BVerfG kann
bei privaten Unternehmen im Bereich der Daseinsvorsorge auch eine verstirkte
Grundrechtsbindung vorliegen (Fraport), BVerfG, Urt. v. 22.02.2011 - 1 BvVR 699/06,
NJW 2011, 1201 (1203 £.), Rn. 59.

751 So fiir die Informations- und Kommunikationsinfrastruktur: Hoffmann-Riem, AR
1998, 513 (525); in diesem Sinne auch: Gramlich, CR 1996, 102 (110); generi-
scher: Schiller, Staatliche Gewihrleistungsverantwortung und die Sicherstellung
von Anschluss und Versorgung im Bereich der Energiewirtschaft, S.92; Bauer,
VVDStRL 1995, 243 (278 £.).

752 Insofern driickt sich die Gewéhrleistungsverantwortung v.a. in einer ,Regulierungs-
verantwortung® aus, Schuppert, in: Schuppert, Der Gewihrleistungsstaat, 11 (18).
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fir die Leistungserbringung notwendigen informationstechnischen Syste-
me.”>3 Dies ist wie beschrieben zum einen notwendig, da es, auch aufgrund
einer trotz entsprechender Gegenmafinahmen mdoglicherweise bestehenden
Monopolstellung, ggf. an einem entsprechenden Marktanreiz zur Gewahr-
leistung der IT-Sicherheit fehlt.”>* Mehr noch lasst aber die {iberragende
Bedeutung der Schutzgiiter es dariiber hinaus unangemessen erscheinen,
das Risiko von Ausfillen durch fehlende IT-Sicherheit bis zum Eintritt
entsprechender Marktreaktionen hinzunehmen. Insgesamt erfordert somit
die Wahrnehmung der Gewidhrleistungsverantwortung des Staates die Auf-
erlegung von IT-Sicherheitspflichten fiir die Betreiber kritischer Anlagen,
um eine kontinuierliche Versorgung sicherzustellen.

d. Fazit

Fiir die Daseinsvorsorge als Begriff bei der Bestimmung der Schutzgiiter
im Bereich kritischer Anlagen kann somit festgehalten werden, dass die
kritischen Anlagen unter den deskriptiven Begriff der Daseinsvorsorge’>
fallende Leistungen anbieten, die nach Forsthoff der ,Versorgung der Bevol-
kerung mit den nach dem jeweiligen Stand der Zivilisation fiir eine norma-
le Lebensfiihrung notwendigen Giitern und Dienstleistungen® dienen.

Die Bedeutung der kontinuierlichen Verfiigbarkeit dieser Leistungen
konnte unter dem Oberbegriff der Daseinsvorsorge auf zwei spezifische Ka-
tegorien von Schutzgiitern kondensiert werden: Die erste Kategorie bilden
dabei die grundrechtlichen Leistungs- sowie Schutzpflichtdimensionen,
die in diesem Kontext auch als Individualrechtsgiiter bezeichnet werden
konnen. Als zweite Kategorie sind insbesondere Gemeinwohlziele zu nen-
nen, die neben Teilen der offentlichen Sicherheit (dazu sogleich), zu den
Gemeinschaftsrechtsgiitern zu zdhlen sind.”>® Auch das Sozialstaatsprinzip
wirkt mit Blick auf die allgemeine Erschwinglichkeit der Daseinsvorsorge-
leistungen auf dieselben ein.

753 Zur Gewihrleistung der physischen Sicherheit greift entsprechend das KritisDachG-
E: BMI, Referentenentwurf zum KRITIS-DachG, 21.12.2023.

754 Vgl. im Produktsicherheitsrecht: H. Tobias Weif5, Die rechtliche Gewéhrleistung der
Produktsicherheit, S. 35.

755 Schiller, Staatliche Gewdhrleistungsverantwortung und die Sicherstellung von An-
schluss und Versorgung im Bereich der Energiewirtschaft, S. 79 m.w.N.

756 Ahnlich von “kollektiven Rechtsgiitern sprechend: Wolff, in: Gusy/Kugel-
mann/Wirtenberger, Rechtshandbuch Zivile Sicherheit, 657 (673).
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Weiterhin wurde dargestellt, dass der Staat diese Leistungen aufler in Fal-
len des Marktversagens nicht selbst erbringen muss (Gewahrleistungs- statt
Erfiillungsverantwortung). Allerdings muss er im Rahmen dieser Gewahr-
leistungsverantwortung die kontinuierliche Erbringung der (z.T. ehemals
staatlich bereitgestellten) Daseinsvorsorgeleistungen durch Private sicher-
stellen, um die betroffenen Schutzgiiter bedeutenden Ranges zu sichern.

Insgesamt bedeutet dies: Die an kritische Anlagen gerichteten IT-Sicher-
heitsvorgaben sichern die kontinuierliche Erbringung ihrer Daseinsvorsor-
geleistungen, welche wiederrum fiir den Schutz der genannten Individual-
und Gemeinschaftsrechtsgiiter entscheidend ist. Das Sozialstaatsprinzip ver-
langt dabei, dass die Leistungen -auch mit den Mehrkosten fiir die IT-Si-
cherheit-7>7 allgemein erschwinglich bleiben.

2. Offentliche Sicherheit

Anders als die Daseinsvorsorge, die einen Teilbereich der Leistungsverwal-
tung umschreibt,”8 ist die offentliche Sicherheit ein polizeirechtlicher Be-
griff, mithin ein solcher der Eingriffsverwaltung.”>”

Diese umfasst als Sammelbegriff ebenfalls sowohl gemeinschafts- als
auch individualrechtliche Schutzgiiter:”® Die Unversehrtheit der Rechts-
ordnung (insbesondere die Vorschriften des Strafrechts), die grundlegen-
den Einrichtungen und Veranstaltungen des Staates und schliefllich die In-
dividualrechtsgiiter wie Gesundheit, Freiheit und Eigentum der Biirger:in-
nen.”s! Daraus lief$e sich zumindest der Schutz der grundlegenden Einrich-
tungen und Veranstaltungen des Staates als Gemeinschaftsrechtsgut im hier
gegenstindlichen Kontext qualifizieren. Denn auch staatliche Einrichtun-
gen und Veranstaltungen sind auf die Leistungen von (privaten) kritischen
Anlagen (Strom, Wasser, etc.) angewiesen.

Der Schutz der Individualrechtsgiiter ergibt sich zundchst wie bereits
dargestellt zumindest hinsichtlich der Grundrechte schon aus dem We-
sen der Dienstleistungen als Teil der Daseinsvorsorge. Dies schliefit eine
erneute Erfassung als Teil der offentlichen Sicherheit nicht per se aus,

757 Und auch fiir die physische Sicherheit nach dem RefE KRITIS-DachG.

758 H. Maurer/Waldhoff, Allgemeines Verwaltungsrecht, § 1, S. 7, Rn. 17.

759 Vgl. H. Maurer/Waldhoff, Allgemeines Verwaltungsrecht, § 1, S. 9, Rn. 22.

760 Spannowsky, in: BeckOK BauordnungsR BW, 27. Edition 2024, § 3 BWLBO, Rn 23.
761 Statt vieler: Schirmer, in: BeckOK InfoMedienR, 43. Edition 2024, § 3 IFG, Rn. 119.
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zumindest soweit die Beeintrachtigung Folge eines zielgerichteten, mensch-
lichen Handelns (z.B. ein IT-Angriff) und damit einer polizeirechtlich
relevanten Handlung ist. Weiterhin ist eine spezielle Betroffenheit aus poli-
zeirechtlicher Perspektive (auch hinsichtlich des Schutzes der objektiven
Rechtsordnung) denkbar, wenn es etwa infolge langerfristiger Ausfalle kri-
tischer Dienstleistungen zu mittelbaren Auswirkungen kommt, wie etwa
soziale Unruhen’? in Folge eines langerfristigen Stromausfalls. Schliefllich
beschrankt sich der Kreis der Individualrechtsgiiter hier nicht wie im Rah-
men der Daseinsvorsorge hergeleitet auf die grundrechtlichen Positionen,
sondern schliefit auch einfachrechtliche Positionen wie staatsbiirgerliche
Rechte, behordliche Erlaubnisse sowie private Rechte mit ein.”®?

Zusatzlich wird in Art. 2 Abs. 2 lit¢c) NIS2-RL und § 2 Nr. 4 RefE KRI-
TIS-DachG neben der offentlichen Sicherheit auch die dffentliche Ordnung
erfasst.”** Nach nationalem Verstindnis ist die Offentliche Ordnung die
~Gesamtheit der ungeschriebenen Regeln, deren Befolgung nach den je-
weils herrschenden sozialen und ethischen Anschauungen als unerléssliche
Voraussetzung eines geordneten menschlichen Zusammenlebens innerhalb
eines bestimmten Gebiets angesehen wird“7%> Dieses Gemeinschaftsrechts-
gut scheint wie bereits zuvor nur bei sozialen Unruhen o.d. betroffen sein
zu konnen; auch insoweit erscheint der regulatorische Mehrwert durch
diese zusatzliche Erfassung aber tiberschaubar.

3. Erhalt der Umwelt

Schliefllich hat der européische und in der Folge auch der nationale Gesetz-
geber in § 2 Nr. 4 RefE KRITIS-DachG auch den Erhalt der Umwelt als zu
schiitzendes Gemeinwohlziel aufgenommen.”® Obwohl es kein typisches
Gemeinwohlziel der Daseinsvorsorge sein diirfte, erscheint es durchaus

762 Vgl. Sattler, in: Ebers/Steinrétter, Kiinstliche Intelligenz und smarte Robotik im IT-
Sicherheitsrecht, 197 (200), der den Zweck der Sicherung kritischer Infrastrukturen
auch in der Absicherung ,sozialer und politischer Stabilitat” sieht.

763 Trurnit, in: BeckOK PolR BW, 31. Edition 2023, § 1 PolG, Rn. 34 f.

764 Urspriinglich auch in § 2 Abs. 1 Nr. 21 RefE BSIG {ibernommen, aber bis zum RegE
wieder entfallen.

765 Depenheuer, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 8, Rn. 166.

766 im RefE KritisDachG als ,0kologischer Funktionen oder der Erhaltung der natiirli-
chen Lebensgrundlagen’; siehe im Ubrigen entsprechend Fn. 764; als Gemeinwohl-
belang bezeichnend: Schuppert, GewArch 2004, 441 (446).
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sinnvoll dieses national in Art.20a GG als Staatszielbestimmung niederge-
legte Schutzgut’®” in den Katalog aufzunehmen. Viele kritische Anlagen
wie z.B. Kraftwerke konnen bei (IT-bedingten) Zwischenfillen erhebliche
Umweltschdden hervorrufen. Insofern dient die Gewahr der IT-Sicherheit
in diesen Einrichtungen somit faktisch unstreitig auch diesem Schutzgut.

4. Zusammenfassung

Es konnte gezeigt werden, dass bei kritischen Anlagen mit ihren Dienstleis-
tungen verschiedene Schutzgiiter betroffen sind. Ausgehend von den in
§ 2 Nr. 4 RefE KRITIS-DachG und § 2 Nr. 24 RegE BSIG genannten Defini-
tionsbestandteilen kritischer Dienstleistungen”®® (wichtige Bedeutung fiir
das Funktionieren des Gemeinwesens, bei Ausfall oder Beeintrachtigung
langfristige Versorgungsengpésse, Gefahrdungen fiir wirtschaftliche Tatig-
keiten, offentliche Sicherheit oder Ordnung, offentliche Gesundheit) wur-
den die von kritischen Anlagen erbrachten Leistungen dem deskriptiven
Begriff der Daseinsvorsorge zugerechnet.

In einem zweiten Schritt konnten dann die konkreten, korrespondieren-
den Schutzgiiter herausgearbeitet werden. Zunichst ist hier der Zugang
zum Existenzminimum als Auspragung der Menschenwiirde (Art.1 Abs. 1
GG) zu nennen, welches folgerichtig durch den Staat auch im Rahmen der
Daseinsvorsorge garantiert werden muss. Weiterhin aktiviert der Schutz
vor plétzlichen Ausfillen von Daseinsvorsorgeleistungen auch die staatli-
chen Schutzpflichten aus den Grundrechten. In beiden Fillen handelt es
sich um Individualrechtsgiiter.

Auflerdem sind Daseinsvorsorgeleistungen im Rahmen von Gemein-
schaftsrechtsgiitern, hier namentlich den staatlichen Gemeinwohlzielen, wie
der Sicherstellung der Energie- und Wasserversorgung, der offentlichen
Gesundheit sowie der Wirtschaftsférderung, kontinuierlich zu erbringen
sowie (auch angesichts der Mehrkosten durch die IT-Sicherheit) sozial-
staatskonform auszugestalten.

Der Aspekt der Daseinsvorsorge wird erginzt durch die ebenfalls in
§2 Nr. 4 KRITIS-DachG-E und § 2 Nr. 24 RegE BSIG genannte dffentliche
Sicherheit. Diese umfasst neben den schon im Rahmen der Daseinsvorsorge

767 Calliess, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art.20a, Rn.2ff,
321t
768 Bzw. wesentlicher Dienste nach RKE-RL.
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erfassten Grundrechten auch weitere (einfach-rechtliche) Individualrechts-
giiter, sowie als Gemeinschaftsrechtsgut die Funktionsféhigkeit der Veran-
staltungen und Einrichtungen des Staates. Schliefllich wird zusétzlich auch
die objektive Rechtsordnung, mdglicherweise auch mit Blick auf soziale
Unruhen infolge von langfristigen Ausféllen geschiitzt. Daneben wird mit
dem RefE KRITIS-DachG als neues Schutzgut der Erhalt der Umwelt
(Art. 20a GG) ergénzt.

Die Schutzgiiter aus dem Bereich der Daseinsvorsorge und der offentli-
chen Sicherheit werden in nachfolgender Grafik noch einmal zusammenge-
fasst:

Schutzgiiter kritischer Anlagen

Daseinsvorsorge (Leistungsverwaltungsrecht) Offentliche Sicherheit (Polizeirecht)
. . . Sozialstaats- Schutz Objektive Individual-
Grundrechte Gemeinwohlziele I . ) "
prinzip staatlicher... Rechtsordnung rechtsgiiter
Schutzpflichten
Schutzpflichten Einfachrechtliche

Positionen

Abbildung 10: Schutzgiiter kritischer Anlagen

Erginzend ist anzumerken, dass auf dieser iibergreifenden Ebene des § 30
RegE BSIG, auf der sowohl Unternehmen in kritischen Sektoren (einschl.
kritischer Anlagen iV.m. § 31 Abs.1 RegE BSIG) als auch in weniger kriti-
schen Sektoren adressiert werden, notwendigerweise Unschérfen hinsicht-
lich der zu sichernden Schutzgiiter entstehen. Im Einzelfall muss deshalb
fir den jeweiligen Sektor untersucht werden, welche spezifischen Schutzgii-
ter betroffen sind.”®® Teilweise erfolgt dies wie im Energierecht auch durch
eine exekutive Konkretisierung (IT-Sicherheitskataloge zu § 11 Abs. la bzw.
1b EnWG).”70

Im Ergebnis legt der Staat den entsprechenden Betreibern kritischer An-
lagen mithin Vorgaben zur IT-Sicherheit auf, um durch die Sicherstellung

769 Vgl. in diese Richtung fiir den Energiesektor: BNetzA, IT-Sicherheitskatalog gemaf3
§ 11 Abs. lIa EnWG, Aug. 2015, S. 13.
770 Die zugehorigen Regelungen finden sich kiinftig voraussichtlich in § 5c EnWG.
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der kontinuierlichen Erbringung kritischer Dienstleistungen die genannten
Schutzgiiter’”! zu sichern. Es wurde insofern herausgearbeitet, dass insbe-
sondere bei monopolisierten oder zumindest zu Monopolen neigenden
Bereichen der Daseinsvorsorge aufgrund des fehlenden Wettbewerbsdrucks
entsprechende Marktanreize zur Investition in die IT-Sicherheit fehlen,
so dass eine gesetzliche Vorgabe auch erforderlich ist. Aufierdem erlaubt
der hohe Rang der betroffenen Schutzgiiter kein Zulassen entsprechender
Sicherheitsvorfille, in dessen Folge sich ggf. erst eine marktgetriebene An-
passung entwickeln wiirde.

II1. Schutzgiiter digitaler Dienste

Im Folgenden sollen die digitalen Dienste den zuvor beschriebenen Schutz-
giitern zugeordnet werden. Aus der NIS-RL (EG 48) war dazu nur festzu-
stellen, dass auch die Absicherung digitaler Dienste am Ende der Aufrecht-
erhaltung ,wirtschaftlicher und gesellschaftlicher Tatigkeiten“ und damit in
der Terminologie des (RegE) BSIG der ,,Funktionsfahigkeit des Gemeinwe-
sens” dient.

Dabei kann zunichst festgehalten werden, dass die tatsdchlichen Griin-
de, die bei klassischen Netzinfrastrukturen fiir eine Erbringung durch den
Staat,”’? zumindest aber fiir eine durch strenge Regulierung ausgetibte Ge-
wihrleistungsverantwortung zur Sicherung der Schutzgiiter sprechen, auch
bei digitalen Diensten vorliegen: Auch digitale Dienste tendieren insbeson-
dere aufgrund ihrer sehr hohen Zahlen von Nutzer:innen (sowohl auf Kon-

771 Dagegen sollte die IT-Sicherheit nicht selbst als Schutzgut definiert werden (dhn-
lich auch: Wischmeyer, Informationssicherheit, S.157), da sie wie gezeigt im Kon-
text des IT-Sicherheitsrechts nur mittelbar notwendig ist, um die Schutzgiiter
durch die kontinuierliche Erbringung der Daseinsvorsorgeleistungen zu sichern.
In diese Richtung als ,Staatsaufgabe® definierend aber: Poscher/Lassahn, in: Hor-
nung/Schallbruch, IT-Sicherheitsrecht, 133 (149), Rn. 48f,; Eine solches Verstind-
nis iibersieht, dass die mit erheblichem Aufwand verbundene Gewihrleistung von
IT-Sicherheit grundsitzlich Ausdruck der dkonomischen Selbstbestimmung von
Unternehmen und Privatpersonen ist, inwieweit sie bereit sind in ihre eigene IT-Si-
cherheit zu investieren. Nur soweit, wie etwa im hier gegenstindlichen Bereich
kritischer Anlagen, Individualrechtsgiiter Dritter (dies gilt entsprechend fiir die
Datensicherheit) oder Gemeinschaftsrechtsgiiter (Schutzgiiter) bedroht sind, sind
gesetzliche IT-Sicherheitspflichten, die insofern einen erheblichen Eingriff in die
Berufs- bzw. unternehmerische Freiheit (Art.12 GG, Art.16 GRC) darstellen, zu
rechtfertigen.

772 Siehe oben, S. 244 ff.
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sumenten- als auch auf Produzentenseite) zu natiirlichen Monopolen.””?
Die infolgedessen zu generierende grofie Menge an personenbezogenen
Daten wirkt analog zu den Investitionskosten physischer Netze als Markt-
eintrittsschranke fiir kiinftige Mitbewerber.””# Und schliellich stehen den
Nutzer:innen auch bei Ausfall digitaler Dienste kurz- bis mittelfristig keine
(gleichwertigen) Alternativen zur Verfiigung.

Gleichwohl bestehen auch zwei wesensmiflige, aufeinander aufbauende
Unterschiede von digitalen Diensten gegeniiber klassischen, kritischen In-
frastrukturen (bzw. Anlagen):

Der erste Unterschied besteht darin, dass in klassischen kritischen In-
frastrukturen die IT-Systeme der Erbringung einer physischen, kritischen
Dienstleistung in einem sog. cyber-physischen System dienen. Der zu
schiitzende Output liegt hier somit in der physischen Leistung (z.B. Strom
oder Wasser), nicht in den IT-Systemen und ihren Diensten selbst. Bei
digitalen Diensten existiert eine solche physische Leistung hingegen nicht,
die kritische Dienstleistung selbst ist hier ebenfalls digitaler Natur.””> Das
bedeutet auch, dass bei den digitalen Diensten eine engere Kopplung
zwischen Informationstechnik und den Schutzgiitern besteht, da letztere
(anders als bei physischen Dienstleistungen) unmittelbar durch informati-
onstechnische Vorfille beeintrachtigt werden konnen.

Daraus folgt ein weiterer Unterschied beziiglich der Auslegung der konti-
nuierlichen Erbringung der kritischen Dienstleistungen. Diese bezieht sich
wie bei Strom und Wasser zuvorderst auf das Ob der Leistungserbringung;
die Qualitit, also das Wie der Leistung ist eher nachrangig angelegt, stellt
sie doch mit Blick auf die Schutzgiiter haufig nur ein Minus zum vélligen
Ausfall dar. Anders verhdlt es sich bei digitalen Diensten, bei denen die
Grundrechtsgefahrdungen stiarker auch durch eine Beeintrichtigung des
~Wie“ der Leistung, also einer Manipulation des Dienstes entstehen kon-
nen. Die Qualitdt der Leistung stellt mithin hier kein minus zum Leistungs-
ausfall mehr dar, sondern kann vielmehr zu einer dezidierten Verletzung
von Schutzgiitern fithren.

Beide Beeintrachtigungsformen werden in diesem Abschnitt an den ein-
zelnen Schutzgiitern (1. Individualrechtsgiiter, 2. Gemeinwohlziele und So-
zialstaatsprinzip, 3. Offentliche Sicherheit) dargestellt.

773 Gabriel, Die Macht digitaler Plattformen, S. 46.
774 Siehe S. 246, Fn. 743.
775 Ausfithrlich dazu spéter beim Dienstbegriff: S. 279 ff.
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1. Individualrechtsgiiter

Zunidchst ist zu fragen, welche Individualrechtsgiiter durch Ausfille (a.)
oder auch Manipulationen (b.) des Dienstes beeintrachtigt sein konnten.
Anschlieflend wird mit Blick auf die Meldepflichten bei Vorfallen noch
eine einschrankende Besonderheit beim Schutz der Individualrechtsgiiter
im RegE BSIG angesprochen (c.).

a. Ausfille des Dienstes

Grundrechtliche Schutz- oder gar Leistungspflichten lassen sich hinsicht-
lich der Ausfille digitaler Dienste auf den ersten Blick weniger eindeutig
darstellen als etwa mit Blick auf Leben und Gesundheit bei einem Ausfall
der Trinkwasserversorgung.

Selbst mit Blick auf spezifische Informationsgrundrechte sind Verletzun-
gen derselben zumindest durch komplette Ausfille der digitalen Dienste
schwer zu begriinden. Exemplarisch sei etwa auf die Informationsfreiheit
nach Art.5 Abs.1 S.1 Alt.2 GG verwiesen: Da dieses Grundrecht nur die
>ungehinderte Unterrichtung aus allgemein zugénglichen Quellen® umfasst,
nicht aber ein ,allgemeines Recht auf Zugang zu Informationen® beinhal-
tet,’7¢ ist bei einem kompletten Ausfall einer Online-Suchmaschine oder
eines sozialen Netzwerks schon eine Betroffenheit des Schutzbereichs eher
fernliegend.”””

Denkbar sind dagegen Beeintrachtigungen der beruflichen bzw. unter-
nehmerischen Freiheit (Art.12 GG, Art.16 GRC) von Unternehmen, die
etwa in Suchmaschinen gelistet sind, auf Online-Marktplatzen ihre Produk-
te anbieten oder auf sozialen Netzwerken auftreten.

b. Manipulationen des Dienstes

Hinsichtlich der Manipulation des Dienstes, mithin dem Wie der Diens-
terbringung, ergibt sich jedoch ein anderes Bild. Insofern ist es fiir die

776 Grabenwarter, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024, Art. 5, Rn 996,
1021.

777 Lediglich ein ,Mindestbestand an Informationsquellen muss sichergestellt werden;
Grabenwarter, a.a.0., Rn.1022, dies diirfte aber auch bei Ausfall der genannten
Dienste noch der Fall sein.
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Schutzgiiter weniger entscheidend, dass der Dienst {iberhaupt verfiigbar,
d.h. online erreichbar ist, sondern v.a. ob er in der aktiven Erbringung die
Rechte der Nutzer:innen hinreichend wahren kann.

Denkbar ist bei allen digitalen Diensten, dass hier insbesondere deren
Funktionsweisen unerkannt manipuliert und so Grundrechte wie etwa die
Diskriminierungsfreiheit beeintrachtigt werden. Soweit durch IT-Angriffe
entweder Inhalte nachtréglich geloscht oder beim Hochladen blockiert
werden, konnte auflerdem die Meinungsduflerungsfreiheit betroffen sein.””8
Eine Veréffentlichung von Informationen unter falschem Namen (etwa
durch Diebstahl der Login-Daten von sozialen Netzwerken) betrifft das
Recht auf informationelle Selbstbestimmung bzw. das Datenschutzgrund-
recht. Hinsichtlich der Angebotsseite an Informationen bei Online-Such-
maschinen und sozialen Netzwerken kann durch unerkannte Manipula-
tionen (auch mit Blick auf die Personalisierung) die Informationsfreiheit
betroffen sein.””® Moglicherweise noch stirker als durch einen Ausfall be-
eintrachtigt werden konnen etwa Unternehmen in ihrer beruflichen bzw.
unternehmerischen Freiheit (Art.12 GG, Art. 16 GRC) durch entsprechen-
de manipulative Benachteiligungen ihrer Eintrage in Suchmaschinen, ihrer
Produkte auf Online-Marktplatzen oder ihren Seiten in sozialen Netzwer-
ken.

c. Eingeschrinkter Schutz von Individualrechtsgiitern im IT-
Sicherheitsrecht

Diese Individualgrundrechte lassen sich grundsitzlich alle als Schutzgiiter
digitaler Dienste definieren, da die gesetzlich geforderte Gewdhrleistung
von IT-Sicherheit auch der Sicherung dieser Individualgrundrechte dient.
Allerdings ist darauf hinzuweisen, dass eine Verletzung derselben aufgrund

778 Vgl. zur Beeintrachtigung der Meinungsfreiheit durch Nicht-Veréffentlichung bzw.
Loschung durch die Plattform: Raue, JZ 2018, 961 (964ff.); diese Schutzpflicht
muss, um einen umfassenden Grundrechtsschutz zu gewéhrleisten, auch dann grei-
fen, wenn die Nicht-Veroffentlichung bzw. Loschung durch einen IT-Angriff auf
den digitalen Dienst ausgeldst wird.

779 Anders als der Ausfall eines entsprechenden Dienstes, der insofern nur das In-
formationsangebot einschrankt fithrt die Manipulation zu einer ,Verzerrung® des
Informationsraums, der gegeniiber somit eine grundrechtliche Schutzpflicht anzu-
nehmen ist; Grabenwarter, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL 2024,
Art. 5, Rn.1028; wohl auch Schillméller, InTer 2020, 150 (152); vgl. auflerdem zum
Prinzip der Netzneutralitdt: Hain, AfP 2012, 313 (319f., 325 f.).
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des Fokus' des IT-Sicherheitsrechts auf Gemeinwohlziele einfach-rechtlich
mitunter nur dann zum Tragen kommt, wenn entweder besonders viele
Nutzer:innen oder einzelne Nutzer:innen besonders schwer betroffen sind.

Im Rahmen der Meldepflichten nach §32 Abs.1, 3 iV.m. § 2 Nr. 11, 40
RegE BSIG liegt zunéchst generisch (fiir alle adressierten Einrichtungen)
ein erheblicher Sicherheitsvorfall u.a.”8 dann vor, wenn der Sicherheits-
vorfall ,natiirliche oder juristische Personen durch erhebliche materielle
oder immaterielle Schiaden beeintrachtigt hat oder beeintrachtigen kann®
Nach Art. 3, 11-13 der zugehorigen DVO”8! insbesondere auch fiir die hier
gegenstdndlichen digitalen Dienste sind diese Voraussetzungen u.a. dann
erfiillt, wenn ein digitaler Dienst einerseits fiir mehr als 5% oder 1 Million
Nutzer:innen (je nach dem was kleiner ist) infolge eines Sicherheitsvorfalls
ganz oder teilweise nicht verfiigbar ist oder in seiner Verfiigbarkeit hitte
beeintrachtigt werden konnen (Art. 11-13, jeweils lit a) und b) DVO), mithin
besonders viele Personen betroffen hat bzw. hitte.

Andererseits ist die Erheblichkeit u.a. auch dann zu bejahen, wenn
der Sicherheitsvorfall bei einem digitalen Dienst zum Tod oder zu einer
schwerwiegenden Gesundheitsbeeintriachtigung einer Person gefiihrt hat
oder hatte fithren konnen (Art. 3 lit ¢), d) DVO), d.h. wenn einzelne Perso-
nen besonders schwer betroffen sind.

Unterhalb dieser Schwelle sind Vorfille aber folglich nicht meldepflich-
tig und diirften somit nach dem RegE BSIG zumindest keine rechtlichen
Konsequenzen auslésen. Allerdings kann und muss die Gewahrleistung der
IT-Sicherheit natiirlich auch bereits unterhalb dieser Schwelle die Risiken
fiir diese Individualgrundrechte reduzieren.

Zusammenfassend offenbart sich mit der Adressierung der digitalen
Dienste die schon bei der Entwicklung des BSIG aufgezeigte Tendenz, dass
sich dieser europarechtliche Regulierungsansatz weiter vom urspriinglichen
Begriff der Daseinsvorsorge im Sinne der Gewiahrleistung von Leistungen,
die fiir ein normales Leben notwendig sind oder sogar das Existenzmi-
nimum darstellen, entfernt. Es bleibt somit nicht mehr bei elementaren
Grundrechten wie dem Recht auf Leben und Gesundheit oder mit Blick
auf die wirtschaftliche Betitigung der beruflichen bzw. unternehmerischen

780 Alternativ auch dann, wenn er ,schwerwiegende Betriebsstérungen der Dienste
oder finanzielle Verluste fiir die betreffende Einrichtung verursacht hat oder verur-
sachen kann®

781 Durchfiithrungsverordnung (DVO) 2024/2690 der EU-Kommission vom 17.10.2024
nach Art. 21 Abs. 5, UAbs. 1, Art. 23 Abs. 11 NIS2-RL. Siehe im nationalen Recht §§ 30
Abs. 3, 56 Abs. 5 RegE BSIG.
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Freiheit. Vielmehr werden wie dargestellt insbesondere mit den Kommuni-
kationsgrundrechten sowie dem Gleichheitsgrundsatz andere Grundrechte
verstarkt in den Blick genommen.

2. Gemeinwohlziele und Sozialstaatsprinzip

Weiterhin ist fraglich welche Gemeinwohlziele von digitalen Diensten be-
troffen sein konnen und ob auch hier das Sozialstaatsprinzip Auswirkungen
hat.

Bislang diirften der Bereitstellung etwa einer Suchmaschine und eines
sozialen Netzwerks noch keine spezifischen, allgemein anerkannten Ge-
wihrleistungspflichten gegentiberstehen, wie etwa bei der Sicherstellung
der Energieversorgung. Und das obwohl beide Dienste inzwischen magli-
cherweise bereits als unverzichtbarer Bestandteil der modernen Lebensfiih-
rung und damit als Teil der Daseinsvorsorge zu qualifizieren sein konn-
ten.”82

Allerdings kommt das Gemeinwohlziel der Wirtschaftsforderung’®® auch
bei digitalen Diensten als wichtiges Schutzgut in Betracht. Viele Unterneh-
men sind wie bereits individualrechtlich beschrieben in erheblicher Weise
von der Funktionsfihigkeit der digitalen Dienste wie der Online-Suchma-
schinen, der Online-Marktplatze oder der sozialen Netzwerke abhéngig,
so dass erneut nicht zuletzt aufgrund des Monopolcharakters dieser Dien-
ste eine Beeintrichtigung des Gemeinwohlziels der Wirtschaftsforderung
bedeutend erscheint.”®* Dies gilt sowohl fiir einen vollstindigen Ausfall als
auch die Manipulation der Dienste.

Mit Blick auf die Manipulation in sozialen Netzwerken als auch in
Online-Suchmaschinen kommt als weiteres Gemeinwohlziel auch die df-
fentliche Meinungsbildung’®> in Betracht. Sie wird aus ,den verfassungs-

782 In diese Richtung als ,eDaseinsvorsorge“ u.a. mit Blick auf soziale Netzwerke
Luch/S. E. Schulz, MMR 2009, 19 (23).

783 Siehe oben S. 238 f.

784 Vgl. EG 48

785 Mitsch, DVBI 2019, 811 (811f.); im Kontext der Pressefreiheit als ,0ffentliche Mei-
nung®: BVerfG, Teilurteil v. 05.08.1966 — 1 BvR 586/62, 610/63, 512/64, NJW 1966,
1603 (1604); Grabenwarter, in: Dirig/Herzog/Scholz, Grundgesetz, 103. EL 2024,
Art. 5, Rn. 6; dhnlich mit Blick auf die Informationsfreiheit als Grundlage zur Mei-
nungsbildung: Koreng, in: Stark/Dorr/Aufenanger, Die Googleisierung der Infor-
mationssuche, 245 (247); teilweise auch als ,Meinungspluralitat®: Miiller-Terpitz,
ZUM 2020, 365 (367); Pille, Meinungsmacht sozialer Netzwerke, S. 204.
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rechtlichen Wertentscheidungen in Art. 5 Abs.1 GG bzw. Art. 11 GRC* ab-
geleitet“786; Art. 5 Abs. 1 GG enthilt insoweit nicht nur individuelle Grund-
rechte, sondern auch die 6ffentliche Meinungsbildung als ein ,objektives
Prinzip der Gesamtrechtsordnung®’8” Dabei ist eine freie Meinungsbildung
in einem ungestorten, pluralen Diskurs fiir eine demokratische Gesellschaft
konstitutiv,’%® so dass die offentliche Meinungsbildung zugleich auch aus
dem Demokratieprinzip (Art.20 Abs.1, 2 GG, Art.2 EUV) abgesichert
wird.”®

V.a. die sozialen Netzwerke schaffen einen alle Lebensbereiche umfassen-
den ,offentlichen Kommunikationsraum®7°? in dem dieser Diskurs auch
und gerade mit der ,Verbreitung von politischen Programmen und Ideen”!
zunehmend stattfindet. Gleichzeitig geht die Bedeutung von Rundfunk und
Presse in diesem Diskurs zuriick,”®?> was den Diskurs in sozialen Netzwer-
ken umso gewichtiger erscheinen lésst.

Ebendieser Diskurs und damit das Gemeinwohlziel der offentlichen
Meinungsbildung kann neben den intrinsischen Gefahrdungen durch die
personalisierten Inhalte (Filterblasen)”* insbesondere auch durch die hier
gegenstandlichen manipulativen Angriffe auf soziale Netzwerke bedroht
werden, wodurch etwa Inhalte einer bestimmten politischen Richtung oder
aber auch Falschinformationen (,Fakenews®) sowie volksverhetzende In-
halte stirker empfohlen werden.”®* Dieses Gefdahrdungspotential besteht
auch bei Online-Suchmaschinen, die mit ihrer Funktion des Filterns und
des Rankings von Suchergebnissen den faktisch verfiigbaren Informations-

786 Miiller-Terpitz, ZUM 2020, 365 (367); Pille, Meinungsmacht sozialer Netzwerke,
S.204; Holznagel, ZUM 2020, 1 (4).

787 BVerfG, Urt. v. 16.06.1981 — 1 BvL 89/78, NJW 1981, 1774 (1775); BVerfG, Beschluss
v. 09.10.1991 - 1 BvR 221/90, NJW 1992, 1442 (1443); BVerfG, Urt. v. 15.01.1958 -
1 BvR 400/57, NJW 1958, 257 (258); zur grundrechtliche Schutzpflicht in diesem
Zusammenhang: Grabenwarter, in: Diirig/Herzog/Scholz, Grundgesetz, 103. EL
2024, Art. 5, Rn. 109.

788 BVerfG, Urt. v. 15.01.1958 — 1 BvR 400/51, GRUR 1958, 254 (256); dhnlich auch:
Holznagel, ZUM 2020, 1 (4).

789 Vgl. Miiller-Terpitz, ZUM 2020, 365 (367).

790 OLG Dresden, Beschluss v. 08.08.2018 — 4 W 577/18, MMR 2018, 756 (759), Rn. 19.

791 BVerfG, Beschluss v. 22.05.2019 — 1 BvQ 42/19, ZUM-RD 2019, 429 (430f.), Rn 19.

792 Mitsch, DVBI 2019, 811 (814).

793 Zur Definition siehe Fn. 635; Schillméller, InTer 2020, 150 (150f.); s. auSerdem: G.
Wagner/Eidenmiiller, ZfPW 2019, 220 (235); Paal/Hennemann, JZ 2017, 641 (641,
644); Mitsch, DVBI 2019, 811 (812).

794 Vgl. zu dem verwandten Problem der ,Social-Bots“: Milker, ZUM 2017, 216 (216 f.).
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A. Bestimmung der Schutzgiiter

raum bestimmen und somit einen starken Einfluss auf die 6ffentliche Mei-
nungsbildung ausiiben kénnen.”>

Eine Beeintrachtigung des Sozialstaatsprinzips ist im Rahmen der IT-
Sicherheit digitaler Dienste hingegen aufgrund der jedenfalls monetiren
Kostenlosigkeit derselben nicht ersichtlich. Gleiches gilt fiir den Erhalt der
Umwelt.

3. Offentliche Sicherheit

Schliefilich wurde in Art. 4 Abs.1 lit. ¢) der DVO 2018/1517°¢ auch explizit
ein ,Risiko fiir die 6ffentliche Sicherheit® als Fall einer erheblichen Auswir-
kung genannt. Zwar erscheint die 6ffentliche Sicherheit bei einem Ausfall
bzw. einer Beeintrichtigung z.B. einer Suchmaschine weitaus weniger ge-
fahrdet als etwa bei einem flachendeckenden Stromausfall. Im Einzelnen
erscheint aber zumindest die Einschrinkung der Funktionsfihigkeit der
Einrichtungen des Staates plausibel, da staatliche Einrichtungen (ggf. auch
mit sog. e-Government-Leistungen’’) moglicherweise tiber Online-Such-
maschinen zugdnglich sein miissen. Auch kénnen die zuvor genannten
Manipulationsangriffe zur Verbreitung rechtswidriger Inhalte (Fake News,
Beleidigungen, Verleumdungen) in sozialen Netzwerken und Online-Such-
maschinen sowohl die objektive Rechtsordnung als auch Individualrechts-
giiter verletzen.

4. Fazit

Insgesamt ist mit Blick auf digitale Dienste festzuhalten, dass die Schutzgii-
ter im Vergleich zu kritischen Anlagen hier entweder weniger stark expo-
niert sind oder z.T. auch ginzlich andere Schutzgiiter in Betracht kommen.
Thre Bedeutung als (moglicher) Bestandteil der (digitalen) Daseinsvorsorge

795 Vgl. Paal/Hennemann, JZ 2017, 641 (641, 643); von einer insoweit bedenklichen
Gatekeeper-Funktion sowohl von Online-Suchmaschinen als auch sozialen Netz-
werken ausgehend: Koreng, in: Stark/Dérr/Aufenanger, Die Googleisierung der
Informationssuche, 245 (249).

796 Vorgangervorschrift der DVO 2024/2690 zur NIS-RL. In der neuen DVO zur NIS2-
RL ist die offentliche Sicherheit hingegen nicht mehr genannt.

797 Dies meint die Digitalisierung von Verwaltungsleistungen mit einem entsprechen-
den Online-Zugang fiir die Biirger:innen und Biirger, Vgl. Prell, NVwZ 2018, 1255
(1255 1t.).
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4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

ist zumindest wesentlich geringer, ebenso wie mégliche Verletzungen der
oOffentlichen Sicherheit. Allerdings nehmen sie dhnlich wie klassische, kri-
tische Netzinfrastrukturen Schliisselpositionen innerhalb der Gesellschaft
ein. Besonders hervorzuheben ist insoweit die Schliisselfunktion von sozia-
len Netzwerken und Online-Suchmaschinen als zentrale Informations- und
Meinungsplattformen mit in der Folge hohem Beeintrachtigungspotential
fiir entsprechende Gemeinwohlziele (6ffentliche Meinungsbildung) und
Individualgrundrechte (Informationsfreiheit, Meinungsauflerungsfreiheit).
Auch Verletzungen der offentlichen Sicherheit sind moglich. Gleichzeitig
sind viele Unternehmen und damit mittelbar auch Biirger:innen in 6kono-
mischer Hinsicht von allen drei digitalen Diensten abhéngig (Wirtschafts-
forderung, berufliche und unternehmerische Freiheit).

In den genannten Schliisselfunktionen unterscheiden sich digitale Dien-
ste auch von anderen wichtigen Einrichtungen (z.B. im Maschinen- und
Fahrzeugbau), bei denen im Wesentlichen nur die 6konomische Bedeutung
im Vordergrund steht. D.h. bei digitalen Diensten folgt ihre Kritikalitat
fiir die Schutzgiiter aus ihrem spezifischen Dienstangebot; dagegen kommt
es bei den anderen genannten wichtigen Einrichtungen gerade nicht auf
ihre spezifische Titigkeit an, sondern nur noch auf die abstrakte volkswirt-
schaftliche Bedeutung des Unternehmens.

Digitale Dienste stehen somit hinsichtlich ihrer Kritikalitit und der
damit verbundenen, erforderlichen Regulierungsintensitét in der Mitte zwi-
schen kritischen Anlagen sowie den genannten anderen wichtigen Einrich-
tungen. Sie sind zwar wie beschrieben anders als letztgenannte mit ihrem
spezifischen Dienstangebot noch kritisch fiir ebenfalls spezifische, hoch-
rangige Schutzgiiter, aber in etwas weniger ausgepriagtem Mafle wie dies bei
kritischen Infrastrukturen der Fall ist.”°® Dieser Unterschied zwischen digi-
talen Diensten und anderen wichtigen Einrichtungen bildet sich indes im
RegE BSIG nicht explizit ab, sondern muss folglich iiber die Angemessen-
heit der Mafinahmen im Einzelfall (dazu spater auf S. 293 ff.) beriicksichtigt
werden.

B. Systematische Beschreibung der gesetzlichen IT-Sicherheitsvorgaben

Im Nachfolgenden sollen die im RegE BSIG vorzufindenden Sicherheits-
vorgaben genauer beleuchtet werden. Sie stellen im Sinne der gegenstind-

798 Vgl. EG 60 NIS-RL, wonach Anbieter digitaler Dienste aufgrund der ,Art ihrer
Dienste und Tatigkeiten weniger strikt beaufsichtigt werden sollen.
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B. Systematische Beschreibung der gesetzlichen IT-Sicherheitsvorgaben

lichen Untersuchung die Systematik des Gesetzes dar, in die sich die Resili-
enz bei einer Ubertragung in den RegE BSIG einfiigen miisste.

Dabei wird zunéchst auf die IT-Sicherheit und die Schutzziele eingegan-
gen (L). In einem zweiten Schritt (II.) werden die Bestandteile der Infor-
mationstechnik, d.h. v.a. Systeme, Dienste und Daten bzw. Informationen
beleuchtet. Schliefllich werden unter III. die Begriffe Risiko und Angemes-
senheit sowie die Risikomethodik beschrieben.

I. IT-Sicherheit und Schutzziele

Aus der Gesamtschau des RegE BSIG sowie aus der Nennung in § 30 Abs. 2
S.2Nr. 3 RegE BSIG ist zu entnehmen, dass durch entsprechende Mafinah-
men der adressierten Einrichtungen eine (angemessene) Sicherheit in der
Informationstechnik (IT-Sicherheit) gewahrleistet werden soll. Fraglich ist
insofern wie die IT-Sicherheit zu definieren ist (1.). Im Weiteren wird dann
noch genauer auf die einzelnen Schutzziele aus der Definition eingegangen
(2.,3)

1. IT-Sicherheit

Insgesamt bestehen im einschldgigen Rechtsrahmen drei mogliche Defini-
tionen von IT-Sicherheit, die in Betracht kommen.

Zuniachst besteht in §2 Nr.39 RegE BSIG eine nationale, unverandert
aus § 2 Abs. 2 S. 4 BSIG” ibernommene Definition der ,Sicherheit in der
Informationstechnik: ,Die Einhaltung bestimmter Sicherheitsstandards,
die die Verfiigbarkeit, Integritat oder Vertraulichkeit von Informationen
betreffen, durch Sicherheitsvorkehrungen

L. in informationstechnischen Systemen, Komponenten oder Prozessen
oder

2. bei der Anwendung von informationstechnischen Systemen, Komponen-
ten oder Prozessen.”

Die NIS2-RL verwendet bei den Legaldefinitionen in Art. 6 hingegen den
Begriff der Sicherheit von Netz- und Informationssystemen, der nach Art. 6

799 §2 Abs.2 S.1-3 BSIG sind kein Teil der Definition, sondern haben lediglich erldu-
ternde Funktion: S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicher-
heit 2023, § 2 BSIG, Rn. 5.
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4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

Nr.2 NIS2-RL definiert wird als ,die Fahigkeit von Netz- und Informati-
onssystemen, auf einem bestimmten Vertrauensniveau alle Ereignisse abzu-
wehren, die die Verfligbarkeit, Authentizitit, Integritdt oder Vertraulichkeit
gespeicherter oder iibermittelter oder verarbeiteter Daten oder der Dienste,
die tiber diese Netz- und Informationssysteme angeboten werden bzw. zu-
ginglich sind, beeintrachtigen kénnen.”

SchliefSlich definiert § 30 Abs.1 RegE BSIG implizit selbst die von den
besonders wichtigen und wichtigen Einrichtungen zu gewdhrleistende IT-
Sicherheit, wonach diese Einrichtungen technische und organisatorische
MafSnahmen ergreifen miissen, um Stérungen der Verfiigbarkeit, Integritdt
und Vertraulichkeit der informationstechnischen Systeme, Komponenten und
Prozesse, zu vermeiden.800

Fraglich ist somit, welches Verstindnis von IT-Sicherheit in der Pflich-
tennorm des §30 Abs.1, 2 BSIG zugrunde gelegt werden soll; alle drei
genannten Vorschriften definieren die zu gewdhrleistende IT-Sicherheit
mit teilweise unterschiedlichen Schutzzielen und insbesondere unterschied-
lichen Schutzobjekten:

800 Art.21 Abs.1 NIS2-RL verweist hingegen an dieser Stelle auf die ,Sicherheit der
Netz- und Informationssysteme".
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§ 2 Nr. 39 RegE BSIG

§30Abs.18S.1
RegE BSIG

(2) Sicherheit in der Informationstechnik im Sinne
dieses Gesetzes bedeutet die Einhaltung bestimmter
Sicherheitsstandards, die die Verfiligbarkeit, Integritit
oder Vertraulichkeit von Informationen betreffen,
durch Sicherheitsvorkehrungen

1. in informationstechnischen Systemen, Kompo-
nenten oder Prozessen oder

2. bei der Anwendung von informationstechnischen
Systemen, Komponenten oder Prozessen.

Art. 6 Nr. 2 NIS2-RL

»Sicherheit von Netz- und Informationssystemen® die
Fdhigkeit von Netz- und Informationssystemen, auf
einem bestimmten Vertrauensniveau alle Ereignisse
abzuwehren, die die Verfugbarkeit, Authentizitat, In-
tegritat oder Vertraulichkeit gespeicherter oder iiber-
mittelter oder verarbeiteter Daten oder der Dienste,
die iiber diese Netz- und Informationssysteme ange-
boten werden bzw. zuginglich sind, beeintrachtigen
konnen;

Besonders wichtige Einrich-
tungen und wichtige Einrich-
tungen sind verpflichtet, ge-
eignete, verhéltnismaflige und
wirksame technische und or-
ganisatorische Mafinahmen
[...] zu ergreifen, um Stérun-
gen der Verfiigbarkeit, Inte-
gritat und Vertraulichkeit der
informationstechnischen Sys-
teme, Komponenten und Pro-
zesse, die sie fiir die Erbrin-
gung ihrer Dienste nutzen, zu
vermeiden [...]

Abbildung 11: IT-Sicherheitsdefinitionen nach RegE BSIG und NIS2-RL

Die Unterschiede im Einzelnen sind:

— In der NIS2-RL wird zusatzlich zu den klassischen Schutzzielen auch die

Authentizitdt genannt.

- Die Definition der NIS2-RL bezieht die Schutzziele auf Daten und Dien-
ste, jene des §2 Nr.39 RegE BSIG nur auf Informationen und jene des
§ 30 Abs. 1. S.1 RegE BSIG auf Systeme, Komponenten und Prozesse. Ins-
besondere der Unterschied innerhalb des RegE BSIG ist frappierend,
da die Systeme, Komponenten und Prozesse zwar auch in der Sicher-
heitsdefinition des RegE BSIG vorkommen, aber in anderer Funktion:
nicht als Schutzobjekt, sondern (nur) als Trager der Sicherheitsvorkeh-

rungen/Mafinahmen.

— Nur die NIS2-RL kennt das zusatzliche Element des ,bestimmten Ver-

trauensniveaus".

Die Frage nach der einschlidgigen Definition der IT-Sicherheit ist daher
alles andere als trivial und soll wie folgt beantwortet werden:

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.
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4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

Schon nach der bisherigen Rechtslage ist die Definition der IT-Sicherheit
aufgrund der Unterschiede zwischen BSIG und NIS-RL schwierig.3%! Be-
sonders herausfordernd ist kiinftig insbesondere, dass der RegE BSIG in sich
nicht (mehr) konsistent ist. Die Sicherheitsdefinition als pragendes Merkmal
des IT-Sicherheitsrechts und insbesondere seiner Pflichtennormen muss
eindeutig dahingehend zu bestimmen sein, welche Schutzziele sie adressiert
und worauf sich diese Schutzziele beziehen. Nicht nur das die Authentizitdt
im RegE BSIG fehlt; es ist insbesondere véllig unklar, ob die Systeme,
Komponenten und Prozesse nun wie in § 2 Nr. 39 RegE BSIG nur Mafinah-
mentrager oder wie in § 30 Abs.1 S.1 RegE BSIG auch selbst Schutzobjekt
sein sollen. Am Ende sind dariiber hinaus beide Definitionen nicht mit
jener des Art. 6 Nr.2 NIS2-RL in Ubereinstimmung zu bringen. Weder die
in unterschiedlichen Normen jeweils fiir sich stehenden ,Informationen®
noch die ,Systeme, Komponenten und Prozesse® lassen sich entsprechend
der NIS2-RL als ,Daten oder Dienste“ auslegen.5?

An dieser Stelle diirfte somit gegeniiber der NIS2-RL die Wortlautgrenze
erreicht und § 30 Abs.1 RegE BSIG hinsichtlich der zu gewéhrleistenden
IT-Sicherheit nicht mehr richtlinienkonform auszulegen8®® sein. Auch der
Erfolg einer richtlinienkonformen Rechtsfortbildung?®®* ist zweifelhaft:

Fraglich wire hier auf der Voraussetzungsebene zunichst, ob der Ge-
setzgeber bewusst ein von der Richtlinie abweichendes Regelungskonzept

801 In§ 8c Abs. 1 BSIG wird auf die Risiken fiir die ,,Sicherheit der Netz- und Informati-
onssysteme” abgestellt, gleichzeitig bestand besteht die Definition der Sicherheit in
der Informationstechnik in § 2 Abs.2 BSIG. Auch hier konnte zur Losung bereits
auf den europiischen Sicherheitsbegriff abgestellt und die unpassende nationale De-
finition aufler Acht gelassen werden; zumindest hinsichtlich der Schutzziele ebenso:
Buchberger, in: Schenke/Graulich/Ruthig, Sicherheitsrecht des Bundes, 2. Auflage
2019, § 8¢ BSIG, Rn 2; Schallbruch, CR 2016, 663 (668). Auch die Bestimmung des
§ 8a BSIG war nicht mit § 2 Abs. 2 BSIG kompatibel.

802 In der Definition des Art.6 Nr.2 NIS2-RL steht ,Daten oder Dienste®, d.h. auch
in der nationalen Umsetzung der IT-Sicherheitsdefinition miissten ebenfalls beide
Alternativen genannt werden, um den Inhalt der Definition vollstindig wiederzuge-
ben.

803 Zum Gebot der richtlinienkonformen Auslegung: Nettesheim, in: Grabitz/Hilf/Net-
tesheim, Das Recht der européischen Union, 80. EL 2023, Art. 288 AEUV, Rn. 133 {f;
Wietfeld, Z 2020, 485 (485 ff.).

804 Zur Unterscheidung zwischen Auslegung und Rechtsfortbildung im nationalen
Recht: Wiedemann, NJW 2014, 2407 (2407 f.) m.w.N.; wobei unter den europarecht-
lichen Begriff der ,richtlinienkonformen Auslegung“ nach nationalem Verstandnis
sowohl die Auslegung als auch die Rechtsfortbildung fallen, Wietfeld, JZ 2020, 485
(4881.); Roth/Jopen, in: Riesenhuber, Europdische Methodenlehre, 377 (429), Rn. 51.
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verfolgt.8% Dies verneinend kénnte sodann inhaltlich entweder argumen-
tiert werden, dass in einer Analogie neben ,Informationen® auch das An-
gebot der Informationsverarbeitung durch einen Dienst3%¢ von §2 Nr.39
RegE BSIG erfasst sein und auflerdem die Authentizitat (ggf. als Teil der
Integritat)8?” erganzt werden miisste. In der Folge miisste man dann weiter-
hin davon ausgehen, dass § 30 Abs.1 S.1 RegE BSIG keine eigenstidndige
Definition der IT-Sicherheit begriinden, sondern auf die so umgedeutete
allgemeine Definition verweisen wollte.8%8 Alternativ konnte man (unter
Auflerachtlassung der Sicherheitsdefinition in § 2 Nr. 39 RegE BSIG) in § 30
Abs. 1 RegE BSIG die ,Systeme, Komponenten und Prozesse® als ,Daten”
(ggf. als teleologisch reduzierter Bestandteil von Systemen) und Dienste
(am ehesten dem , Prozess” entsprechend) interpretieren bzw. umdeuten.8

Lehnt man auch eine solche Rechtsfortbildung ab, miisste die somit zur
NIS2-RL im Widerspruch stehende Regelung im RegE BSIG grundsatzlich
entsprechend dem Willen des Gesetzgebers bis auf weiteres angewendet
werden.?!% Allerdings muss der Staat auch bei 6ffentlich-rechtlichen Pflich-
tennormen wie dem hiesigen § 30 RegE BSIG die Vorgaben der Richtlinie
zugunsten des Normadressaten (was fraglich sein diirfte)8! gegen sich gelten

805 Ist dies der Fall, ist eine richtlinienkonforme Rechtsfortbildung ausgeschlossen:
Roth/Jopen, in: Riesenhuber, Europidische Methodenlehre, 377 (440f.), Rn.64,
mw.N. Der Gesetzgeber verfolgt mit seiner Definition der ,Sicherheit in der Infor-
mationstechnik® bereits seit langerem ein eigenes begriffliches Regelungskonzept
(siche Fn. 801), ohne dass aber eindeutig wiére, ob er hiermit tatsichlich auch
eine unterschiedliche Rechtsfolge bewirken will. Daneben darf wohl mit Blick auf
§30 Abs.1 RegE BSIG eindeutig davon ausgegangen werden, dass Widerspriiche
zwischen den Definitionen eines Gesetzes und seinen Pflichtennormen schon als
innergesetzliche, systematische Briiche stets planwidrig sind.

806 Siehe zur Dienstdefinition sogleich, S. 279 ff.

807 So auch BReg, Entwurf NIS2UmsuCG, 22.07.2024, S.138; ausfiihrlich sogleich auf
S.271.

808 Dagegen spricht aber, dass diese Divergenz zwischen Definition und Pflichtennorm
wie bereits in Fn. 801 beschrieben auch schon in fritheren Gesetzesfassungen be-
stand.

809 Zur Auslegung von Systemen, Komponenten und Prozessen sogleich, S. 273 ff.

810 Vgl. hierzu: BGH, Urt. v. 18.11.2020 - VIII ZR 78/20, NJW 2021, 1008 (1010 ff.),
Rn. 22ff, 46; ggf. miisste der Gesetzgeber dann (nach einem Vorabentscheidungs-
verfahren des EuGHs) die Vorschrift andern, um ein Vertragsverletzungsverfahren
zu vermeiden.

811 Siehe zu dieser Voraussetzung: Roth/Jopen, in: Riesenhuber, Europdische Metho-
denlehre, 377 (394f.), Rn14; EuGH, Urt. v. 08.10.2020 - C-568/19, BeckRS 2020,
25750, Rn. 34 ff.; EuGH, Urt. v. 27.02.2014 - C-351/12, ZUM 2014, 395 (398), Rn. 47;
EuGH, Urt. v. 24.01.2012 - C-282/10, NZA 2012, 139 (142), Rn.37; die Frage der
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lassen (sog. Direktwirkung), da er sich treuwidrig verhielte, wenn er sich
als der zur (widerspruchsfreien) Umsetzung Verpflichtete auf die richtlini-
enwidrige Fassung berufen wiirde.8!2

Die mit den genannten Aspekten verbundenen und tiefer in die euro-
péische Rechtsprechung und Methodenlehre eintauchenden Detailfragen
sollen hier insbesondere aufgrund des Stadiums der Umsetzung der NIS2-
RL (als Regierungsentwurf des NIS2UmsuCG, zu dem auch das BSIG
gehort) nicht weiter untersucht werden. Im Ergebnis wird deshalb diese
Fragen auslassend vom Ergebnis her gedacht davon ausgegangen, dass
innerhalb der Pflichtennorm des § 30 Abs. 1 RegE BSIG ein richtlinienkon-
formes Verstdndnis von der IT-Sicherheitsdefinition zugrunde zu legen ist;
verbunden mit der Hoffnung, dass der nationale Gesetzgeber den RegE
BSIG bis zur Verabschiedung in diesem Punkt noch einmal revidiert.

Als Antwort auf die Frage wie die IT-Sicherheit fiir die Normadressaten
des § 30 Abs.1 RegE BSIG richtlinienkonform zu definieren ist, gilt somit
im Ergebnis:

Die Normadressaten miissen Storungen der Sicherheit der Netz- und In-
formationssysteme®, d.h. die Verfiigbarkeit, Authentizitdt, Integritit oder
Vertraulichkeit gespeicherter oder iibermittelter oder verarbeiteter Daten
oder der Dienste, die iiber diese Netz- und Informationssysteme angeboten
werden, vermeiden, indem sie die Netz- und Informationssysteme (durch
technische und organisatorische Mafinahmen) befdhigen, auf einem be-

Sicherheitsdefinition innerhalb der Pflichtennorm diirfte an sich rechtlich neutral
sein, was man ggf. einer Wirkung zugunsten des Normadressaten gleichstellen
kénnte. Die Anwendung der Richtliniendefinition wiirde dariiber hinaus zumindest
faktisch zugunsten des Normadressaten wirken, da so insbesondere die fehlende
Kohérenz innerhalb des BSIG iiberwunden und Rechtssicherheit hergestellt werden
wiirde. Schliefilich diirfte aus diesem Ansatz folgen, dass der Staat dem Normadres-
saten, der die IT-Sicherheit nach der NIS2-RL gewihrleistet hat, nicht sein richtlini-
enwidriges Verstindnis von IT-Sicherheit entgegenhalten darf.

812 Vgl. Gundel, in: Pechstein/Nowak/Hiade, Frankfurter Kommentar zu EUV, GRC
und AEUYV, 2. Auflage 2023, Art. 288 AEUV, Rn. 39, 48 ff.; Wank, Juristische Metho-
denlehre, S.274, Rn.136; EuGH, Urt. v. 14.07.1994 - Rs. C-91/92, NJW 1994, 2473
(2474), Rn. 23; grundlegend: EuGH, Urt. v. 05.04.1979 - Rs 148/78, NJW 1979, 1764
(1765).

813 Anstelle der ,Netz- und Informationssysteme“ mag man auch den nationalen Begriff
der ,informationstechnischen Systeme, Komponenten und Prozesse® verwenden,
dazu unter 3.
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stimmten Vertrauensniveau®* alle Ereignisse abzuwehren, die die o.g.
Schutzziele beeintrachtigen konnen.

Nach §30 Abs.2 S.1 RegE BSIG miissen die Sicherheitsmafinahmen wei-
terhin auf einem ,gefahreniibergreifenden Ansatz“ beruhen, d.h. die zu
gewahrleistende IT-Sicherheit bezieht sich auf alle vorsitzlichen, fahrlassi-
gen und zufilligen Ereignisse, die sowohl intern als auch extern ausgelost
werden konnen 815

2. Verfiigbarkeit, Vertraulichkeit und Integritit

Uber die spezifische Auslegung der Schutzziele im Kontext der Sicherheits-
definition des Art. 6 Nr.2 NIS2-RL (Verfiigbarkeit, Authentizitdt, Integritdt
und Vertraulichkeit von Daten und Diensten) besteht derzeit noch Unklar-
heit. Als hilfreich erweisen sich in diesem Kontext die Definitionen der
ENISA sowie die technische Literatur. Auch die Definitionen des Grund-
schutzkompendiums des BSI konnen zumindest indiziell beriicksichtigt
werden. Es werden auch die Definitionen der Schutzziele mit Blick auf
Systeme betrachtet, um diese am Ende des Abschnitts entsprechend Art. 6
Nr. 2 NIS2-RL zur Bestimmung der Schutzziele an den Diensten zu nutzen.

Fir die IT-Sicherheit im Allgemeinen wird mit Blick auf Daten und
Systeme angenommen, dass Verfiigbarkeit die Nutzbarkeit innerhalb einer
definierten Zeitspanne®!® beschreibt oder aber die Anforderung, dass sie
wvon den Anwendern stets wie vorgesehen genutzt werden kénnen.3” Die
ENISA definiert Verfiigbarkeit als die Tatsache, dass Daten zugénglich sind
und Dienste funktionieren.8® Als Schutzrichtung ldsst sich Verfiigbarkeit
ausdriicken als der Schutz vor Daten-8° oder Funktionsverlust.

814 Dies diirfte ein Ausdruck dessen sein, dass Sicherheit niemals absolut gewéhrleistet
werden kann. Die konkreten Anforderungen an das ,bestimmte Vertrauensniveau®
diirften sich aus der Angemessenheit ergeben, siche zu Letzterem unter S. 293 ff.

815 Vgl. EG 79 NIS2-RL.

816 Hornung/Schallbruch, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 23 (26),
Rn. 13.

817 BSI, IT-Grundschutz-Kompendium, 2023, Glossar, S. 8.

818 The fact that data is accessible and services are operational; ENISA, Glossary Risk
Management, 24.07.2009, G6: Data Availability.

819 Zu §2 Abs. 2 BSIG und dementsprechend auf Informationen abstellend: Heckmann,
MMR 2006, 280 (281).
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Mit der Vertraulichkeit wird die Eigenschaft umschrieben, dass Daten
und Systeme nur ,fiir autorisierte Benutzer zuganglich® sind.82 Als Schutz-
richtung soll Vertraulichkeit somit den Schutz von gespeicherten Daten
gegen das Abhoren und Mitlesen durch unbefugte Personen sicherstellen.32!

Die Integritit schliefllich beschreibt die Unverdnderbarkeit bzw. die
Nachvollziehbarkeit jeder Veranderung?82? Sie enthilt die Zusicherung,
dass gesendete, empfangene oder gespeicherte Daten vollstindig und un-
verdndert sind.823 Schlieflich beschreibt die Integritit demnach sowohl
»die Korrektheit (Unversehrtheit) von Daten” als auch ,die korrekte Funkti-
onsweise der Systeme. 824

Insgesamt lassen sich alle Schutzziele in Bezug auf die Daten somit klar
definieren. Soweit es die Verfiigbarkeit betrifft, lasst sich diese Anforderung
auch auf den Dienst tibertragen. Dies ist insofern folgerichtig, als dass fiir
den Rechtsgiiterschutz am Ende die Verfiigbarkeit des von einem System
erbrachten Dienstes erforderlich ist, nicht die Verfiigbarkeit eines Systems
selbst.

Die Integritdt lasst sich ebenfalls auf den Dienstbegriff anwenden und
kann entsprechend als das manipulationsfreie Informationsangebot eines
Systems, also die Erzeugung ,korrekter” Ergebnisse, verstanden werden.
Hingegen ist die Anforderung der Vertraulichkeit an den Dienst losgeldst
vom System nicht zielfithrend. Das Dienstangebot driickt sich in Form von
Daten aus, deren Vertraulichkeit aber bereits gesondert erfasst ist. Und die
Vertraulichkeit des Dienstes kann sich auch nicht auf das System und seine
Komponenten beziehen, da dies gerade die Abgrenzung zwischen System
und Dienst verwischen wiirde.

820 Hornung/Schallbruch, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 23 (26),
Rn. 13.

821 “The protection of [...] stored data against interception and reading by unautho-
rized persons”, ENISA, Glossary Risk Management, 24.07.2009, G7: Data Confiden-
tiality; dhnlich auch das BSI, IT-Grundschutz-Kompendium, 2023, Glossar, S. 8.

822 Hornung/Schallbruch, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 23 (26),
Rn.13.

823 The confirmation that data which has been sent, received, or stored are complete
and unchanged.

824 BSI, IT-Grundschutz-Kompendium, 2023, Glossar, S. 4, 6 ,Verfiigbarkeit, ,Vertrau-
lichkeit“ und ,Integritit; Gadatsch/Mangiapane, IT-Sicherheit, S.17 ff.
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3. Authentizitat

Als weiteres Schutzziel ist in der NIS2-RL anders als in der DSGVO32 noch
die Authentizitit genannt. Eine Legaldefinition besteht hingegen nicht.
Nach der ENISA ist Authentizitit die Eigenschaft, dass eine Entitét das ist,
was sie vorgibt zu sein.82¢ Das BSI definiert die Authentizitit ganz dhnlich
als die Eigenschaft, ,die gewdhrleistet, dass eine Kommunikationsstelle
tatsachlich diejenige ist, der [sic!] sie vorgibt zu sein.”$%”

Diese Definition wire entsprechend fiir den (digitalen) Dienst anwend-
bar, iiber den zwei Parteien kommunizieren. In Abgrenzung zur Bezugnah-
me auf Daten (dazu sogleich) ldsst sich hier ein Vorfeldschutz sicherstellen.
Im Rahmen einer Kommunikationsverbindung soll bereits die Authentizi-
tat der jeweiligen Entitdten sichergestellt werden, noch bevor es zu einem
inhaltlichen Daten- und Informationsaustausch kommt.

Weiterhin fiithrt das BSI aus: “Bei authentischen Informationen ist
sichergestellt, dass sie von der angegebenen Quelle erstellt wurden828 Al-
lerdings lasst sich gegen diese Definition in Bezug auf Informationen bzw.
hier Daten auch gut argumentieren, dass dieser Aspekt der ,richtigen, un-
veranderten Urheberangabe® bereits unter die Integritat von Daten fallt.82°
Auch die Gesetzesbegriindung des NIS2UmsuCG geht davon aus, dass die
Authentizitat im deutschen Recht einen Unterfall der Integritat darstellt.?3
Deshalb nennt der RegE BSIG die Authentizitdt auch nicht mehr geson-
dert. Ob dies aber {iber die Daten hinaus generell iiberzeugend ist, ist
zweifelhaft; aulerdem fithrt es zu einer unnétigen jedenfalls sprachlichen
Divergenz zwischen NIS2-RL sowie anderen europaischen IT-Sicherheits-
vorschriften (z.B. Art. 2 Nr. 21 EECC-RL) und dem RegE BSIG.

825 Teilweise wird ohne weitere Begriindung die Authentizitdt auch zu den Schutzzielen
der Datensicherheit gezdhlt Forgd, in: Oppermann/Stender-Vorwachs, Autonomes
Fahren, 353 (355). Dafiir fehlt es jedoch an einem gesetzlichen Ankniipfungspunkt,
da Art. 32 Abs. 11it b) DSGVO die Authentizitit als Schutzziel gerade nicht nennt.

826 “Property that an entity is what it claims to be”, ENISA, Interoperable EU Risk
Management Toolbox, 21.02.2023, Anhang I, S. 23.

827 BSI, IT-Grundschutz-Kompendium, 2023, Glossar, S. 1.

828 Wie zuvor; dhnlich auch Sohr/Kemmerrich, in: Kipker, Cybersecurity, 49 (54),
Rn. 13, wonach Daten echt sein miissten, d.h. es diirfe sich nicht um eine Kopie
handeln und der/die Urheberin miisse eindeutig ermittelt werden konnen.

829 Vgl. Samonas/Coss, JISSec, Vol. 10 (2014), Heft 3, 21 (34); Solms/van Niekerk, Com-
puters & Security, Vol. 38 (2013), 97 (98).

830 BReg, Entwurf NIS2UmsuCG, 22.07.2024, S. 138.
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Im Sinne obiger Argumentation lasst sich die Authentizitit zumindest auf
den Dienst anwenden.

Die Authentizitat ist damit v.a. in offenen Systemen ein relevantes Schutz-
ziel, da hier gerade unsicher (bzw. sogar ungewiss) ist, ob die anderen
teilnehmenden Entitdten ,echt’, also authentisch sind.

II. Systeme, Dienste, Daten und Informationen

Nachfolgend sollen die einzelnen Elemente der Informationstechnik, d.h.
insbesondere Systeme, Dienste, Daten und Informationen beschrieben wer-
den.

Entscheidend ist bei den Systemen zundchst der bereits bei der Defini-
tion der IT-Sicherheit genannte Unterschied, dass die NIS2-RL den Begrift
der Netz- und Informationssysteme verwendet, wohingegen der RegE BSIG
an dieser Stelle den alten Terminus der ,informationstechnischen Systeme,
Komponenten und Prozesse” bemiiht. Auf diesen (moglichen) Widerspruch
im Systembegriff wird unter 1. eingegangen. Zweitens ist fraglich, was unter
dem Begriff des Dienstes im RegE BSIG zu verstehen ist. Insoweit bestehen
dort als auch in der NIS2-RL unterschiedliche Verwendungen des Begriffs
und teilweise auch unterschiedliche Legaldefinitionen (2.). Und 3. sind
nach der NIS2-RL explizit (digitale) Daten und nach dem BSIG (weiterhin)
Informationen zu schiitzen, was wiederrum die Frage nach dem einschlagi-
gen Verstdndnis nach dem RegE BSIG eroftnet.

1. Systeme

Nachfolgend soll der Begriff des Systems bestimmt werden. Dabei ste-
hen sich normhierarchisch die Termini ,Netz- und Informationssysteme®
(NIS2-RL) sowie ,informationstechnische Systeme, Komponenten und
Prozesse® (RegE BSIG) gegeniiber. Es stellt sich somit insbesondere die
Frage, ob und inwieweit der nationale Terminus der ,Systeme, Kompo-
nenten und Prozesse® etwas anderes meint als jener der Netz- und Infor-
mationssysteme und in der Folge somit ggf. richtlinienkonform ausgelegt
werden miisste oder ob es sich um eine zulédssige Konkretisierung handelt.
Hierfiir werden zunichst die ,Systeme, Komponenten und Prozesse®
national ausgelegt (a.). Anschlieend werden die Netz- und Informations-
systeme der NIS2-RL betrachtet (b.). SchliefSlich wird in einer Zusammen-
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fithrung untersucht, ob und inwieweit Unterschiede bestehen und ggf. eine
richtlinienkonforme Auslegung erforderlich ist (c.). Dabei wird insbesonde-
re auch der Frage nachgegangen, ob Daten rechtlich als Bestandteil des
Systems adressiert werden und ob das ,,System® soziotechnisch zu verstehen
ist.

a. Systeme, Komponenten und Prozesse

Die ,informationstechnischen Systeme, Komponenten und Prozesse“ sind
bereits seit 2009 im BSIG vorhanden33 und wurden nun auch in § 30 Abs. 1
RegE BSIG tibernommen.

Allerdings wird diese Begriffstrias der ,informationstechnischen Syste-
me, Komponenten und Prozesse“ im RegE BSIG wie auch bislang nicht
naher definiert. Nach Wortlaut und Telos diirfte es sich aber hierbei zu-
mindest um technische Mittel zur Verarbeitung von Informationen und
damit um Informationstechnik i.S.d. § 2 Nr.18 RegE BSIG handeln. Dies
umfasst jedenfalls alle zur Informationsverarbeitung eingesetzte Hard- und
Software.832

Nach dem BSI sind informationstechnische Systeme (IT-Systeme) ,tech-
nische Anlagen, die der Informationsverarbeitung dienen und eine ab-
geschlossene Funktionseinheit bilden. Typische IT-Systeme sind Server,
Clients, Mobiltelefone, Smartphones, Tablets, IoT-Komponenten, Router,
Switches und Firewalls."8%3

Eine Komponente ist nach dem BSI (zumindest in der Softwarearchi-
tektur) eine ,eigenstindig einsetzbare Einheit mit Schnittstellen nach au-
Ben, die mit anderen Komponenten verbunden werden kann.®3* Dies
diirfte auch iiber die Softwarearchitektur hinaus als tauglicher Definitions-
bestandteil dienen: Insgesamt wird man sagen kénnen, dass IT-Systeme
stets aus Soft- und Hardwarekomponenten zusammengesetzt werden.8%
Mit dem Erfordernis einer ,eigenstindig einsetzbaren Einheit” muss eine
Komponente stets eine abgrenzbare (Teil-)Funktion erfiillen. Beispielsweise

831 Zuvor waren es nur Systeme und Komponenten, die Erginzung der ,Prozesse”
wurde lediglich als ,,redaktionelle Anpassung“ begriindet, BT-Drs. 62/09, S. 13.

832 S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 2 BSIG,
Rn. 2; BT-Drs. 11/7029, S. 7.

833 BSI, IT-Grundschutz-Kompendium, 2023, S. 4.

834 BSI, IT-Grundschutz-Kompendium, 2023, S. 5.

835 Vgl. S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 2
BSIG, Rn 9; BT-Drs. 18/4096, S. 26; Wischmeyer, Informationssicherheit, S. 192.
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besteht ein Smartphone als IT-System (s.0.) aus Hardware-Komponenten
wie dem Prozessor, dem Speicher oder den Kameras und aus Softwarekom-
ponenten wie dem Betriebssystem und der jeweiligen Firmware.

Schliefllich verbleibt der Begriff des Prozesses: Ein Prozess konnte im
hiesigen Kontext des IT-Sicherheitsrechts insbesondere fiir kritische Anla-
gen entweder 6konomisch (als Produktionsprozess) oder informationstech-
nisch verstanden werden. Fiir letztere Betrachtung, spricht zum einen, dass
die (informationstechnischen) Schutzziele auch auf die Prozesse bezogen
werden. Zum anderen ist nach der Systematik des Rechtssatzes davon
auszugehen, dass sich das voranstehende Adjektiv ,informationstechnisch®
neben Systemen und Komponenten auch auf den Prozess bezieht. Somit
ist hier von einem IT-Prozess auszugehen.®¢ Dieser IT-Prozess ist ebenfalls
Teil der IT-Systeme und beschreibt den Vorgang der Informationsverarbei-
tung.8%7

Diese feingranulare Unterteilung der IT-Systeme in Komponenten und
Prozesse dient als rechtlicher Ansatzpunkt dafiir, dass die zu treffenden
Mafinahmen zielgerichtet an der richtigen Stelle ansetzen.®3® Nach der
Gesetzesbegriindung sollen etwa besonders kritische IT-Prozesse (z.B. die
zentrale Steuerung eines Kraftwerkblocks) abgeschottet werden, so dass sie
nicht {iber das Internet erreichbar sind.3%

b. Netz- und Informationssysteme

Der Begriff der Netz- und Informationssysteme ist in Art.6 Nr.1 NIS2-
RL legaldefiniert. Historisch hat sich dieser Begriff erst mit der Zeit im
europdischen Recht entwickelt: 2001 sprach die EU-Kommission unter
der Uberschrift ,Sicherheit der Netze und Informationen - Vorschlag fiir

836 So im Ergebnis auch in der Gesetzesbegriindung, BT-Drs. 18/4096, S. 26; Dieser IT-
Prozess kann aber wohl nicht mit dem ebenfalls im Gesetz genannten IKT-Prozess
gleichgesetzt werden, welcher nach §2 Nr.16 RegE BSIG iV.m. Art.2 Nr.14 CSA
jegliche Tatigkeiten bezeichnet, ,mit denen ein ITK-Produkt [sic!] oder -Dienst
konzipiert, entwickelt, bereit gestellt oder gepflegt werden soll* Denn der IT-Pro-
zess dient hier teleologisch nicht in erster Linie der Entwicklung, Bereitstellung
oder Pflege anderer I(K)T-Produkte und Dienste, sondern der Aufrechterhaltung
des Betriebs einer (besonders) wichtigen Einrichtung.

837 BT-Drs. 18/4096, S. 26.

838 Wie zuvor.

839 Wie zuvor.
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einen europiischen Politikansatz“ noch von Netzen und Informationssys-
temen.?40 Diese wurden mit Blick auf die wirtschaftliche und soziale Ent-
wicklung der EU als ein wichtiger Faktor verstanden, denn sie ,ermdogli-
chen Dienstleistungen und iibertragen Daten in einem Mafle, in dem dies
noch vor wenigen Jahren unvorstellbar war 4! Die heutige Definition der
Netz- und Informationssysteme ist in Art. 6 Nr.1 NIS2-RL in drei (nicht
explizit benannte) Teilelemente untergliedert (lit a-c):

i. Netzsystem

Zunachst wird in lita) auf die Definition eines elektronischen Kommuni-
kationsnetzes nach Art.2 Nr.1 RL 2018/1972 verwiesen, wonach ein Netz
insbesondere Ubertragungssysteme und ggf. Vermittlungs- und Leitwegein-
richtungen sowie anderweitige Ressourcen zur Ubertragung von Signalen
erfasst.342 Aus der Verwendung des Begriffs ,elektronisches Kommunikati-
onsnetz“ und dem Begriff ,Ubertragungssystem* in der verwiesenen Defi-
nition kann geschlossen werden, dass an dieser Stelle das ,Netzsystem®
definiert wird. Nach o.g. Mitteilung der EU-Kommission werden Netze als
Systeme definiert, ,in denen Daten gespeichert oder verarbeitet werden
und durch die Daten flieflen.84*> Hierzu gehdrten demnach Ubertragungs-
bzw. Hardwarekomponenten wie z.B. Satelliten, Kabel, Router, Gateways
und zugehdrige Dienste wie etwa der DNS-Resolver oder Authentifizie-
rungsdienste.344

840 EU-Kommission, KOM (2001) 298 endgiiltig, 06.06.2001.

841 EU-Kommission, a.a.0., S. 2.

842 Vollstindige Definition fiir ein ,elektronisches Kommunikationsnetz: Ubertra-
gungssysteme und gegebenenfalls Vermittlungs- und Leitwegeinrichtungen sowie
anderweitige Ressourcen, die die Ubertragung von Signalen iiber Kabel, Funk,
optische oder andere elektromagnetische Einrichtungen ermdglichen, einschliefSlich
Satellitennetze, feste (leitungs- und paketvermittelte, einschliefllich Internet) und
mobile terrestrische Netze, Stromleitungssysteme, soweit sie zur Signaliibertragung
genutzt werden, Netze fiir Hor- und Fernsehfunk sowie Kabelfernsehnetze, unab-
héngig von der Art der iibertragenen Informationen.

843 EU-Kommission, KOM (2001) 298 endgiiltig, 06.06.2001, S. 9.

844 Wie zuvor.
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ii. Informationssystem

Das Informationssystem wird in litb) definiert als ,ein Gerét oder eine
Gruppe miteinander verbundener oder zusammenhingender Gerite, die
einzeln oder zu mehreren auf der Grundlage eines Programms die automa-
tische Verarbeitung digitaler Daten durchfiihren®

Zwar rekurriert auch dieser Teil der Definition nicht ausdriicklich auf
den Begriff des Informationssystems. Allerdings ergibt sich dies zum einen
in Gegeniiberstellung mit lit a) und zum anderen aus der nahezu gleichlau-
tenden Definition des Informationssystems des Art.2 lita) der RL iiber
Angriffe auf Informationssysteme,®*> die sich mit der Strafbarkeit von sel-
bigen befasst und zusammen mit der NIS-RL seinerzeit den ,Kern der
politischen Antwort der Européischen Union auf [...] sicherheitsbezogenen
Herausforderungen im Cyberraum® darstellte,34¢ mithin rechtssystematisch
eng verwandt ist und deshalb zur Auslegung herangezogen werden kann.
Die o.g. Mitteilung der EU-Kommission legt nahe, dass Informationssys-
teme (an Netze angeschlossene) Anwendungen wie E-Mail und Browser
sowie die eigentlichen Endgerdte wie z.B. Server, PCs und Mobiltelefone
umfassen.?4

iii. Digitale Daten

Im letzten Teil (lit ¢) schliefSlich werden digitale Daten aufgenommen, die
von den Netz- und Informationssystemen ,zum Zwecke ihres Betriebs,
ihrer Nutzung, ihres Schutzes und ihrer Pflege gespeichert, verarbeitet,
abgerufen oder iibertragen werden®. Trotz dieser eingdngigen Definition
werden die digitalen Daten aber systematisch (,oder) als Alternative zu
den Netz- und Informationssystemen definiert. Im Sinne einer teleologi-
schen Auslegung sind aber Daten allenfalls als Bestandteil eines Systems der
1. und 2. Variante zu verstehen, da Daten fiir sich alleine denklogisch noch
kein informationstechnisches System darstellen.348 Zur Definition von Da-
ten ihrerseits sogleich unter (3.).

845 RL 2013/40/EU.

846 EU-Kommission, COM(2016) 410 final, 05.07.2016, S. 2.

847 EU-Kommission, KOM (2001) 298 endgiiltig, 06.06.2001, S. 8, 9.

848 Kritisch zu dieser Definition nach der NIS-RL bereits ebenso: Freimuth, Die Ge-
wihrleistung der IT-Sicherheit Kritischer Infrastrukturen, S. 65.
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¢. Zusammenfiithrung und soziotechnisches Verstandnis

Ausgangspunkt war die Frage, was unter den Systemen, Komponenten und
Prozessen im RegE BSIG zu verstehen ist und inwieweit unter Beachtung
der NIS2-RL (Netz- und Informationssysteme) ggf. eine richtlinienkonfor-
me Auslegung der Begriffe erforderlich ist.

Hinsichtlich des IT-Systems ergeben sich keine erheblichen, inhaltli-
chen Unterschiede. Informationssysteme nach Art. 6 Nr.2 litb) der NIS2-
RL diirften den ,informationstechnischen Systemen® des RegE BSIG ent-
sprechen. Im Detail lassen sich weiterhin die ,Komponenten® der ,Grup-
pe miteinander verbundener oder zusammenhéngender Gerite und dem
~Prozess® die ,automatische Verarbeitung“ zuordnen. Insgesamt umfassen
IT-Systeme mit ihren Hard- und Softwarekomponenten und ihren den Ver-
arbeitungsprozessen demnach z.B. PCs, Server, Router und Smartphones
oder Tablets.

Ob und inwieweit unter den Systembegrift des RegE BSIG auch die Netz-
systeme der NIS2-RL gefasst werden sollen, ist zweifelhaft. Grundsitzlich
besteht mit §165 TKG eine Sondervorschrift fiir Anbieter von Telekom-
munikationsdiensten und Betreiber offentlicher Telekommunikationsnetze
(nachfolgend nur: TK-Anbieter) gilt. Dies gilt nach bisheriger Rechtslage,
auch soweit die TK-Anbieter auch als kritische Infrastrukturen anzusehen
sind: Die IT-Sicherheitsvorgaben nach § 8a BSIG (§§ 30, 31 RegE BSIG)
sind gemafd § 8d Abs.2 Nr.1 nicht auf diese anzuwenden. Mit dem RegE
BSIG gilt dies nur noch eingeschriankt: Zwar werden diese gemafd §28
Abs. 4 Nr.1 RegE BSIG weiterhin nicht den Anforderungen als kritische
Anlage nach § 31 RegE BSIG unterworfen, wohl aber den Anforderungen
als wichtige Einrichtungen nach §30 RegE BSIG (§28 Abs.1 Nr.3 RegE
BSIG). Damit konnte der Begriff des ,Netzsystems® somit auch im RegE
BSIG zunehmend relevant sein, allerdings wurde die Begriffstrias der Syste-
me, Komponenten und Prozesse nicht verdndert. Insofern wire ggf. auch
hier eine richtlinienkonforme Auslegung vorzunehmen, was angesichts des
generischen Charakters der Begriffe ,Systeme, Komponenten und Prozes-
se“ aber jedenfalls keine Schwierigkeiten auslésen sollte, z.B. indem Sa-
telliten oder Router als Systeme mit ihren jeweiligen Komponenten und
Prozessen erfasst werden.?4

849 Es sei an dieser Stelle (auch fiir die Informationssysteme) darauf hingewiesen,
dass die Begriffe Systeme und Komponenten auch jenseits der genannten Beispiele
skaliert werden konnen: siehe hierzu bereits: S. 114, Fn. 238.
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Dass die Daten, wie von der NIS2-RL vorgegeben, rechtlicher Bestandteil
des Systems sind, ldsst sich nicht ohne weiteres mit der Definition der
Informationstechnik ,,als technische Mittel zur Verarbeitung von Informa-
tionen (§ 2 Nr.18 RegE BSIG) in Einklang bringen, zu denen wie bereits
dargestellt auch die Systeme, Komponenten und Prozesse zihlen. Ein Mittel
zur Verarbeitung von Informationen bzw. nach der Gesetzesbegriindung
wohl zugleich von Daten,® diirfte diese prima facie nicht miteinschlieflen.
Eine Auslegung, die aber ggf. doch teleologisch zwischen Daten und Infor-
mationen differenziert und die Daten somit als technische Repréisentation
von Informationen den ,Mitteln der Verarbeitung von Informationen® und
damit auch den Systemen zuordnet entspriche eher dem Gebot der richtli-
nienkonformen Auslegung®' und ist daher vorzugswiirdig. Die Daten sind
daher auch nach dem RegE BSIG als Teil des Systems zu verstehen.

Schliefilich ergibt sich weder aus dem Systembegriff des RegE BSIG
noch der NIS2-RL ein soziotechnisches Systemverstindnis. Insbesondere
kritische Anlagen, aber auch andere regulierte Einrichtungen lassen sich
zwar an sich als soziotechnische Systeme verstehen (die dann aber bei ho-
listischer Betrachtung weit {iber den Regelungsbereich der ,IT-Sicherheit®
hinausgehen). Aber die Bezeichnung als ,informationstechnisches System
in §2 Nr.39 RegE BSIG und die Definitionen der Netz- und Informati-
onssysteme in Art. 6 Nr.1 litb) NIS2-RL beziehen sich eindeutig auf ein
(informations)technisches Verstandnis. Gleichwohl wird das IT-Personal in
die Gewihrleistung der IT-Sicherheit mit einbezogen: So sind nach § 30
Abs. 1 RegE BSIG generell auch das Personal betreffende ,,organisatorische
Mafinahmen® zu treffen und § 30 Abs. 4 Nr. 9 RegE BSIG nennt dariiber hi-
naus auch die Gewdhrleistung der ,,Sicherheit des Personals® als spezifische,
vorzunehmende Sicherheitsmafinahme.8>2

850 Das mit Informationsverarbeitung auch die Datenverarbeitung gemeint ist, zeigt
sich auch in: BT-Drs. 11/7029, S.7; ausfiihrlich zur fehlenden Differenzierung zwi-
schen Informationen und Daten im BSIG spiter auf S. 288.

851 Siehe S. 266, Fn. 803.

852 So auch in Art. 21 Abs.2 liti) und EG 79 NIS2-RL; richtigerweise wird man dies
allerdings auf jenes Personal beschranken miissen, dass entweder die IT bedient
oder zumindest Zugang zu der IT hat, da andernfalls der Anwendungsbereich des
IT-Sicherheitsrechts iiberdehnt werden diirfte.
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2. Dienste

Der Dienstbegriff ist im IT-Sicherheitsrecht duflerst vielschichtig und tritt
im RegE BSIG bzw. der NIS2-RL insbesondere an drei Stellen auf:

Zunichst ist er in der Pflichtennorm des Art. 21 Abs. 1 NIS2-RL genannt,
wonach ,Risiken fiir die Sicherheit der Netz- und Informationssysteme, die
diese Einrichtungen fiir ihren Betrieb oder fiir die Erbringung ihrer Dienste
nutzen, von den Normadressaten zu ,beherrschen” sind. Zumindest soweit
es die ,Erbringung ihrer Dienste® betrifft, sieht dies dem Wortlaut nach
auch §30 Abs.1 RegE BSIG vor, wonach ,Stérungen der Verfiigbarkeit,
Integritat, Authentizitdt und Vertraulichkeit der informationstechnischen
Systeme, Komponenten und Prozesse, die sie fiir die Erbringung ihrer
Dienste nutzen, zu vermeiden® sind.

Zum zweiten ist der Dienstbegriff in der Definition der ,Sicherheit von
Netz- und Informationssystemen® (Art. 6 Nr.2 NIS2-RL) selbst enthalten,
wonach diese die Fahigkeit besitzen miissen, ,auf einem bestimmten Ver-
trauensniveau alle Ereignisse abzuwehren, die die Verfiigbarkeit, Authenti-
zitdt, Integritit oder Vertraulichkeit gespeicherter oder {ibermittelter oder
verarbeiteter Daten oder der Dienste, die tiber diese Netz- und Informations-
systeme angeboten werden bzw. zuganglich sind, beeintrachtigen konnen.*
In der entsprechenden (richtlinienwidrigen) Definition der IT-Sicherheit
in § 2 Nr. 39 RegE BSIG fehlt der Dienst hingegen.

Schliefllich sind der Vollstdndigkeit halber noch zwei weitere Dienstdefi-
nitionen (IKT-Dienst, digitaler Dienst) in der NIS2-RL bzw. im RegE BSIG
zu nennen, die ebenfalls von Relevanz sein konnten.

Nachfolgend werden zunichst die Dienstbegriffe nach der NIS2-RL (a.)
und sodann jene nach dem RegE BSIG (b.) dargestellt und an den notwen-
digen Stellen mit der NIS2-RL gegeniibergestellt. AnschlieSend wird ein
Zwischenfazit gezogen (c.).

a. Dienstbegriffe nach der NIS2-RL

Unterschiedliche Dienstbegriffe finden sich zunéchst (i.) in Art.21 Abs.1
(der 6konomische Dienst) und sodann (ii.) in Art. 6 Nr.2 (der IT-Dienst).
Drittens (iii.) bestehen mit dem ,IKT-Dienst” und dem ,digitalen Dienst*
in Art. 6 Nr.13 iV.m. Art. 2 Nr.12 CSA sowie Art. 6 Nr.23 NIS2-RL iV.m.
Art. 1 Abs. 11it b) RL 2015/1535 noch zwei weitere Dienstbegriffe.
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i. Der 0konomische Dienst: Art. 21 Abs.1 NIS2-RL

Aus o.g. Auszug aus Art. 21 Abs. 1 NIS2-RL, wonach die Sicherheit der Netz-
und Informationssysteme gewahrleistet werden soll, welche die Einrichtun-
gen fiir die Erbringung ihrer Dienste (oder ihren Betrieb) nutzen, kann ge-
folgert werden, dass durch die entsprechenden IT-Sicherheitsmafinahmen
am Ende v.a. die kontinuierliche Erbringung dieser Dienste gesichert werden
soll. Sofern eine Einrichtung keinen solchen spezifischen Dienst erbringt
(z.B. im Maschinen- und Kraftfahrzeugbau) diirfte die 2. Alternative des
~Betriebs” greifen.

Historisch ist zu beachten, dass die NIS-RL anders als das BSIG auch
kritische Infrastrukturen bzw. deren Leistungen als ,wesentliche Dienste®
bezeichnete.8> Nach Art.14 Abs.2 NIS-RL sollten die Betreiber u.a. den
Auswirkungen von Sicherheitsvorfillen vorbeugen, die ,die Sicherheit der
von ihnen fiir die Bereitstellung dieser wesentlichen Dienste genutzten Netz-
und Informationssysteme beeintrichtigen”. Dies entspricht im Ubrigen zu-
mindest auch der Regelungstechnik nach dem §8a Abs.1 BSIG, wonach
Storungen der Verfiigbarkeit, Integritat, Authentizitit und Vertraulichkeit
der informationstechnischen Systeme, Komponenten oder Prozesse ver-
mieden werden sollen, die fiir die Funktionsfahigkeit der kritischen Infra-
strukturen mafigeblich sind.

Der Dienst bezeichnet hier in ékonomischer Betrachtung somit die am
Ende erbrachte Dienstleistung. Dies konnen zum einen physische Dienstleis-
tungen (z.B. die Versorgung mit Trinkwasser oder Strom) sein:8>* es handelt
sich in dem Fall um sog. cyber-physische Systeme, bei denen neben der hier
adressierten Informationstechnik noch andere Faktoren dariiber bestim-
men, ob es tatsdchlich zu einem Ausfall der kritischen Dienstleistung wie
etwa der Strom- oder Wasserversorgung kommt. Zum anderen erbringen

853 Vgl. Art. 4 Nr. 4, Anhang II, EG 19, 20 NIS-RL; weiterhin in Art. 2 Nr. 4, 5 RKE-RL,
wonach kritische Infrastrukturen u.a. Anlagen sind, die fiir die Erbringung wesentli-
cher Dienste erforderlich sind.

854 Die NIS2-RL (bzw. auch das BSIG) verlangt aber auch bei cyber-physische Syste-
men ihrem Normzweck entsprechend nur die Sicherheit in der Informationstech-
nik, die physischen Aspekte (soweit sie sich nicht auf die informationstechnischen
Systeme beziehen, siehe hierzu EG 31 NIS2-RL) werden hingegen durch die ECE-
RL bzw. den RefE KritisDachG reguliert. Gleichwohl meint der Dienst an dieser
Stelle die finale physische Dienstleistung, da diese fiir die Schutzgiiter relevant
ist und die zumindest auch durch die Sicherheit in der Informationstechnik beein-
trachtigt werden kann.
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kritische Anlagen aber im Sektor ,digitale Infrastruktur® oder aber auch die
digitalen Dienste®% wie bereits angesprochen rein digitale Dienstleistungen,
was hier insbesondere zu einer besonders engen Kopplung zwischen Infor-
mationstechnik und den Schutzgiitern fithrt.85

ii. Der IT-Dienst: Art. 6 Nr. 2 NIS2-RL

Ein anderes Dienstverstandnis findet sich hingegen in Art. 6 Nr.2 NIS2-
RL. Dort wird der Dienst als Teil der Definition der Sicherheit der Netz-
und Informationssysteme verwendet. Nach dieser Definition sollen an die-
sem Dienst als Schutzobjekt die Schutzziele Verfiigbarkeit, Authentizitt,
Integritat und Vertraulichkeit sichergestellt werden. AufSerdem wird der
Dienst demnach ,iber Netz- und Informationssysteme angeboten".

Infolgedessen kann der Dienst in dieser Definition zumindest keine
physische Dienstleistung wie etwa die Strom- oder Trinkwasserversorgung
meinen. Eine solche kann weder den informationstechnischen Schutzzielen
zugeordnet werden (,vertrauliche Trinkwasserversorgung®) noch wird die
Trinkwasserversorgung im Wortsinn ,,iiber Netz- und Informationssysteme
angeboten® Auch dass der Dienst hier als Bestandteil der Definition der
Sicherheit von Netz- und Informationssystemen genutzt wird, spricht fiir
seinen informationstechnischen Charakter an dieser Stelle.

Fiir diese unterschiedlichen Verstindnisse des Dienstes spricht im Ubri-
gen systematisch auch, dass beim Einsetzen der Sicherheitsdefinition aus
Art.6 Nr.2 in die zuvor beschriebene Pflichtennorm des Art.21 Abs.1
NIS2-RL der Dienst zweimal genannt wird (gekiirzte Wiedergabe):

Wesentliche und wichtige Einrichtungen miissen geeignete und verhalt-
nismiéfiige technische, operative und organisatorische Mafinahmen er-
greifen, um die Risiken fiir die Sicherheit der Netz- und Informationssys-
teme, d.h. die Verfiigbarkeit, Authentizitdt, Integritdit oder Vertraulichkeit
gespeicherter oder tibermittelter oder verarbeiteter Daten oder der Dienste
die diese Einrichtungen fiir ihren Betrieb oder fiir die Erbringung ihrer
Dienste nutzen, zu beherrschen.

855 Es handelt sich hierbei um sog. Over-the-Top-Dienste (OTT-Dienste), d.h. solche
die der Anwendungsebene zuzuordnen sind und ihre Dienstleistung vollstindig in
digitaler Form erbringen.

856 Siehe dazu bereits zuvor, S. 254 f.
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Insgesamt handelt es sich somit unter Zugrundelegung einer technischen
Betrachtung an dieser Stelle (also dem hier erstgenannten Dienst) um
der eigentlichen Dienstleistung vorgelagerte Dienste. Bei einer physischen
Dienstleistung sind diese vorgelagerten IT-Dienste etwa Dienste zur elektro-
nischen Ansteuerung einer Pumpe in einem Kraft- oder Wasserwerk. Liegt
eine digitale Dienstleistung vor, kénnen entsprechend zu den bisherigen
Ausfiihrungen die ,Subdienste®, d.h. die Dienste, die der eigentlichen digita-
len Dienstleistung untergeordnet zuarbeiten, entsprechend als vorgelagerte
IT-Dienste erfasst werden. Als Beispiel wire hier ein Crawler-Dienst (IT-
Dienst) einer Suchmaschine (digitale Dienstleistung) zu nennen, der das
Internet nach (neuen) Inhalten durchsucht, damit diese spiter in einen
Index aufgenommen und am Ende fiir die Erzeugung von Suchergebnissen
genutzt werden konnen .87

Allerdings kénnte bei digitalen Dienstleistungen die Sicherheitsdefiniti-
on (iber die Subdienste hinaus) auch auf diese ausgedehnt werden. Hierfiir
spricht v.a. das teleologische Argument, dass auch eine Suchmaschine, ein
Online-Marktplatz oder ein soziales Netzwerk natiirlich selbst verfiigbar,
vertraulich, integer und authentisch sein soll. Dass dies im Wortlaut nicht
explizit angelegt ist, diirfte insbesondere darauf zuriickzufithren sein, dass
Art. 21 Abs.1 NIS-RL mit derselben Norm sowohl die Anbieter solch rein
digitaler Dienstleistungen als auch physischer Dienstleistungen regulativ
erfassen soll.

iii. Der IKT-Dienst und der digitale Dienst

Daneben bestehen noch zwei weitere Dienstdefinitionen: Zunichst der
IKT-Dienst nach Art. 6 Nr.13 NIS2-RL iV.m. Art.2 Nr.13 CSA, ,der voll-
stindig oder iiberwiegend aus der Ubertragung, Speicherung, Abfrage oder
Verarbeitung von Informationen mittels Netz- und Informationssystemen
besteht. Die Begriffe des IKT-Dienstes (ebenso wie des IKT-Produktes,
Art. 6 Nr. 12 NIS2-RL iV.m. Art. 2 Nr. 12 CSA) werden in der NIS2-RL und
dem RegE BSIG zwar v.a. im abweichenden Regelungskontext von (zertifi-
zierten) IT-Angeboten Dritter verwendet, die von den wesentlichen und
wichtigen Einrichtungen genutzt werden (vgl. EG 58, 90f., Art. 12, Art.24
NIS2-RL). Soweit es aber hier die soeben dargestellten IT-Dienste betriftt,
diirften sich in der gleichsam technischen Betrachtung insofern keine we-

857 Kausar/Dhaka/Singh, I[JCA, Vol. 63 (2013), Heft 2, 31 (31f.).

282

- am 19,01.2026, 23:05:4;



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

B. Systematische Beschreibung der gesetzlichen IT-Sicherheitsvorgaben

sensmafligen, inhaltlichen Unterschiede ergeben, sondern der IKT-Dienst
kann vielmehr als Auslegungshilfe fiir den IT-Dienst in Art. 6 Nr.2 NIS2-
RL herangezogen werden.

Schliefilich gibt es noch die Definition der digitalen Dienste nach Art. 6
Nr.23 NIS2-RL iV.m. Art.1 Abs.1 litb) RL 2015/1535. Ein ,Dienst ist
demnach ,eine Dienstleistung der Informationsgesellschaft, d. h. jede in der
Regel gegen Entgelt elektronisch im Fernabsatz und auf individuellen Abruf
eines Empféangers erbrachte Dienstleistung.®>® Die einzelnen Bestandteile
werden dort noch niher definiert. Die auch im Rahmen dieser Untersu-
chung so bezeichneten ,digitalen Dienste®, d.h. Online-Suchmaschinen,
Online-Marktplitze und soziale Netzwerke fallen nach Anhang II, Ziff. 6
NIS2-RL exklusiv®®® unter diesen Begriff.8%° Bei diesen digitalen Diensten
kommt insoweit wieder eine 0konomische Betrachtung mit Blick auf das
Marktangebot zur Anwendung.

b. Dienstverstindnisse im RegE BSIG

i. Verstandnis des nationalen Gesetzgebers

Der nationale Gesetzgeber hat bei der Umsetzung der NIS2-RL in natio-
nales Recht im derzeitigen Entwurfsstand grundlegende Veranderungen

vorgenommen, die sich auch auf die zuvor dargestellten Dienstbegriffe
auswirken.

858 Dieser Dienstbegriff wird auch in der DSGVO genannt, siehe hierzu S. 119.

859 Daneben werden auch Cloud-Computing-Dienste in Art.6 Nr.30 NIS2-RL und
§2 Nr.4 RegE BSIG als ,digitale Dienste” legaldefiniert, sie gehéren aber laut
Anhang (anders als noch in der NIS-RL) nicht mehr in diesen Sektor, sondern in
den (kritischen) Sektor ,Digitale Infrastruktur® (Anhang I, Ziff. 8 NIS2-RL) bzw.
»Informationstechnik und Telekommunikation“ (Anlage 1 Ziff. 6 RegE BSIG). Insge-
samt ist somit unklar, ob Cloud-Computing-Dienste nach dem Regelungskonzept
weiterhin als ,digitale Dienste“ zu bezeichnen sind oder ob diese Definition nicht
vielmehr ein Relikt aus der alten Rechtslage ist und ,digitale Dienste” somit (wie
in dieser Untersuchung) exklusiv nur die drei genannten Dienste dieses Sektors
erfassen sollen.

860 Die Voraussetzung der Erbringung ,in der Regel gegen Entgelt® diirfte trotz fehlen-
der Geldzahlungspflicht der Endnutzer:innen dadurch erfiillt sein, dass die Dien-
ste werbefinanziert sind und die Endnutzer:innen mit ihren Daten ,bezahlen®
Kiihling/Buchner, in: Kihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4.
Auflage 2024, Art. 4 Nr. 25, Rn. 6 f. mw.N.
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Vorbemerkend ist noch einmal hervorzuheben, dass in Art.21 Abs.1
NIS2-RL sowohl Einrichtungen, die eine bestimmte (kritische) Dienstleis-
tung erbringen als auch grofie wirtschaftlich relevante Einrichtungen (z.B.
im Maschinen- und Fahrzeugbau) erfasst werden. Insofern verlangt Art. 21
Abs. 1 NIS2-RL von den Einrichtungen, die Sicherheit der Netz- und Infor-
mationssysteme zu gewdhrleisten, die entweder fiir deren Dienste (i.S.d.
kritischen physischen oder digitalen Dienstleistung® oder (sofern eine sol-
che nicht besteht, z.B. Maschinen- und Fahrzeugbau) fiir deren Betrieb
erforderlich sind.

Der nationale Gesetzgeber hat nun diese einheitliche Reglung teilweise
aufgespalten. Nach § 30 Abs. 1 RegE BSIG miissen die Einrichtungen die Si-
cherheit fiir die Systeme, Komponenten und Prozesse gewahrleisten, die sie
(nur) fiir die Erbringung ihrer Dienste nutzen. In der Entwurfsbegriindung
zu § 30 Abs. 1 RegE BSIG heifdt es insoweit,

»der Begriff ,Erbringung ihrer Dienste’ ist hierbei weit gefasst und insbe-
sondere nicht mit der Erbringung (kritischer) Versorgungsdienstleistungen
zu verwechseln. Vielmehr sind die hier gemeinten Dienste samtliche Aktivi-
titen der Einrichtung, fiir die IT-Systeme eingesetzt werden, dies beinhaltet
beispielsweise auch Biiro-IT oder andere IT-Systeme, die durch die Ein-
richtung betrieben werden.*6!

Aus dieser Begriindung ist zu entnehmen, dass der nationale Gesetzgeber
den Begriff des Dienstes hier gerade nicht wie in Art. 21 Abs. 1 NIS2-RL als
Dienstleistung, sondern eher technisch im Sinne eines IT-Dienstes verstan-
den wissen will. Die ,Dienste” in §30 Abs.1 RegE BSIG erfassen somit
wohl alle IT-Dienste fiir den ,Betrieb“ und ersetzen dieses Merkmal inso-
weit.

Die dkonomische Dienstleistung wird hingegen in der gesonderten Vor-
schrift fiir kritische Anlagen (§ 31 Abs.1 RegE BSIG) adressiert: ,Fiir Be-
treiber kritischer Anlagen gelten fiir die informationstechnischen Systeme,
Komponenten und Prozesse, die fiir die Funktionsfihigkeit der von ihnen
betriebenen kritischen Anlagen mafigeblich sind, [...] auch aufwéindigere
MafSnahmen nach § 30 als verhdltnisméflig.“ Nach der Legaldefinition in
§2 1 Nr.22 RegE BSIG sind kritische Anlagen solche, die eine kritische
Dienstleistung®? erbringen; worauf somit durch die ,Funktionsfahigkeit
der kritischen Anlage® Bezug genommen wird. Damit wird die physische

861 BMI, Referentenentwurf zum NIS2UmsuCG, 22.12.2023, S. 124 f.
862 Legaldefiniert in § 2 Nr. 24 BSIG, hierzu auch schon: S. 230.
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oder digitale Dienstleistung (als Ausdruck 6konomischer Betrachtung) nur
hier erfasst.

ii. Folgen der unionsrechtswidrigen IT-Sicherheitsdefinition

Wie bereits zuvor dargestellt, ist die implizite IT-Sicherheitsdefinition des
nationalen Gesetzgebers soweit sie in § 30 Abs. 1 RegE BSIG zum Ausdruck
kommt, richtlinienwidrig.

Setzt man nun stattdessen die Sicherheitsdefinition nach Art.6 Nr.2
NIS2-RL in § 30 Abs.1 RegE BSIG ein, kommt es erneut zu einer zweifa-
chen Verwendung des Dienstbegriffs:

Besonders wichtige Einrichtungen und wichtige Einrichtungen sind ver-
pflichtet, geeignete, verhaltnisméflige und wirksame technische und or-
ganisatorische Mafinahmen zu ergreifen, um Stérungen der Sicherheit
der Netz- und Informationssysteme (verkiirzt definiert als: die Verfiigbar-
keit, Authentizitdt, Integritit oder Vertraulichkeit gespeicherter oder iiber-
mittelter oder verarbeiteter Daten oder der Dienste, die iiber diese Netz-
und Informationssysteme angeboten werden) die sie fiir ihre Dienste nut-
zen, zu vermeiden.

Das schliefit indes das o.g. Verstandnis des nationalen Gesetzgebers von
dem (jetzt zweitgenannten) Dienst in § 30 Abs.1 RegE BSIG aus, da bei
einem technischen Verstdndnis desselben als IT-Dienst kein sinnstiftender
Anwendungsbereich fiir den erstgenannten, eindeutig informationstechni-
schen Dienst mehr verbleibt.

Der Regelungsansatz mit dem alternativen Begriff der ,kritischen Dienst-
leistung® (§§ 31 Abs. 1, § 2 Nr. 22, 24 RegE BSIG) ist zwar an sich zu begrii-
3en, soweit er, wie auch in dieser Untersuchung angestrebt, mehr Rechts-
Klarheit bei der Unterscheidung von den ,IT-Diensten” und den physischen
oder digitalen ,,Dienstleistungen® schafft. Aber dieser Regelungsansatz ver-
tragt sich wie in § 30 RegE BSIG gezeigt mit Blick auf den Dienst nicht mit
der Richtliniendefinition der ,Sicherheit der Netz- und Informationssyste-
me", die aufgrund der Unionsrechtswidrigkeit der eigenen IT-Sicherheits-
definition des § 2 Nr. 39 RegE BSIG angewendet werden muss.
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c. Fazit

Die Folgen einer abweichenden Definition der IT-Sicherheit durch den
nationalen Gesetzgeber wirken an dieser Stelle fort und es verbleibt erneut
die Erwartung, dass der Gesetzgeber dies bis zur finalen Fassung des RegE
BSIG noch revidiert. An dieser Stelle sei auch auf den - vom National-
rat aber nicht angenommenen - sterreichischen Umsetzungsentwurf zum
NISG 2024 verwiesen, der insoweit sowohl die Sicherheitsdefinition als
auch die Pflichtennorm (§§ 3 Nr. 2, § 32 Abs. 1 NISG-E 2024) sehr richtli-
niennah umgesetzt und derartige Widerspriiche somit vermieden hatte.33
Unter weiterer, konsequenter Annéherung an das Unionsrecht konnen fiir
den Dienst somit folgende Ergebnisse festgehalten werden:

Der Dienst kann einerseits die physische oder digitale Dienstleistung im
Sinne einer 6konomischen Betrachtung meinen. Nach Art. 21 Abs. 1 NIS2-
RL diirfte der Dienstbegriff auch weiterhin in diesem dkonomischen Sinn
zu verstehen sein. Nach dem derzeitigen, aber insoweit richtlinienwidrigen
Entwurfsstand des BSIG kommt die 6konomische Betrachtung des Diens-
tes hingegen nur in der ,kritischen Dienstleistung” nach § 31 Abs.11V.m.
§2 Nr.22, 24 RegE BSIG zum Ausdruck. Gleichzeitig tritt bei diesen 6ko-
nomischen Dienstverstindnissen in einer rechtlichen Betrachtung®®* eine
Zuweisungsfunktion hinzu, da die Normadressaten alle IT-Systeme sichern
miissen, die sie fiir die Erbringung dieser Dienstleistung nutzen.

Dagegen verwendet die Sicherheitsdefinition in Art.6 Nr.2 NIS2-
RL (und das insoweit deshalb richtlinienwidrige Verstdndnis des Dienstes
in §30 Abs.1 RegE BSIG) eine technische Betrachtungsweise: Hier wird
nicht die Dienstleistung, sondern ein IT-Dienst beschrieben, an dem die
informationstechnischen Schutzziele verwirklicht (und beeintriachtigt) sein
kénnen und der die elektronische Informationsverarbeitung hin zu einem

863 Bundeskanzleramt Osterreich, Entwurf fiir ein Bundesgesetz zur Gewihrleistung ei-
nes hohen Cybersicherheitsniveaus von Netz- und Informationssystemen (NISG-E
2024), 03.04.2024, S. 5, 23, https://www.ris.bka.gv.at/Dokument.wxe?Abfrage=Begu
t&Einbringer=&Titel=&DatumBegutachtungsfrist=03.04.2024&ImRisSeitVonDat
um=&ImRisSeitBisDatum=&ImRisSeit=Undefined&ImRisSeitChangeSet=Undefi
ned&ImRisSeitForRemotion=Undefined&ResultPageSize=100&Suchworte=nis&R
esultFunctionToken=536f0746-dbe8-4cde-b86f-022b3f0d32b0&Dokumentnumme
r=BEGUT_42FD65C8_76B7_40F0_97E3_BB29BDFCOCEY, zuletzt abgerufen am
05.04.2024.

864 Hierzu bereits S. 119.
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informationstechnischen Ergebnis beschreibt.8%> Dies erfasst die IT-Dienste,
die fiir eine physische Dienstleistung erforderlich sind bzw. die untergeordne-
ten IT-Dienste einer digitalen Dienstleistung. Inhaltlich ist dieser Dienstbe-
griff schliefllich wesensméf3ig gleich zu jenem der IKT-Dienste,36¢ der je-
doch einen anderen regulatorischen Kontext aufweist, aber gleichwohl zur
Auslegung herangezogen werden kann.

Mit Blick auf die digitalen Dienste®®’, d.h. die Online-Suchmaschine, das
soziale Netzwerk und der Online-Marktplatz, ist festzuhalten, dass wie im
Sektor ,,Informationstechnik und Telekommunikation® die erbrachte ,kriti-
sche Dienstleistung“3®® nur digital erfolgt. Auch mit diesem Dienstbegriff
(,digitale Dienste®) wird somit dhnlich wie in Art.21 Abs.1 NIS-RL das
6konomische Angebot beschrieben, nur dass er sich hier als Oberbegriff
der genannten Dienste auf digitale Dienstleistungen beschrankt.

Diese komplexe Vielfalt an unterschiedlichen Verstindnissen des Diens-
tes soll nachfolgend nochmal tabellarisch zusammengefasst werden, wobei
die beiden erstgenannten fiir diese Untersuchung entscheidend sind:

Tabelle 5: Verstandnisse des Dienstes in NIS2-RL und RegE BSIG

Dienstverstindnis Vorkommen im Recht
physische oder digitale Art. 21 Abs. 1 NIS-RL
Dienstleistung § 31 Abs. 1, § 2 Nr. 24 RegE BSIG
(6konomisch/rechtlich)
(untergeordnete) Art. 6 Nr. 2 NIS2-RL § 30-Abs: 1 RegEBSIG®®?

IT-Dienste (technisch) IKT-Dienst: Art. 6 Nr. 13 NIS2-RL bzw. § 2 Nr. 14 RegE
BSIG iV.m. Art. 2 Nr. 12 CSA

nur digitale Dienstleis- Digitaler Dienst: Art. 6 Nr. 23 NIS2-RL iV.m. Art. 1
tung (6konomisch) Abs. 11it b) RL 2015/1535

865 Insofern steht dieser Dienstbegriff in der nationalen Terminologie eher dem IT-Pro-
zess nach § 2 Nr. 39 RegE BSIG nahe, siehe dazu bereits S. 273 ff.

866 Dieser ist in § 2 Nr. 14 RegE BSIG iV.m. Art. 2 Nr. 12 CSA identisch zur NIS2-RL de-
finiert.

867 Diese werden im RegE BSIG abweichend von der NIS2-RL nicht legaldefiniert, der
Begriff ist daher richtlinienkonform auszulegen.

868 Zu beachten ist, dass es sich aber bei digitalen Diensten nicht um eine kritische
Dienstleistung im Sinne des § 2 Nr. 24 RegE BSIG handelt, da die digitalen Dienste
hier nicht als kritische Dienstleistung erfasst werden und deren Anbieter somit auch
nur § 30 RegE BSIG (und nicht wie Betreiber kritischer Anlagen auch § 31 RegE
BSIG) unterfallen.

869 Richtlinienwidrige Auslegung; miisste auch hier 6konomisch (vorangegangene Ta-
bellenzeile) verstanden werden und dann ggf. auch den ,Betrieb“ umfassen.
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3. (Digitale) Daten und Informationen

Fraglich ist schliefSlich, wie es sich auswirkt, dass in der NIS2-RL auf Daten
und im RegE BSIG (zumindest dem Wortlaut nach) auf Informationen
abgestellt wird.

Daten werden weder in der NIS2-RL noch im RegE BSIG ausdriicklich
definiert. In Art.2 litb) der RL 2013/40/EU werden als ,,,Computerdaten’
jede Darstellung von Tatsachen, Informationen oder Konzepten in einer
fiir die Verarbeitung in einem Informationssystem geeigneten Form, ein-
schliefSlich eines Programms, das die Ausfithrung einer Funktion durch ein
Informationssystem auslosen kann“ definiert.”¢

In der Definition der Sicherheit in der Informationstechnik werden nach
§ 2 Nr. 39 RegE BSIG weiterhin ,,Informationen® als Schutzobjekt genannt.
Es ist aber historisch nicht ersichtlich, dass damit aus technischer Sicht
zwischen ,Daten” und , Informationen differenziert werden sollte. So heif3t
es etwa in der Gesetzesbegriindung zur Einfithrung des BSIG mit Blick auf
diese Definition der Sicherheit in der Informationstechnik: ,Im Gegensatz
etwa zum Bundesdatenschutzgesetz, das sich nur auf personenbezogene
Daten bezieht, erstreckt sich der vorliegende Gesetzentwurf auf jede Art
von Informationen‘®”! womit offensichtlich (personenbezogene) ,Daten®
und Informationen gleichgesetzt werden. Auch die Informationstechnik,
die als Oberbegriff die 0.g. ,,Systeme, Komponenten und Prozesse” umfasst,
bezieht sich in erster Linie auf Datenverarbeitungsanlagen in Form von
Hard- und Software.8”2

Insgesamt ist daher davon auszugehen, dass mit ,Informationen® an die-
ser Stelle letztlich auch in erster Linie die zu sichernden Daten gemeint sind
und somit kein Unterschied zur NIS2-RL besteht. In beiden Fillen sind so-
mit die Daten (als Bestandteil des Systems) zu sichern. Eine entsprechende
Klarstellung im RegE BSIG wire gleichwohl vorzugswiirdig.

870 Im Ubrigen kann auf die Darstellungen auf S. 60 ff. verwiesen werden.

871 BT-Drs. 11/7029, S.7.

872 S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 2 BSIG,
Rn. 2; BT-Drs. 11/7029, S. 7.
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III. Risiko und Angemessenheit

Nach § 30 RegE BSIG sind besonders wichtige Einrichtungen und wichti-
ge Einrichtungen verpflichtet, ,geeignete, verhdltnismdfige und wirksame
technische und organisatorische MafSnahmen [...] zu ergreifen, um Stérun-
gen der Verfiigbarkeit, Integritdt und Vertraulichkeit der informationstech-
nischen Systeme, Komponenten und Prozesse, die sie fiir die Erbringung
ihrer Dienste nutzen, zu vermeiden [...]" Insofern wird in diesem Normauf-
trag das Risiko nicht genannt; in § 30 Abs. 1 RegE BSIG steht hingegen wie
bereits erwahnt statt ,Storungen [...] zu vermeiden’, ,Risiken fiir die Sicher-
heit der Netz- und Informationssysteme [...] “ zu beherrschen. Allerdings
stellt sowohl § 30 Abs.1 S.2 RegE BSIG als auch die Entwurfsbegriindung
insoweit explizit auf Risiken ab,%”® so dass die Vermeidung von Stérungen
entsprechend als Beherrschung von Risiken historisch und richtlinienkon-
form ausgelegt werden muss.

1. Risiko

Im nachfolgenden sollen zunichst die Definitionen des Risikos dargestellt
werden, wobei insbesondere auf das beschrankende Merkmal des vernunf-
tigen Aufwands (a.) sowie den Bezugspunkt des Risikos (b.) eingegangen
wird.

a. Beschriankung auf den ,verniinftigen Aufwand®

Die urspriingliche NIS-RL definierte Risiko in Art.4 Nr.9 noch als ,alle
mit verniinftigem Aufwand feststellbaren Umstinde oder Ereignisse, die
potenziell nachteilige Auswirkungen auf die Sicherheit von Netz- und Infor-
mationssystemen haben.”

Die Begrenzung auf die ,mit verniinftigem Aufwand feststellbaren Um-
stinde und Ereignisse“ brachte eine epistemische Einschrinkung in den
Risikobegriff ein, d.h. was nicht mit verniinftigem Aufwand feststellbar ist,
stellt nach dieser Definition auch kein Risiko dar und wird folglich auch
nicht im Rahmen des Risikomanagements behandelt. Diese Einschrankung
wurde erst im Laufe des Gesetzgebungsverfahrens zur NIS-RL durch das

873 BReg, Entwurf NIS2UmsuCG, 22.07.2024, S. 160.
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europdische Parlament eingebracht;%”* im urspriinglichen Kommissions-
entwurf erfasste die Definition des ,,Sicherheitsrisikos“ noch ,alle Umstén-
de oder Ereignisse, die potenziell negative Auswirkungen auf die Sicherheit
haben“$7>

In der aktuellen NIS2-RL ist diese Einschrinkung jedoch entfallen.876
Das Risiko wird in Art. 6 Nr.9 nun definiert als ,das Potenzial fiir Verlus-
te oder Storungen, die durch einen Sicherheitsvorfall verursacht werden,
das als eine Kombination des Ausmafles eines solchen Verlusts oder einer
solchen Stérung und der Wahrscheinlichkeit des Eintretens des Sicherheits-
vorfalls zum Ausdruck gebracht wird.“®”” Diese Definition wird auch in der
Begriindung zu § 30 RegE BSIG ausdriicklich wiedergegeben.878

b. Bezugspunkt des Risikos

In der NIS-RL beschrinkte sich auflerdem der Bezugspunkt noch auf die
~Auswirkungen auf die Sicherheit der Netz- und Informationssysteme®
Damit fiel der Risikoeintritt bereits mit dem Sicherheitsvorfall, also einer
Schutzzielverletzung zusammen und zwar ohne, dass es auf eine Beein-
trachtigung der Schutzgiiter ankam. Dies ldsst sich anhand nachfolgender
Grafik noch einmal darstellen:

874 Ohne Begriindung in: EU-Parlament, P7_TA(2014)0244, Legislative EntschlieSung
tiber Vorschlag zur NIS-RL, 13.03.2014, S. 41, Abanderungsantrag Nr. 47; EU-Parla-
ment, A7-0103/20214 - Bericht iber Vorschlag zur NIS-RL, 12.02.2014, S. 36.

875 Art.3 Nr. 3 in EU-Kommission, KOM(2013) 48, Vorschlag zur NIS-RL, 5.7.2016.

876 In dieser Untersuchung wurde der Begriff allerdings weiterhin genutzt, um eine
verhéltnismaflige Begrenzung der Risikoidentifikation und -analyse und damit auch
des Wissensbegriffs zu beschreiben, siehe dazu S. 166, 170 f.

877 Auch im IT Grundschutzkompendium heifit es insoweit dhnlich, ,,Risiko wird hau-
fig definiert als die Kombination (also dem Produkt) aus der Haufigkeit, mit der ein
Schaden auftritt und dem Ausmafi dieses Schadens®;, BSI, IT-Grundschutz-Kompen-
dium, 2023, Glossar, S 5.

878 BReg, Entwurf NIS2UmsuCG, 22.07.2024, S. 160.
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Art. 4 Nr. 9 NIS-RL: ,,Risiko* Art. 4 Nr. 7 NIS-RL: ,,Sicherheitsvorfall“
alle mit verntinftigem Aufwand alle Ereignisse, die tatséichlich nachteilige
feststellbaren Umstinde oder Ereignisse, die Auswirkungen auf die Sicherheit von Netz-
potenziell nachteilige Auswirkungen auf und Informationssystemen haben;

die Sicherheit von Netz- und
Informationssystemen haben;

Risikoeintritt;
z.B. erfolgreicher
Cyberangriff

Tatséchlich nachteilige
Auswirkungen auf die

A
Art. 4 Nr. 2 NIS-RL: ,,Sicherheit von Netz- und Informationssystemen* die Fihigkeit von
Netz- und Informationssystemen, auf einem bestimmten Vertrauensniveau alle Angriffe
abzuwehren, die die Verfiigharkeit, Authentizitit, Integritiit oder Vertraulichkeit
gespeicherter oder iibermittelter oder verarbeiteter Daten oder entsprechender Dienste,
die iiber diese Netz- und Informationssysteme angeboten werden bzw. zugénglich sind,
beeintrichtigen;

Abbildung 12: Bezugspunkt des Risikos nach NIS-RL

Unter der NIS2-RL wurde dies grundlegend verdndert. Mit dem ,,Potenzial
fiir Verluste oder Stérungen, die durch einen Sicherheitsvorfall verursacht
werden“ wird der Bezugspunkt des Risikos verschoben. Dieser bleibt mit-
hin nicht mehr bei dem Sicherheitsvorfall stehen, der nun in Art.6 Nr. 6
NIS2-RL (vgl. § 2 Nr. 40 RegE BSIG) definiert ist als ,ein Ereignis, das die
Verfiigbarkeit, Authentizitdt, Integritit oder Vertraulichkeit gespeicherter,
ubermittelter oder verarbeiteter Daten oder der Dienste, die iiber Netz-
und Informationssysteme angeboten werden bzw. zugénglich sind, beein-
trachtigt® Vielmehr geht der Begriff {iber eine solche Schutzzielverletzung
hinaus und bezieht sich auf die gerade durch diesen Sicherheitsvorfall
verursachten ,Verluste oder Stérungen® Aus Art.23 Abs.3 NIS2-RL und
§2 Nr.11 RegE BSIG, welche die Erheblichkeit von Sicherheitsvorfallen
definieren, lassen sich die Schutzgiiter ableiten, die durch einen Sicherheits-
vorfall beeintrachtigt werden. Hervorzuheben sind insoweit insbesondere
die materiellen oder immateriellen Schiden fiir natiirliche oder juristische
Personen.
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Art. 6 Nr. 9 NIS2-RL: ,,Risiko*
das Potenzial fiir Verluste oder
Storungen, die durch einen
Sicherheitsvorfall verursacht
werden, das als eine Kombination
des AusmaBes eines solchen
Verlusts oder einer solchen

Art. 6 Nr. 6 NIS2-RL,
vgl. § 2 Nr. 40 RegE BSIG:
..Sicherheitsvorfall*
ein Ereignis, das die
Verfiigbarkeit, Authentizitiit,
Integritiit oder Vertraulichkeit
gespeicherter, tibermittelter oder

Art. 23 Abs. 3 NIS2-RL,
vgl. § 2 Nr. 11 RegE BSIG:
Ein Sicherheitsvorfall gilt als

erheblich, wenn
a) er schwerwiegende
Betriebsstorungen der Dienste
oder finanzielle Verluste fiir die
betreffende Einrichtung verursacht
hat oder verursachen kann:

verarbeiteter Daten oder der
Dienste, die iiber Netz- und
Informationssysteme angeboten
werden bzw. zuginglich sind,
beeintriichtigt;

Stérung und der Wahr-
scheinlichkeit des Eintretens des
Sicherheitsvorfalls zum Ausdruck
gebracht wird;

b) er andere natiirliche oder

Jjuristische Personen durch

erhebliche materielle oder
immaterielle Schiiden
beeintrichtigt hat oder
beeintrichtigen kann.

Abbildung 13: Bezugspunkt des Risikos nach NIS2-RL

Tatsdchlich werden zwar auch hierdurch die Schutzgiiter nur unzureichend
abgebildet. Durch die genannten Schadkategorien werden v.a. die Individu-
alrechtsgiiter erfasst. Die Beeintrachtigung von Gemeinschaftsrechtsgiitern
lasst sich hingegen nur mittelbar aus den ,schwerwiegenden Betriebssto-
rungen der Dienste® ableiten. Jedenfalls ist aber anders als noch unter der
NIS-RL das Risiko nun jedenfalls kategorisch eindeutig auf die eigentlichen,
rechtlich relevanten Schutzgiiter und nicht nur auf die IT-Sicherheit und
deren Schutzziele bezogen.

Im RegE BSIG werden diese Anderungen wie dargestellt zT. auch um-
gesetzt, indem der ,Sicherheitsvorfall® sowie der ,erhebliche Sicherheits-
vorfall“ entsprechend der NIS2-RL in §2 Nr.11, 40 RegE BSIG definiert
wurden. Die fehlende Legaldefinition des Risikos konnte wie bereits be-
schrieben im Wege richtlinienkonformer und historischer Auslegung er-
ganzt werden, so dass das neue Risikoverstindnis auch im RegE BSIG zum
Tragen kiame.

In den jeweiligen Pflichtennormen findet sich dies jedoch noch nicht
ausdriicklich: Art.21 NIS2-RL spricht weiterhin von ,Risiken fiir die Si-
cherheit der Netz- und Informationssysteme® und auch § 30 Abs.1 RegE
BSIG stellt entsprechend darauf ab, ,Stérungen der Verfiigbarkeit, Integritat
und Vertraulichkeit der informationstechnischen Systeme, Komponenten
und Prozesse, [...] zu vermeiden®?”® Insofern sind beide Regelungen bzw.
Regelungsentwiirfe ungliicklich, da sie in den Pflichtennormen weiterhin

879 Wie bereits bei der Bestimmung der IT-Sicherheit erwdhnt, miisste hier statt auf
Verfugbarkeit, Integritdt, Authentizitat und Vertraulichkeit der informationstechni-
schen Systeme, Komponenten und Prozesse® auf die Sicherheitsdefinition der NIS2-
RL verwiesen werden.
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B. Systematische Beschreibung der gesetzlichen IT-Sicherheitsvorgaben

auf die Risiken fiir die IT-Sicherheit mit ihren Schutzzielen abstellen. Es
miissten aber entsprechend der DSGVO die Risiken fiir Schutzgiiter sein,
die durch eine fehlende IT-Sicherheit beeintrachtigt werden konnen.

Dies diirfte aber durch eine systematische Auslegung zu korrigieren sein,
da die Legaldefinition des Risikos nun wie beschrieben explizit auf die
Schutzgiiter verweist. Zum anderen kommt als teleologisches Argument in
Betracht, dass der Normzweck der NIS2-RL (und auch des RegE BSIG)
eindeutig auf den Schutz der rechtlich relevanten Schutzgiiter (und nicht
der IT-Sicherheit als Selbstzweck) zielen muss. Im Ergebnis spricht somit
viel dafiir, auch die Pflichtennormen in dem Sinne auszulegen, dass die
Risiken fiir die Schutzgiiter zu beherrschen sind.

2. Methodik, einschliellich Angemessenheit

Nach der Uberschrift des § 30 RegE BSIG regelt er ,Risikomanagement-
maf$nahmen®; was die Notwendigkeit eines ,Risikomanagements® im Sinne
einer Methodik zum systematischen Umgang mit Risiken verdeutlicht.

Allerdings fehlt es nach wie vor an konkreteren inhaltlichen Ausgestal-
tungen dieser Methodik. Nach § 30 Abs.2 Nr.1 RegE BSIG miissen zumin-
dest Konzepte zur ,Risikoanalyse® und zur ,Sicherheit fiir Informations-
systeme“ erstellt werden. In der Literatur zu den bisherigen Vorschriften
(8§ 8a, 8c BSIG) wurde zumindest teilweise vertreten, dass ein Risikoma-
nagement nach ISO/IEC 27005 umgesetzt werden miisste.380

Hiernach ist insbesondere eine Risikoidentifikation (7.2), eine Risikoana-
lyse (7.3), sowie eine Risikobewertung (7.4) vorzunehmen.88!

Die Risikoidentifikation dient zundchst dazu, alle in Betracht kommen-
den Risiken zu erkennen und zu beschreiben.’8? In der Risikoanalyse wer-
den die ,Ursachen und Quellen des Risikos, die Wahrscheinlichkeit, dass
ein bestimmtes Ereignis eintritt, die Wahrscheinlichkeit, dass dieses Ereig-

880 Explizit wird auf ISO/IEC 27001 verwiesen, es ist aber davon auszugehen, dass
damit die gesamte ISO/IEC 2700x-Familie und insbesondere auch die inhaltlich
mafigebliche ISO/IEC 27005 gemeint ist; daneben wird auch der BSI IT-Grund-
schutz als moglicher Standard eines Risikomanagements genannt: S. Ritter, in:
Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 8a BSIG, Rn. 20.

881 Die Zahlenangaben beziehen sich auf die Abschnitte innerhalb der ISO/IEC
27005:2022.

882 DIN, ISO/IEC 27005:2022 (EN), S. 16.
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nis Folgen hat, und die Schwere dieser Folgen berticksichtigt.*®33 Nach § 30
Abs.18S.2 RegE BSIG sollen das ,,Ausmafd der Risikoexposition, die Gréfie
der Einrichtung, die Umsetzungskosten und die Eintrittswahrscheinlich-
keit und Schwere von Sicherheitsvorfillen sowie ihre gesellschaftlichen
und wirtschaftlichen Auswirkungen® beriicksichtigt werden. Bis auf die
Umsetzungskosten (dazu sogleich) diirften all diese Faktoren ebenfalls zur
Risikoanalyse gehoren. Bei der Risikoanalyse nach ISO/IEC 27005 wird au-
Berdem, zwar begrifflich uneindeutig®®* auf Ungewissheit (,uncertainty®),
im hiesigen Sinne: bekanntes Nicht-Wissen, hingewiesen, die u.a. methodi-
schen Ursprungs, d.h. insbesondere weil Vorginge vereinfacht modelliert
werden, als auch systemischen Ursprungs sein kann, was z.B. bedeutet dass
Ereignisse ungewiss sind, weil eine belastbare Beschreibung nicht méglich
ist (,evidence is limited*).885

Darauf folgt die Risikobewertung: Hier werden grundsatzlich die Risi-
ken mit vorher festgelegten Risikoakzeptanzkriterien verglichen.88¢ Letzte-
re werden inhaltlich insbesondere an der individuellen Risikobereitschaft
der Organisation ausgerichtet; die Einhaltung von Gesetzen ist daneben
nur ein (weiterer) moglicher Faktor.3%” Dies kann aber im Rahmen des
gesetzlichen Auftrags nach §30 Abs.1 RegE BSIG nicht zuldssig sein.388
Das mafigebliche Kriterium muss vielmehr im gesetzlich vorgegebenen Ziel
eines ,dem Risiko angemessenen Sicherheitsniveaus” liegen.3% Dabei sind
auch die Umsetzungskosten der Mafinahmen (§ 30 Abs.1 S.2 RegE BSIG)
zu beriicksichtigen.89°

883 DIN, ISO/IEC 27005:2022 (EN), S. 16.

884 Die DIN, ISO/IEC 27005:2022 (EN) differenziert nicht zwischen ,Ungewissheit*
und ,Unsicherheit; so wird auf S.21 als ,uncertainty“ sowohl die statistische
Unsicherheit iiber den Risikoeintritt als auch das sogleich dargestellte Unwissen
aufgrund fehlender Beweise bezeichnet.

885 DIN, ISO/IEC 27005:2022 (EN), S. 21.

886 DIN, ISO/IEC 27005:2022 (EN), S.22f.

887 DIN, ISO/IEC 27005:2022 (EN), S.11f,, Kap. 6.4.2. lita, e, g.

888 Vgl. Sterz/Werner/Raabe, RDV 2022, 291 (294).

889 Vgl. S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 8a
BSIG, Rn. 20.

890 Daneben soll der ,Stand der Technik® eingehalten sowie die einschldgigen ,europa-
ischen und internationalen Normen® beriicksichtigt werden.
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Es ist insoweit das Risiko zundchst der Hohe nach zu bestimmen und
dann eine Kosten-Nutzen-Abwdigung®®' vorzunehmen. Nach EG 81 NIS2-
RL sollen die zu ergreifenden Mafinahmen im angemessenen Verhiltnis zu
den Risiken stehen, denen das betreffende Netz- und Informationssystem
ausgesetzt ist, um eine ,unverhaltnismafiige finanzielle und administrative
Belastung® (Kosten) zu vermeiden. Der Nutzen hingegen ldsst sich nicht
durch die Risiken in ihrer absoluten Hohe, sondern nur durch die mit
den Mafinahmen zu erreichende Risikoreduktion ausdriicken.®? Unverhalt-
nisméflig sind folglich insbesondere Mafinahmen, die trotz hoher Kosten
das Risiko nicht (mehr) signifikant mindern.?

Schliefilich findet eine Iteration statt, die hier als ,Monitoring and re-
view" bezeichnet wird.#* Zum Risikomanagement gehort demnach insbe-
sondere die Entwicklung der Risiken (z.B. durch neu erkannte Schwach-
stellen und Ereignisse oder neu eingesetzte IT-Komponenten) fortlaufend
zu beobachten und sofern sich diese verdndern ggf. weitere oder andere
Risikomafinahmen zu treffen.8%> Die Iteration soll sowohl turnusméfig als
auch bei wesentlichen Verdnderungen vorgenommen werden.3%

3. Fazit

Der zentrale Begriff des Risikos wurde durch die NIS2-RL umfassend
modifiziert. Hervorzuheben sind insoweit insbesondere der Wegfall der
Beschrankung auf den ,verniinftigen Aufwand“ als auch die Verschiebung
des Bezugspunkts des Risikos von den Schutzzielen der IT-Sicherheit hin
zu den Schutzgiitern. Leider ist dieser neue Bezugspunkt weder in die
europdische noch in den Entwurf der nationalen Pflichtennorm (Art. 21

891 So bereits zur bisherigen Rechtslage: Werner, in: Baumgartel/Kiparski, DGRI-Jahr-
buch 2021/2022, 161 (165), Rn.17; Raabe/Schallbruch/Steinbriick, CR 2018, 706
(710).

892 So bereits zur bisherigen Rechtslage: Werner, in: Baumgértel/Kiparski, DGRI-Jahr-
buch 2021/2022, 161 (169), Rn. 30.

893 S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 8a
BSIG, Rn.20; Gehrmann/Klett, K&R 2017, 372 (376); Mafinahmen konnen dem-
nach auch unverhaltnismafig sein, wenn die Kosten der Mafinahmen ,unverhaltnis-
méflig hoher” sind als die potentiellen Schéden, die durch sie verhindert werden
sollen; vgl. auch Wischmeyer, Informationssicherheit, S. 254, wonach ,Aufwand und
Ertrag einer Umsetzungsmafinahme nicht aufler Verhéltnis“ stehen diirfen.

894 DIN, ISO/IEC 27005:2022 (EN), S. 36 ff.

895 DIN, ISO/IEC 27005:2022 (EN), S. 37.

896 DIN, ISO/IEC 27005:2022 (EN), S. 38.
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Abs. 1 NIS2-RL, § 30 Abs. 1 RegE BSIG) im Wortlaut eingearbeitet, sondern
er muss jeweils durch Auslegung hineingelesen werden.

Bei der Methodik bzw. der Angemessenheit fiel zunédchst auf, dass die
ISO/IEC 27005 bei der Risikobewertung auf individuell festzulegende Risi-
kokriterien abstellt, was allerdings der gesetzlichen Vorgabe der ,, Angemes-
senheit“ widerspricht. Insofern muss hier dem gesetzlichen Verstdndnis der
Angemessenheit als Abwagung zwischen den Kosten der Mafinahmen und
der damit zu erreichenden Risikoreduktion Vorrang zukommen. Auf3erdem
wurde festgestellt, dass die Risikomethodik zumindest auf mogliche Unge-
wissheit (bekanntes Nicht-Wissen) bei Risikoidentifikation und -analyse
hinweist.

IV. Zusammenfassung

Im Ergebnis konnten die fiir die Resilienz relevanten IT-Sicherheitsvorga-
ben wie folgt beschrieben werden:

Hinsichtlich der Definition von IT-Sicherheit erwies sich die nationale
Umsetzung in §§2 Nr.36, 30 Abs.1 RegE BSIG i.E. als nicht mehr eu-
roparechtskonform auslegungsfihig und sollte in der Folge somit nicht
angewandt werden. Deshalb ist die Definition der ,Sicherheit der Netz-
und Informationssysteme® nach Art. 6 Nr.2 NIS2-RL anzuwenden, die im
Kern auf die ,Verfligbarkeit, Authentizitét, Integritit oder Vertraulichkeit
[Schutzziele] gespeicherter oder iibermittelter oder verarbeiteter Daten
oder der Dienste, die iiber [...] Netz- und Informationssysteme angeboten
werden“ abstellt.

Die Informationstechnik wird nach dem RegE BSIG zunichst in infor-
mationstechnische Systeme, Komponenten und Prozesse unterteilt. Aufler-
halb der o.g. Definition der IT-Sicherheit konnen diese Begriffe auch eu-
roparechtskonform den Begriff der ,Netz- und Informationssysteme® im
Sinne des Art. 6 Nr. 1 NIS2-RL konkretisieren. Die Daten sind in jedem Fall
als Teil des Systems zu verstehen.?%”

Die Bestimmung des Dienstbegriffs erwies sich als duflerst komplex und
vielschichtig. Auch hier zeigten sich Schwichen im nationalen Umsetzungs-
entwurf, die nicht mit der NIS2-RL in Ubereinstimmung gebracht werden

897 Der entgegenstehende §2 Nr.16 BSIG wonach Informationstechnik (zu der auch
Systeme, Komponenten und Prozesse) zu verstehen nur die Mittel zur Informations-
verarbeitung sind, ist richtlinienkonform auszulegen, siehe: S. 277.
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kénnen. Im Ergebnis ist jedenfalls zwischen dem Dienst als kritischer (phy-
sischer oder digitaler) Dienstleistung und den (untergeordneten) IT-Diens-
ten der Sicherheitsdefinition zu unterscheiden. Die die IT-Sicherheit maf3-
geblich beschreibenden Schutzziele beziehen sich insofern auf IT-Dienste
und die digitale Dienstleistung.

Das Risiko bezieht sich seit der NIS2-RL direkt auf die Schutzgiiter.
Gleichzeitig ist dies aber sowohl in der nationalen als auch der europa-
ischen Pflichtennorm nicht entsprechend abgebildet. Die Angemessenheit
beschreibt eine Kosten-Nutzen-Abwiagung, was in der ISO/IEC 27005 mit
ihren individuellen Risikokriterien jedoch unzureichend abgebildet wird.
Bei der Risikoidentifikation und -analyse weist die ISO/IEC 27005 auf
mogliche verbleibende Ungewissheiten (bekanntes Nicht-Wissen) hin.

Der Rechtsrahmen an IT-Sicherheitsvorgaben, auf den die Resilienz
nach der NIS2-RL und deren Umsetzung in nationales Recht treffen wiirde,
zeigte sich nach aktuellem Entwurfsstand in hohem Mafle von Inkonsis-
tenz und Widerspriichen gepragt. Die Schwichen einer solchen nationalen
Umsetzung der NIS2-RL sind duflerst kritisch zu betrachten, insbesondere
die inkompatiblen Definitionen von IT-Sicherheit und die unklare Verwen-
dung des Dienstbegriffs diirften viele Normadressaten vor grof3e Herausfor-
derungen stellen. Zumindest fiir diese Untersuchung der Resilienz konnten
die relevanten Vorgaben aber fiir den néchsten Schritt hinreichend genau
bestimmt werden.

C. Unterschiede zur DSGVO und Folgen fiir die Resilienz

Im nachfolgenden Abschnitt werden die inhaltlichen Vorgaben der DSGVO
mit jenen des RegE BSIG bzw. der NIS2-RL gegeniibergestellt um die
relevanten Unterschiede herauszuarbeiten, die ggf. einer Implementierung
der Resilienz im RegE BSIG entgegenstehen konnten.

Dabei wird zunéchst grundlegend auf die Unterschiede zwischen Daten-
und IT-Sicherheit eingegangen (I.). Anschlieflend werden die Bedeutung
der Schutzziele sowie die Bedeutung des Dienstes (II.) und das jeweilige
Systemverstiandnis (III.) beleuchtet. Schliellich werden die jeweiligen Defi-
nitionen des Risikos und die Methodiken betrachtet (IV.)

Dabei wird jeweils auch untersucht, inwieweit sich die gefunden Unter-
schiede auf eine Implementierung der Resilienz auswirken. Alle Ergebnisse
werden unter V. zusammengefasst.
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I. IT-Sicherheit vs. Datensicherheit

Auf die generelle Unterscheidung zwischen IT-Sicherheitsrecht und Daten-
sicherheitsrecht wurde bereits in der Einleitung hingewiesen.?® An dieser
Stelle soll nun konkret auf die jeweiligen Sicherheitsdefinitionen von NIS2-
RL und DSGVO eingegangen werden:

Die IT-Sicherheit ist in Art.6 Nr.2 NIS2-RL als ,Sicherheit von Netz-
und Informationssystemen® legaldefiniert als

die Fihigkeit von Netz- und Informationssystemen, auf einem bestimmten
Vertrauensniveau alle Ereignisse abzuwehren, die die Verfiigbarkeit, Au-
thentizitdt, Integritit oder Vertraulichkeit gespeicherter oder iibermittelter
oder verarbeiteter Daten oder der Dienste, die tiber diese Netz- und Infor-
mationssysteme angeboten werden bzw. zugdnglich sind, beeintrdchtigen
konnen.

Demgegeniiber konnte die Datensicherheit (mangels Legaldefinition) in der
DSGVO definiert werden als

die angemessene Gewdhrleistung der Vertraulichkeit, Integritit und Ver-
fiigbarkeit personenbezogener Daten sowie der Vertraulichkeit, Integritdt,
Verfiigbarkeit und Resilienz der fiir die Verarbeitung genutzten Systeme
und Dienste.

In beiden Féllen muss durch die Vornahme technischer und organisatori-
scher Mafsnahmen ein den jeweiligen Risiken angemessenes Sicherheitsni-
veau®®® (dazu sogleich) gewihrleistet werden. Auflerdem sind sowohl die
IT- als auch die Datensicherheit auf die Abwehr aller widrigen Ereignisse
gerichtet, d.h. vorsitzlicher, fahrldssiger und zufalliger Ereignisse mit inter-
nen als auch externen Quellen.

Dagegen unterscheiden sich die Sicherheitsdefinitionen insbesondere an-
hand der Schutzziele sowie der Schutzobjekte. Mit der Authentizitdt besteht
in der IT-Sicherheit nach Art. 6 Nr.2 NIS2-RL ein weiteres Schutzziel und
das System ist nur in der DSGVO auch ein Schutzobjekt, wahrend es der
NIS2-RL hingegen nur der Mafinahmentréger ist. Den tibrigen Schutzzie-
len und dem Dienst kommt dabei wie bereits angedeutet auflerdem eine
andere Bedeutung zu (dazu sogleich). Auf die einzelnen Unterschiede wird
im weiteren Verlauf dieses Kapitels noch vertieft eingegangen.

898 Siehe S.37f.
899 In Art. 6 Nr. 2 NIS2-RL als das ,,bestimmte Vertrauensniveau®
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II. Bedeutung der Schutzziele und des Dienstes

Ausgehend von den soeben dargestellten Definitionen der IT-Sicherheit
und der Datensicherheit wird nun auf die konkreteren Aspekte der unter-
schiedlichen Bedeutung der Schutzziele (1.) und des Dienstes (2.) eingegan-
gen.

1. Schutzziele

Mit der Verfiigbarkeit, Vertraulichkeit und Integritit liegen in § 30 Abs.1
RegE BSIG bzw. Art.6 Nr.2 NIS2-RL abgesehen von der Authentizitdt
dieselben Schutzziele wie in der DSGVO vor, die sich auch in den Defini-
tionen nicht wesentlich unterscheiden. Allerdings ist zu beriicksichtigen,
dass diesen im IT-Sicherheitsrecht eine andere Gewichtung zukommt.

Im IT-Sicherheitsrecht haben die Verfiigbarkeit und die Integritit einen
besonders hohen Stellenwert, da es hier im Kern stets auf die verldssliche
Erbringung einer kritischen Dienstleistung ankommt,*® fiir die die Daten,
Systeme und Dienste benotigt werden. Die Vertraulichkeit der Daten hat
hier hingegen eine geringere Bedeutung; sie ist hier aufgrund der Passivitat
entsprechender Angriffe®®! zumeist nicht unmittelbar fir die Erbringung
der kritischen Dienstleistung relevant. Allerdings kann etwa die Offenle-
gung anlagenbezogener Informationen die (IT-)Sicherheit und damit wie-
derrum die verlédssliche Erbringung der kritischen Dienstleistung®®? oder
den Betrieb des Unternehmens gefihrden. Aulerdem konnen (bekannt
gewordene) Vertraulichkeitsdefizite das Vertrauen der Biirger:innen in die
kritischen Anlagen und damit die Bereitschaft diese zu nutzen, beeintrach-
tigen (z.B. im Gesundheits-, Finanz- oder im Telekommunikationssektor),
so dass diese ihre gesellschaftsnotwendige Dienstleistung ebenfalls nicht
mehr effektiv erfiillen konnen.?%

900 Franck, RDV 2022, 3 (4); so auch zu Patientendaten mit Blick auf deren siche-
re Behandlung: Rajamaki/Nevmerzhitskaya/Virag, in: Proceedings of 2018 IEEE
Global Engineering Education Conference (EDUCON), Cybersecurity education
and training in hospitals: Proactive resilience educational framework (Prosilience
EF), 2042 (2042).

901 Voydock/Kent, ACM CSUR 1983, 135 (140, 142).

902 Franck, RDV 2022, 3 (5).

903 Wie zuvor.
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Im Datensicherheitsrecht steht hingegen v.a. die Vertraulichkeit der perso-
nenbezogenen Daten im Vordergrund, da durch diese die Schutzgiiter der
Rechte und Freiheiten natiirlicher Personen in besonderem Mafie tangiert
werden. Die Verfiigbarkeit der Daten selbst ist zumeist nur dann relevant,
wenn lediglich eine Teilverfiigbarkeit (ggf. Integritatsverletzung) vorliegt
und diese ein unvollstindiges und somit unrichtiges Abbild der Persénlich-
keit schafft. Daneben diirfte im Aufkommen personalisierter Dienste die
Integritit von Diensten auch in der DSGVO eine steigende Bedeutung
entwickeln (dazu sogleich beim Dienst noch ausfithrlicher).%%4

Da die Resilienz auch durch die jeweiligen Schutzziele geprigt wird, ist
auch insoweit die unterschiedlich gewichtige Bedeutung der Schutzziele
und Schutzobjekte in der DSGVO sowie dem RegE BSIG zu beachten. So
wird die Resilienz in Art. 32 Abs. 1litb) DSGVO typischerweise mehr dazu
dienen, ungewisse Ereignisse hinsichtlich der Vertraulichkeit von Daten zu
adressieren, wahrend im RegE BSIG der Schwerpunkt eher bei Ereignissen
hinsichtlich der Verfligbarkeit und Integritdt der Dienste und Daten liegen
diirfte.

Ein Hindernis mit Blick auf die rechtliche Integrationsfahigkeit der Resi-
lienz im RegE BSIG erwichst aus der abweichenden Bedeutung bzw. der
Erweiterung von Schutzzielen (Authentizitit) und der herausgehobenen
Bedeutung der Dienste jedoch nicht. Die Resilienz kann auch hinsichtlich
der (fehlenden) Authentizitit von Entitdten in offenen Systemen eine sinn-
volle Erganzung darstellen, da insoweit oft auch eine hohe Ungewissheit
besteht.

2. Dienst

Mit dieser Divergenz in der Bedeutung der Schutzziele korrespondiert auch
eine unterschiedliche Bedeutung des Dienstes zwischen dem Datensicher-
heits- (a.) und dem IT-Sicherheitsrecht (b.).

904 Auflerdem entfaltet die Verfiigbarkeit der Daten und Dienste Relevanz, soweit es die
Wahrnehmung von Betroffenenrechten erméglicht, siehe dazu bereits: Fn. 256.
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C. Unterschiede zur DSGVO und Folgen fiir die Resilienz

a. Im Datensicherheitsrecht

Der Schutzzweck der Datensicherheit wird im Kern durch Schutzzielverlet-
zungen an den personenbezogenen Daten als Passivum betroffen,?%> die
Erbringung eines Dienstes als solches ist in der Datensicherheit wie auch
im tibrigen Datenschutzrecht zunachst kein zentraler Schutzgegenstand.?¢

Eine wichtige Funktion des Dienstes in der DSGVO liegt wie beschrie-
ben darin, dass er als Ergebnis aus personenbezogenen Daten Wissen gene-
riert (insbesondere durch Profiling, Art. 4 Nr.4 DSGVO). Eine Manipula-
tion (Integritatsstorung) des Dienstes erzeugt somit ein falsches Wissen
tiber Personen und ein falsches Personlichkeitsbild. Am Ende werden auf
dieser Basis auch unrichtige Entscheidungen getroffen, die die Personlich-
keitsrechte und andere Rechte und Freiheiten beeintrachtigen konnen.

Liegen indes keine personalisierten Dienste oder andere personliches
Wissen erzeugende Dienste vor, ist der Dienstbegriff in der DSGVO weni-
ger bedeutsam®”’ und der Schwerpunkt der Datensicherheit liegt nach wie
vor (nur) in der Sicherung personenbezogener Daten. Insofern zeichnet die
DSGVO noch ein eher tradiertes, aber in der Praxis sicher nach wie vor
héufig anzutreffendes Bild, wonach personenbezogene Daten z.B. fiir einen
Vertrag oder fiir eine Online-Bestellung zwar verwendet, aber im Regel-
fall nicht im o.g. Sinne zu personlichem Wissen oder gar entsprechenden
Entscheidungen weiterverarbeitet werden, so dass dem Dienst tatsachlich
keine derart wesentliche Bedeutung zukommt.

b. Im IT-Sicherheitsrecht

Im IT-Sicherheitsrecht ist die Bedeutung des Dienstes hingegen anders zu
beurteilen: Hier steht die Funktionalitdt der IT-Dienste selbst als notwen-
dige Voraussetzung fiir ein reibungsloses Funktionieren des Betriebs bzw.

905 Vgl. Kipker, in: Kipker, Cybersecurity, 1 (3), Rn. 4; Martini, in: Paal/Pauly, DSGVO,
BDSG, 3. Auflage 2021, Art. 32, Rn. 1b.

906 Vgl. auf das ,Funktionieren eines Systems” anstelle des Dienstbegriffs abstellend:
Poscher/Lassahn, in: Hornung/Schallbruch, IT-Sicherheitsrecht, 133 (137), Rn. 12.

907 Abgesehen von seiner Funktion zur Erfiilllung der Betroffenenrechte, hierzu bereits
unter: S. 120, Fn. 256.
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4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

der kritischen Dienstleistung”® zum Schutz des Gemeinwesens im Vorder-
grund. Passive Daten miissen hier erst zu einem Dienstergebnis verarbeitet
werden und der Dienst kennzeichnet dann die entscheidende Verlinkung
zum Schutzgut, da Schutzgiiter stets dann gefdhrdet sind, wenn die hierfiir
notwendigen IT-Dienste nicht mehr ordnungsgeméf} erbracht werden.

Zu diesen Diensten gehoren im IT-Sicherheitsrecht zum einen bei den
hier gegenstindlichen digitalen Diensten auch die jeweiligen, kritischen,
digitalen Dienstleistungen (z.B. eine Online-Suchmaschine) und deren (un-
tergeordnete) Dienste. Zum anderen sind es auch die (informationstechni-
schen) Dienste, die zur Steuerung in kritischen Anlagen notwendig sind,
damit diese ihrerseits ihre kritische, physische Dienstleistung (z.B. Stromer-
zeugung) erbringen konnen.

c. Fazit und Folgen fiir die Resilienz

Insgesamt kommt dem Dienst im IT-Sicherheitsrecht tendenziell eine im
Vergleich zum Datensicherheitsrecht stdrkere Bedeutung zu, da letzteres
wie beschrieben (jenseits der Fille wie den personalisierten Diensten)
mehr auf den Schutz der personenbezogenen Daten fokussiert.

Somit diirfte auch die Resilienz sich im IT-Sicherheitsrecht stirker auf
den Dienst beziehen. Dies gilt sowohl fiir die digitale Dienstleistung®® als
auch die untergeordneten IT-Dienste. So konnen etwa auch die Ergebnis-
se der digitalen Dienstleistung (z.B. Suchergebnisse) iiberwacht und ggf.
Anpassungs- bzw. Erholungsmafinahmen ergriffen werden. Hingegen kann
sich die Resilienz als IT-Sicherheitsrechtliche Anforderung nicht auf die
~physische Dienstleistung” beziehen, da hier die Ereignisse und somit auch
die Anpassungsmafinahmen auch auflerhalb der IT liegen konnen.*!®

Mit Blick auf den Ausfall oder die Beeintrachtigung einzelner IT-Dienste
(sowie der hierfiir notwendigen Systeme und Komponenten), die fiir die
Erbringung der digitalen (oder auch einer physischen) Dienstleistung ge-
nutzt werden findet die Resilienz hingegen uneingeschrinkt Anwendung.

908 Bei kritischen Anlagen also beispielsweise die IT- Dienste wie die Uberwachungs-
und Steuerungsdienste in einem Kraftwerk, die fiir die Erbringung der kritischen
Dienstleistung (Stromversorgung) erforderlich sind.

909 Bei physikalischen Dienstleistungen kann sich die Resilienz als IT-Anforderung
auch hier nur auf die untergeordneten IT-Dienste beziehen.

910 Insoweit wire dann die ,Resilienz“ im Rahmen der physischen Sicherheit nach § 2
Nr. 5 RefE KritisDachG gefragt.

302

- am 19,01.2026, 23:05:4;



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

C. Unterschiede zur DSGVO und Folgen fiir die Resilienz

Erginzend sei an dieser Stelle darauf hingewiesen, dass aber nach der
Sicherheitsdefinition der Art. 6 Nr.2 NIS2-RL auch die ,Daten” geschiitzt
werden missen, so dass die Resilienz (wie in der DSGVO) auch insoweit
bedeutend ist.

II1. Verstandnis des Systembegriffs

Im nichsten Schritt werden die Unterschiede im Verstdndnis des Systems
in der NIS2-RL bzw. dem RegE BSIG sowie der DSGVO im Kontext der
Sicherheitsgewdhrleistung herausgearbeitet.

Auf den ersten Blick ergeben sich bei der sachlichen Erfassung keine
erheblichen Unterschiede. In beiden Fillen werden jedenfalls alle Arten
von Computersystemen mit ihrer Hard- und Software erfasst. Auch ver-
wenden beide Systembegriffe zunédchst kein soziotechnisches Verstandnis.
Unterschiede bestehen v.a. in der Regelungsfunktion (1.) sowie der Frage,
ob auch die Daten als Systembestandteil verstanden werden (2.). Unter 3.
werden diese Unterschiede schliellich mit Blick auf die Resilienz bewertet.

1. Mafinahmentréger oder Schutzobjekt

Hinsichtlich der Regelungsfunktion féllt zunéchst auf, dass nach der NIS2-
RL das System die Schutzziele der Daten und Dienste sicherstellen soll.
Art. 6 Nr. 2 NIS2-RL spricht in der soeben schon genannten Definition der
»Sicherheit von Netz- und Informationssystemen® von der ,Fihigkeit von
Netz- und Informationssystemen [...] alle Ereignisse abzuwehren, die die
Verfiigbarkeit, Authentizitét, Integritat oder Vertraulichkeit [...] [der] Daten
oder der Dienste, [...] beeintrachtigen kénnen.

Ein dhnlicher Rechtsgedanke als Sicherheit im Sinne einer Befihigung
von Systemen kann auch fiir ,,Systeme, Komponenten und Prozesse® aus
dem BSIG entnommen werden: Nach der Definition der ,Sicherheit in der
Informationstechnik® sollen die Sicherheitsvorkehrungen (Mafinahmen)
sowohl in als auch bei der Anwendung von informationstechnischen Syste-
men, Komponenten und Prozessen zum Einsatz kommen (§ 2 Nr. 39 RegE
BSIG). Jedenfalls soweit die Sicherheitsvorkehrungen ,in“ den Systemen,
Komponenten und Prozessen selbst implementiert werden, folgt der RegE
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4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

BSIG somit demselben Rechtsgedanken der Befdhigung des (informations-
technischen) Systems.!

Damit unterscheiden sich NIS2-RL und RegE BSIG wesentlich von der
DSGVO, bei der die Schutzziele (neben den personenbezogenen Daten)
direkt auf die Systeme (und Dienste) bezogen sind. Das System ist in der
DSGVO auch selbst ein Schutzobjekt, wihrend es in der NIS2-RL und im
RegE BSIG nur der Mafinahmentréger ist, mit dessen Hilfe die Schutzziele
an den Schutzobjekten Daten und Diensten bzw. Informationen sicherge-
stellt werden sollen.

Insofern dringt sich die Frage auf, ob gegeniiber der DSGVO in der
NIS2-RL und im RegE BSIG durch den Umstand, dass die Schutzziele
nicht auf das System bezogen werden, eine Schutzliicke entstehen konnte:

Hinsichtlich der Vertraulichkeit des Systems wurde bei der DSGVO in
Abgrenzung zu den personenbezogenen Daten auf die systembezogenen
Daten abgestellt: Diese sind aber durch die explizite Vorgabe der Ver-
traulichkeit (aller) Daten in der IT-Sicherheitsdefinition bereits erfasst.
Hinsichtlich der Integritit des Systems erscheint eine Liicke hingegen
naheliegend: Insbesondere die Risiken durch manipulierte IT-Komponen-
ten®'?, die Schadsoftware wie Ransomware oder Abhorfunktionen enthal-
ten, konnten mit diesem Schutzziel adressiert werden. Schliefllich kommt
auch die fehlende Verfiigbarkeit des Systems als Liicke in Betracht, welche
allerdings tiber die Verfiigbarkeit des von dem System erbrachten Dienstes
weitgehend abgedeckt sein diirfte.

2. Systembestandteile

Die DSGVO enthilt keine Legaldefinition des Systems und schafft somit
auch keine weiteren Unterkategorien; aus der Literatur lie§ sich zumindest
entnehmen, dass die Systeme aus ,,Hard- und Softwarekomponenten® beste-
hen.””® Im RegE BSIG (§§2 Nr.39, § 30 Abs.1) wird hingegen konkreter

911 ,Bei der Anwendung“ adressiert hingegen den organisatorischen Aspekt (und damit
nach hiesiger Terminologie das soziotechnische System) sowie bauliche Mafinah-
men: BT-Drs. 11/7029, S. 8.

912 Zhao/X. an Wang, in: Barolli, Advances on Broad-Band Wireless Computing, Com-
munication and Applications, 777 (778 f.).

913 Jandt, in: Kihling/Buchner, Datenschutz-Grundverordnung/BDSG, 4. Auflage
2024, Art. 32, Rn. 22; siehe im Ubrigen S. 114 Fn. 236.
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zwischen informationstechnischen Systemen, Komponenten und Prozessen
differenziert.”*

Weiterhin sind, wie im Rahmen der DSGVO dargestellt, die personenbe-
zogenen Daten nach Art. 32 Abs. 1 litb) DSGVO nicht als Bestandteil des
Systems zu verstehen. Allerdings wurden bei der Anforderung der Vertrau-
lichkeit von Systemen zumindest systembezogene Daten als Systembestand-
teil definiert. In der NIS(2)-RL werden die Daten wie gezeigt ausdriicklich
als Systembestandteil definiert. Auch in der nationalen Umsetzung konn-
te dieses Ergebnis trotz uneindeutigem Wortlauts erreicht werden.”” Ein
moglicher Grund fiir dieses Vorgehen konnte darin liegen, dass die Daten,
trotz dass sie auch ausdriicklich von der Sicherheitsdefinition als Schutz-
objekt erfasst sind, im IT-Sicherheitsrecht keine derart herausgehobene
Bedeutung fiir die Schutzgiiter haben wie in der DSGVO.%1¢

3. Fazit und Folgen fiir die Resilienz

Hinsichtlich des Verstdndnisses des Systembegriffs ist im Ergebnis festzu-
halten, dass nach der DSGVO das System auch als Schutzobjekt definiert
ist, wahrend es sowohl im RegE BSIG (als auch in der NIS2-RL) nur den
Mafinahmentréger darstellt ohne selbst Schutzobjekt zu sein und dass inso-
fern mit Blick auf die (fehlende) Integritat des Systems auch eine mogliche
Schutzliicke besteht.

Zunichst ist fiir die Resilienz der Aspekt, dass das System kein Schutzob-
jekt ist unkritisch: Die Resilienz stellt eine funktionale Anforderung an Sys-
teme dar, ohne dass diese zwangsweise auch zum Schutz des Systems selbst
wirken muss; insofern wird nur der rechtlich geforderte Schutzumfang
der Resilienz (gegeniiber der DSGVO) reduziert. Rechtssystematisch bringt
diese Regelung indes sogar mehr Kohdrenz, da die Resilienz somit nicht
(wie in der DSGVO) auf einer Ebene neben den andersartigen Schutzzielen
zum Schutz des Systems ansetzt.

914 InArt. 6 Nr.1lit b) NIS2-RL wie gezeigt zumindest auch als ,,Gerdte oder Gruppe[n]
miteinander verbundener oder zusammenhéngender Gerite*.

915 S.277f.

916 Das im RegE BSIG gleichwohl nur die Informationen und Daten (und nicht auch
der Dienst) so eine prominente Stellung einnehmen, mag man mit der Gesetzesbe-
griindung erkldren, die zumindest bei der Begriffsdefinition der Informationstech-
nik eine sachlich vielleicht eher unzutreffend starke Inspiration des Gesetzgebers
aus dem Datenschutzrecht erkennen ldsst.: BT-Drs. 11/7029, S. 7.
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Forderlich fiir eine mdgliche Ubertragung der Resilienz ist auflerdem,
dass der Systembegriff in §2 Nr. 39, § 30 Abs.1 RegE BSIG mit Systemen,
Komponenten und Prozessen weiter ausdifferenziert wird. Dies ermdglicht
eine spezifischere Ankniipfung, da sowohl einzelne Komponenten resilient
sein sollen als auch die Resilienz des Systems angesichts des (ungewissen)
Ausfalls bzw. Beeintrachtigung einzelner Komponenten eingreifen kann.

Der Unterschied hinsichtlich der Daten als Systembestandteil wirkt sich
wie folgt aus: Sowohl in der DSGVO enthilt der Systembegrift systembe-
zogene (nicht aber personenbezogene) Daten und nach dem RegE BSIG
einheitlich alle Daten, die verarbeitet werden. Eindeutig ist insoweit, dass
sich die Resilienz nicht in dem Sinne auf Daten beziehen kann, dass die
Daten selbst resilient sein miissten. Dies ist aufgrund des Charakters der
Daten als Passivum ausgeschlossen. Der Resilienzbegriff muss sich insofern
stets auf das IT-System als Verarbeitungsmittel ohne die darin enthaltenen
Daten beziehen; in beiden Fillen muss die Resilienz des Systems aber auch
die Daten schiitzen.

Schliefllich setzt die Resilienz ein soziotechnisches Systemverstindnis vor-
aus, dass nach der expliziten Definition nach Art. 6 Nr. 1 NIS2-RL und auch
den Begriffen der ,informationstechnischen Systeme, Komponenten und
Prozesse® nach § 2 Nr. 39 RegE BSIG im IT-Sicherheitsrecht nicht vorliegt.
Eine differenzierende Auslegung wie in der DSGVO, die zumindest auch
ein soziotechnisches Systemverstindnis ermdglicht, diirfte hier aufgrund
dieser expliziten Festlegungen nicht moglich sein. Insgesamt muss somit
bei einer Implementierung der Resilienz als Fahigkeit eines soziotechni-
schen Systems ein eigenstdndiger System- oder sonstiger Oberbegriff fiir die
informationstechnischen Systeme und das sie bedienende Personal verwen-
det werden.

Auch ohne einen solchen soziotechnischen Systembegriff kann die Resi-
lienz aber jedenfalls auf Mafinahmenseite implementiert werden. Insofern
ist wie dargestellt wurde eindeutig, dass (nach beiden Gesetzen) auch or-
ganisatorische Mafinahmen zu treffen sind, welche gerade nicht an den
technischen Systemen selbst, sondern an der Organisation und damit dem
Personal ansetzen.’"”

917 Siehe hierzu und auch zum Erfordernis der ,Sicherheit des Personals®, § 30 Abs. 2
S.2 Nr. 9 BSIG bereits S. 277f.
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IV. Risiko

In diesem Abschnitt soll schliefllich noch das Risiko sowohl in seinen
Definitionen (1.) als auch in der Risikomethodik einschliefilich der Ange-
messenheit (2.) verglichen werden.

1. Definitionen des Risikos

Das Risiko war bereits in Art. 4 Nr. 9 NIS-RL definiert und wurde in Art. 6
Nr. 9 NIS2-RL maf3geblich verandert. Beide Definitionen werden zunichst
mit der Risikodefinition nach der DSGVO verglichen (a.). Anschlieflend
werden die Folgen der Unterschiede fiir die Resilienz herausgearbeitet (b.)

a. Vergleich

Wihrend die DSGVO mit ihrer weiten Definition des Risikos und der Resi-
lienz einen ,naturalistischen Risikobegriff “ verfolgt, zeichnete sich die NIS-
RL urspriinglich dadurch aus, dass nur mit ,verniinftigem Aufwand fest-
stellbare Umstédnde oder Ereignisse“ erfasst sein sollen. Die (mit verniinfti-
gem Aufwand nicht auflosbare) Ungewissheit wurde demnach nicht vom
Risikobegriff umfasst. Diese Einschriankung wurde mit der NIS2-RL je-
doch entfernt. Auflerdem wurde der Bezugspunkt des Risikos durch die
NIS2-RL verschoben. Bei der bevorstehenden Umsetzung der NIS2-RL in
nationales Recht wurde keine entsprechende Risikodefinition in den RegE
BSIG aufgenommen, so dass wie bereits dargestellt in richtlinienkonfor-
mer und historischer®® Auslegung auch hier von der Risikodefinition der
NIS2-RL auszugehen ist. Im Ergebnis ist somit ein Vergleich zwischen der
Risikodefinition der DSGVO und der NIS(2)-RL vorzunehmen.

918 So auch die Entwurfsbegriindung zu § 30 RegE BSIG: BReg, Entwurf NIS2Umsu-
CG, 22.07.2024, S.160.
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Risikobegriff

Schutzziele
(Ziele, um die Sicherung der
Schutzgiiter zu gewiihrleisten)

Schutzgiiter

Risiko* alle mit verniinftigem
Aufwand feststellbaren Umstinde oder
Ereignisse, die potenziell nachteilige
Auswirkungen auf die Sicherheit von
Netz- und Informationssystemen haben;

die ,,Aufrechterhaltung kritischer
gesellschaftlicher und/oder
wirtschaftlicher Titigkeiten®
(Art. 5 Abs. 2 lit a) NIS-RL)

zum Schutz von Individual- und

Gemeil ifisrechtsgiitern

Sichere Bereitstellung dieser Dienste
erforderlich fiir...
|

Sicherheit der Netz- und Info.-
Systeme Definition (vereinfacht): die

Die Risiken fiir die Rechte und
Freiheiten natiirlicher Personen — mit
unterschiedlicher
Eintrittswahrscheinlichkeit und
Schwere |

Vertraulichkeit, Integritit und
Verfligbarkeit der personenbezogenen
Daten sowie der fiir die Verarbeitung

genutzten Systeme und Dienste

‘ A AN | [ Risiko | fiir Fihigkeit von Netz- und
NIS-RL | l | Informationssystemen, CIA + A von
Daten oder entspr. Diensten, zu
gewiihrleisten
Art. 32 Abs. 1 | | i ‘ - Rechte und Freiheiten
§ Risiko fiir .

DSGVO | | ‘ natiirlicher Personen,

] insb. das Datenschutzgrundrecht
EWG 75 DSGVO Art. 32 Abs. 1 lit b), Abs. 2 DSGVO:

A 6N 9 | [

ﬂ

NIS2-RL | ‘ Risiko

ir

{

das Potenzial fiir Verluste oder
Stérungen, die durch einen
Sicherheitsvorfall verursacht werden, das
als eine Kombination des AusmalBes
eines solchen Verlusts oder einer solchen
Stérung und der Wahrscheinlichkeit
des Eintretens des Sicherheitsvorfalls
zum Ausdruck gebracht wird;

[Verluste oder Stérungen] die durch
einen Sicherheitsvorfall verursacht
werden,

Art. 6 Nr. 6 NIS2-RL:
,,Sicherheitsvorfall ein Ereignis
die Verfiigbarkeit, Authent
Integritiit oder Vertraulichkeit
gespeicherter, iibermittelter oder
verarbeiteter Daten oder der Dienste, die
iiber Netz- und Informationssysteme
angeboten werden bzw. zuginglich sind,
beeintrichtigt;

»Verluste oder Stérungen*

Art. 23 Abs. 3 NIS2-RL: Ein
Sicherheitsvorfall gilt als erheblich,
wenn
a) er schwerwiegende
Betriebsstorungen der Dienste oder
finanzielle Verluste fiir die betreffende
Einrichtung verursacht hat oder
verursachen kann;

b) er andere natiirliche oder juristische
Personen durch erhebliche materielle
oder immaterielle Schiiden
beeintriichtigt hat oder beeintrichtigen
kann.
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Abbildung 14: Risikobezugspunkte und -definitionen von NIS-RL, DSGVO
und NIS2-RL

Die Tabelle gliedert sich in die drei Spalten Risikobegriff, Schutzziele und
Schutzgiiter. In der zweiten Zeile wird zundchst der historische Risikobe-
griff aus der NIS-RL dargestellt. Wie aus der Definition und der Grafik
ersichtlich war der Bezugspunkt des Risikos hier die Sicherheit der Netz-
und Informationssysteme. Die bereits im voranstehenden Kapitel herausge-
arbeiteten Schutzgiiter, die beeintrichtigt werden wenn ein digitaler Dienst
ausfillt, wurden von dem Risikobegriff der NIS-RL nicht erfasst. Die
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Verbindung zwischen den Risiken fiir die Sicherheit der Netz- und Infor-
mationssysteme und den Schutzgiitern musste hier vielmehr durch eine
teleologische Auslegung hergestellt werden, indem man auf die Notwen-
digkeit sicher bereitgestellter IT-Dienste fiir die Funktionalitdt kritischer
Infrastrukturen und die davon abhingigen Schutzgiiter abstellt.

Demgegeniiber zeigt die Darstellung in der dritten Zeile, dass der Risi-
kobegriff der DSGVO sich direkt auf die rechtlich relevanten Schutzgiiter
in Form der Rechte und Freiheiten natiirlicher Personen bezieht. Die
Datensicherheit, hier insbesondere ausgedriickt durch die Fihigkeit, die
Schutzziele Verfiigbarkeit, Vertraulichkeit und Integritdt an personenbezo-
genen Daten, Systemen und Diensten sicherzustellen, ist gerade nicht das
Schutzgut selbst, sondern beschreibt den Ansatz bzw. die Mittel um die
Schutzgiiter zu sichern.

Der Risikobegriff aus der NIS2-RL nimmt hingegen nun mit den ,Verlus-
ten oder Storungen® ebenfalls direkt die Schutzgiiter in den Blick, wie sie
sich aus der Auslegung des Art. 23 Abs.3 NIS2-RL (§ 2 Nr. 11 RegE BSIG)
ergibt. Die IT-Sicherheit wird hier v.a. durch den Sicherheitsvorfall (Art. 6
Nr. 6 NIS2-RL; §2 Nr.40 RegE BSIG®") beschrieben, mit dem wie bei
der DSGVO verdeutlicht wird, dass die Schutzziele der IT-Sicherheit nur
den Zwischenschritt darstellen, durch den die Risiken auf die Schutzgiiter
wirken. Auflerdem ist nun auch in der NIS2-RL von einem naturalistischen
Risikobegriff auszugehen.

Damit sind die Risikobegriffe von NIS2-RL und DSGVO nun weitgehend
kohdrent, beide beziehen sich insoweit auf die Schutzgiiter. Anzumerken
ist allerdings, dass die Pflichtennorm des Art.21 Abs.1 NIS2-RL durch die
Novellierung offensichtlich nicht an die neue Risikodefinition angepasst
wurde - sie spricht weiter von Mafinahmen zur Beherrschung der ,,Risiken
fiir die Sicherheit der Netz- und Informationssysteme. Auch der umsetzen-
de §30 Abs.1 S.1 RegE BSIG hilt nicht nur unverstindlicherweise an der
Bezeichnung der Vermeidung von ,Stérungen® anstelle der Beherrschung
von ,Risiken® fest, sondern bezieht auch diese Storungen nur auf die IT-Si-
cherheit im Sinne der Schutzziele und Schutzobjekte und nicht auf die
eigentlichen Schutzgiiter.

919 Anders als die NIS2-RL lautet die Definition im BSIG: ,ein Ereignis, das die Verfiig-
barkeit, Integritdt oder Vertraulichkeit gespeicherter, iibermittelter oder verarbeite-
ter Daten oder der Dienste, die liber informationstechnische Systeme, Komponenten
und Prozesse angeboten werden oder zugénglich sind, beeintrichtigt; Abweichung
durch den Autor hervorgehoben; dazu sogleich.
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Daneben verfolgte die NIS-RL keinen naturalistischen Ansatz wie in
der DSGVO. Wihrend bei letzterem alle Risiken unabhingig von ihrer
epistemischen Komponente erfasst werden, handelte es sich nach der NIS-
RL nur dann um ein Risiko, wenn dessen Umstande oder damit verbun-
denen Ereignisse ,mit verniinftigem Aufwand® feststellbar waren. Damit
wurde hier eine entscheidungstheoretische Differenzierung zwischen Risi-
ko und Ungewissheit ermdglicht, wobei letztere sich gerade nicht vorab
als Risiko feststellen ldsst.”2% Dieses Element ist allerdings mit der NIS2-
RL entfallen, so dass auch hier nun Koharenz zwischen DSGVO und NIS2-
RL besteht.

b. Folgen fiir die Resilienz

Die Ungewissheit und damit auch die Resilienz wiren nach der NIS-
RL nicht Teil des Risikos und der Risikomethodik gewesen, sondern die
Resilienz hitte mit ihrer Ausrichtung gerade auf ungewisse, nicht mit
verniinftigem Aufwand feststellbare Umstinde und Ereignisse parallel ne-
ben diesen gestanden. Folglich hitte auch kein Konflikt zwischen Risiko
und Resilienz existiert, vielmehr hatte die Resilienz koharent zur Entschei-
dungstheorie die auch nach der Legaldefinition von dem Risiko (Entschei-
den unter Unsicherheit) zu unterscheidende Ungewissheit adressiert, was
insoweit positiv zu bewerten gewesen wire. Auf der Kehrseite der alten
Rechtslage steht, dass nach der Definition der NIS-RL nicht das Risiko,
sondern im Ergebnis nur die Resilienz direkt auf die Schutzgiiter bezogen
gewesen ware.

Hingegen hat sich die Lage unter der NIS2-RL grundlegend gewandelt:
Durch den Wegfall der Beschriankung auf den verniinftigen Aufwand und
die Neuausrichtung des Bezugspunkts auf die Schutzgiiter ist der Risikobe-
griff der NIS2-RL nun zunéchst inhaltlich deutlich ndher an jenen der
DSGVO herangeriickt. Diese stirkere Einheitlichkeit erleichtert zundchst
die Ubertragung der Resilienz. Auf der anderen Seite folgt nun aber
auch der Risikobegriff der NIS2-RL (entgegen der Entscheidungstheorie)
einem naturalistischen Verstindnis, welches auch die Ungewissheit und
damit auch den Ansatzpunkt fiir die Resilienz zwangslaufig mitbeinhalten
muss. Eine wie oben dargestellte klare Trennung zwischen Risiko und Un-
gewissheit bzw. Resilienz ist somit nicht mehr moglich. Die Verschiebung

920 Siehe hierzu S. 171, Fn. 474.
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des Bezugspunkts der Risikodefinition in der NIS2-RL (entsprechend der
DSGVO) auf die Schutzgiiter ist hingegen uneingeschrinkt positiv zu be-
werten. Folglich haben Resilienz und Risiko nun auch in der NIS2-RL den-
selben Bezugspunkt.

2. Methodik, einschliellich Angemessenheit

Weder die DSGVO noch der RegE BSIG geben ein gesetzliches Risikoma-
nagement vor.”?! In der jeweiligen privaten Normung, auf die zT. in der
Literatur bzw. von EDBP verwiesen wird finden sich trotz grundsatzlich
tibereinstimmenden Aufbaus (Risikoidentifikation, -analyse und -bewer-
tung; Iteration) Unterschiede.

Die ISO/IEC 27005 ist im Vergleich zur ISO/IEC 29134 in hoherem
Mafle auf privates Risikomanagement von Unternehmen zugeschnitten.
Sie nimmt die Risikobewertung anhand von Risikokriterien vor, die nach
der individuellen Risikobereitschaft festzusetzen sind. Dies ist jedoch fiir
die Erfiillung des gesetzlichen Normauftrags ungeeignet. Insofern wird die
Angemessenheit in der ISO/IEC 27005 unzutreffend konkretisiert, es muss
wie bei ISO/IEC 29134 eine auf rechtliche Angemessenheit zielende Kosten-
Nutzen-Abwigung bei der Mafinahmenwahl vorgenommen werden. Da in
beiden Fillen somit nur ein (dann bereinstimmender) methodischer An-
satz der Risikoangemessenheit besteht, existiert umgekehrt sowohl im RegE
BSIG als auch in der DSGVO kein Ankniipfungspunkt fiir die Resilienz im
Sinne einer abstrakten Angemessenheit.

Schliefflich ist noch hervorzuheben, dass die ISO/IEC 27005 anders
als die ISO/IEC 29134 bei der Risikoanalyse (und Risikoidentifikation)
die verbleibende Ungewissheit (bekanntes Nicht-Wissen) anspricht, was
zwar noch keinen klaren methodischen Ansatzpunkt fiir die Resilienz, aber
zumindest doch einen starken Hinweis schaftt.

V. Zusammenfassung

Insgesamt erweist sich der Rechtsrahmen des IT-Sicherheitsrechts trotz
einiger Hiirden fiir die Ubertragung und Einfiihrung des Resilienzbegriffs,

921 Fir ein solches mit einem Vorschlag bereits: Werner/Brinker/Raabe, CR 2022, 817
(817 ff.).
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wie er bereits im Rahmen der Auslegung nach Art. 32 Abs.1litb) DSGVO
definiert wurde, als geeignet, da entweder keine Unterschiede bestehen
oder diese aber der Implementierung der Resilienz nicht entgegenstehen.

Die grofiten Unterschiede zwischen DSGVO und NIS2-RL bzw. RegE

BSIG bestehen hinsichtlich folgender Aspekte:

Die Definitionen von Daten- und IT-Sicherheit unterscheiden sich zu-
néchst va. in der Authentizitit als weiterem Schutzziel des IT-Sicher-
heitsrechts (in der NIS2-RL) und den abweichenden Schutzobjekten
(DSGVO: personenbezogene Daten, Systeme und Dienste; RegE BSIG/
NIS2-RL: Daten und Dienste).

Die Datensicherheit nach Art.32 DSGVO ist (jenseits personalisierter
Dienste) teleologisch starker auf die Vertraulichkeit personenbezogener
Daten und die IT-Sicherheit im RegE BSIG starker auf die Verfiigbar-
keit und Integritit von Diensten (IT-Dienste und digitale Dienstleistun-
gen) gerichtet. Diese Ausrichtung wirkt sich ebenso wie das zusitzliche
Schutzziel der Authentizitdt pragend auf die Schutzrichtung der Resilienz
aus.

Das Systern ist im RegE BSIG nicht wie in der DSGVO auch ein Schutz-
objekt, sondern nur der Mafinahmentrager. Dadurch wurde zumindest
hinsichtlich der Integritit des Systems auch eine mdgliche Schutzliicke
identifiziert. Fiir die Resilienz fithrt das abweichende Systemverstindnis
aber im Vergleich zur DSGVO zu mehr Kohirenz, da die Resilienz
dadurch nicht als funktionale Anforderung ,neben” den kategorisch an-
dersartigen Schutzzielen (Sollzustinde) am System ansetzen miisste.

Der RegE BSIG differenziert neben dem ,System” auch noch zwischen
~Komponenten“ und , Prozessen®. Diese Differenzierung ist fiir die Resi-
lienz besonders wichtig, da sie als Anforderung insbesondere auch den
ungewissen Ausfall oder die Beeintrachtigung einzelner Komponenten
und Prozesse im System adressieren kann.

Der Systembegriff im IT-Sicherheitsrecht ist eindeutig technischer Na-
tur; aufgrund der Definitionen v.a. in Art. 6 Nr.1 NIS2-RL ist es anders
als in der DSGVO hier kaum mehr moglich durch Auslegung ein sozio-
technisches Verstindnis zu ermitteln. Fiir die Resilienz als Eigenschaft
soziotechnischer Systeme ist somit zumindest auch ein anderer Ankniip-
fungspunkt, der auch die soziale Komponente (also das IT-Personal) mit
einbezieht, erforderlich.

Keine oder zumindest deutlich weniger gewichtige Unterschiede konnten
im Ubrigen bei den folgenden Aspekten festgestellt werden:
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- Bei dem Verstdndnis von Daten bzw. Informationen gibt es abgesehen
vom Erfordernis des Personenbezugs bei der DSGVO im Ergebnis keine
Unterschiede.

- Hinsichtlich der Risikodefinition wurden urspriinglich bestehende Un-
terschiede zwischen der DSGVO und der NIS-RL mit der NIS2-RL weit-
gehend beseitigt. Allerdings stellen die zugehorigen Pflichtennormen
weiterhin auf die Risiken fiir die IT-Sicherheit und nicht (wie zutreffend
in der DSGVO) auf die Risiken fiir die rechtlich relevanten Schutzgiiter
ab.

- Das Risikomanagement ist in beiden Féllen nicht klar gesetzlich vorgege-
ben. Die ISO/IEC 27005 ist in ihrer grundlegenden Struktur (Identifika-
tion, Analyse, Bewertung, Behandlung, Iteration) dhnlich zu jener der
ISO/IEC 29134. Insbesondere bestehen keine rechtlich durchgreifenden
inhaltlichen Unterschiede beziiglich der im Rahmen der Risikobewer-
tung herzustellenden Risikoangemessenheit. In beiden Fillen ist hier
(anders als die ISO/IEC 27005 zundchst nahelegt) eine Kosten-Nutzen-
Abwigung vorzunehmen und fiir die Resilienz fehlt es insoweit an dem
methodischen Ansatz einer abstrakten Angemessenheit. Schliefilich ist
aber bemerkenswert, dass die ISO/IEC 27005 auf die Ungewissheit bei
der Risikoanalyse (bekanntes Nicht-Wissen) hinweist.

D. Ubertragung der Resilienz in den RegE BSIG

Im vorangegangenen Abschnitt konnte dargestellt werden, dass der Rechts-
rahmen des IT-Sicherheitsrechts auch fiir die Resilienz geeignet ist.

Jenseits dieser rechtssystematischen Méglichkeit der Ubertragung wird
nun noch konkretisierend untersucht, ob und inwieweit bereits funktionale
Elemente der Resilienz im IT-Sicherheitsrecht bestehen (I.) und welche
teleologischen Griinde fiir die Einfithrung der Resilienz im IT-Sicherheits-
recht sprechen (IL.).

I. Bestehende, funktionale Resilienz-Elemente
In verschiedenen Regelungen des IT-Sicherheitsrechts ist die Resilienz bzw.
sind einzelne Bestandteile derselben bereits funktional angelegt.

Die NIS-RL enthielt bereits in EG 46 unter dem Oberbegriff ,Risiko-
management” die Elemente , Aufdeckung und Bewiltigung von Sicherheits-
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vorfillen sowie [die] Minderung ihrer Folgen.“ Bei den Sicherheitsvorfallen
kann es sich insbesondere um ungewisse Ereignisse handeln, die deshalb
eintreten, weil sie sich nicht vorher antizipieren und durch risikobezogene
Mafinahmen ausschlieflen lassen. Damit weist dieser Umgang mit Sicher-
heitsvorféllen im Sinne der Erkennung derselben bzw. der folgenmindern-
den Anpassung an solche bereits auf die Resilienz hin.

Auch nach der neuen Rechtslage sollen nach dem auch fiir digitale
Dienste relevanten § 30 Abs 1, Abs. 2 Nr. 2 RegE BSIG®?2 Sicherheitsvorfille
bewiltigt und insbesondere deren Auswirkung auf die eigenen Dienste
oder Dienste von Dritten so gering wie moglich gehalten werden. Nach
Art. 6 Nr.8 NIS2-RL gehoren zur ,Bewiltigung von Sicherheitsvorfallen®
alle Mafinahmen und Verfahren zur ,Verhtitung“?* sowie im Sinne der Res-
ilienz zur ,Erkennung, Analyse und Eindimmung von Sicherheitsvorféllen
oder die Reaktion darauf und die Erholung davon“®*

Zusatzlich werden in §30 Abs.2 Nr.3 RegE BSIG®? als Mafinahmen
auflerdem auch die , Aufrechterhaltung des Betriebs, wie Backup-Manage-
ment und Wiederherstellung nach einem Notfall, und Krisenmanagement,’
gefordert. Die Aufrechterhaltung des Betriebs kann v.a. durch Anpassung
erreicht werden. Die ,Wiederherstellung nach einem Notfall“ betrifft (aller-
dings ohne den Aspekt der lernenden Verbesserung) erneut die Phase der
Erholung.

Von Betreibern kritischer Anlagen wird nach §31 Abs.2 RegE BSIG
zusitzlich zu den Anforderungen nach §30 Abs.1 RegE BSIG auch der
Betrieb von Angriffserkennungssystemen verlangt. Mithilfe dieser sollen

922 Art. 21 Abs. 1, Abs. 2 lit b) NIS2-RL.

923 Der Aspekt der Verhiitung passt allerdings nicht zur Resilienz und ist hier auch
innersystematisch wenig tiberzeugend, da ein infolge einer erfolgreichen Verhiitung
gar nicht eingetretener Sicherheitsvorfall auch nicht ,bewaltigt“ werden muss.

924 Die Definition der NIS2-RL wird nach dem RegE BSIG nicht explizit in nationales
Recht umgesetzt, so dass eine richtlinienkonforme Auslegung erforderlich wire.
Dagegen ist in § 8¢ Abs. 2 S. 2 Nr. 2 BSIG in Umsetzung des Art. 14 Abs. 1lit b) iV.m.
Art.4 Nr.8 NIS-RL noch unmittelbar festgelegt, dass Anbieter digitaler Dienste
bei der Gewihrleistung eines risikoangemessenen Sicherheitsniveaus den Aspekten
»der Erkennung, Analyse und Eindimmung von Sicherheitsvorfillen Rechnung
tragen miissen. Dies wurde auch in Art.2 Abs.2 der DVO 2018/151 konkretisiert,
wonach u.a. Prozesse zur Erkennung ungewdhnlicher Ereignisse eingerichtet wer-
den miissen, Reaktionen nach festgelegten Verfahren vorgesehen und schliefilich
eine nachgelagerte Vorfallsanalyse durchgefiihrt werden soll, um einen ,kontinuier-
lichen Verbesserungsprozess [zu] fordern®

925 Art. 21 Abs. 2 lit ¢) NIS2-RL.
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durch tradierte als auch KI-gestiitzte Muster- und Anomalieerkennung
sowie (andere) heuristische Methoden Angriffe friihzeitig detektiert wer-
den.??6 Auch insoweit besteht somit ein Ansatz zur Erkennung von Ereig-
nissen.

Weiterhin ist der untergesetzliche Leitfaden zum Schutz kritischer Infra-
strukturen®”’ zu nennen. Dort wird die Einfithrung eines Krisenmanage-
ments gefordert, um fiir den Fall, dass es trotz vorbeugender (risikobezoge-
ner) Mafinahmen zu einer Krise kommt, ,moglichst ohne Zeitverzogerung
addquat auf eine Situation reagieren zu konnen. Hierdurch kénnen die Aus-
wirkungen einer Krise reduziert und die Zeitspanne zur Wiederherstellung
des Normalzustandes verkiirzt werden.?¢ Damit werden insbesondere die
Elemente der Anpassung an ein schiadigendes Ereignis um Folgen/Auswir-
kungen zu minimieren und der Wiederherstellung nach einem solchen
Ereignis aufgenommen.

Ausdriickliche Nennungen der Resilienz im IT-Sicherheitsrecht wurden
bereits in der Wortlautauslegung berticksichtigt® und sollen deshalb hier
nur kurz wiedergegeben werden:

Mit der Entwicklung der ,EU’s Cybersecurity Strategy for the Digital De-
cade*?% wurde der Begriff der Resilienz deutlich prominenter platziert, was
z.T. auch in der NIS2-RL und in der RKE-RL bzw. dem RefE KritisDachG
fortwirkt. In der genannten EU-Cybersicherheitsstrategie heifit es zundchst:
~Cybersicherheit ist daher eine wesentliche Voraussetzung fiir den Aufbau
eines resilienten, griinen und digitalen Europas®?' und zeigt erneut den
Schlagwortcharakter dieses Begriffs in der Politik und am Ende auch im
IT-Sicherheitsrecht. Auch die NIS2-RL spricht in EG 2 davon, dass seit In-

926 S. Ritter, in: Kipker/Reusch/Ritter, Recht der Informationssicherheit 2023, § 8a
BSIG, Rn 23f; BT-Drs. 18/4096, S.25; weitergehend im Sinne der Resilienz, dass
mit Angriffserkennungssystemen Angriffe ,erkannt und verhindert werden, sowie
entstandene Schiden durch (automatische) Beseitigungsmafinahmen mitigiert wer-
den® sollen: Kohpeif$/Schaller, CR 2024, 22 (22).

927 BMI, Schutz Kritischer Infrastrukturen - Risiko- und Krisenmanagement, Mai 2011.

928 BMI, Schutz Kritischer Infrastrukturen - Risiko- und Krisenmanagement, Mai 2011,
S.6.

929 Siehe S. 145ff.

930 EU-Kommission, JOIN(2020) 18 final, The EU's Cybersecurity Strategy for the
Digital Decade, 16.12.2020.

931 en: Cybersecurity is therefore essential for building a resilient, green and digital Eu-
rope; weiterhin sollen demnach auch Lieferketten vernetzter Gerite und Infrastruk-
turen resilient sein: EU-Kommission, JOIN(2020) 18 final, The EU's Cybersecurity
Strategy for the Digital Decade, 16.12.2020, S.1, 5.

315

https://dol.org/10.5771/9783748047523 - am 18.01.2026, 23:05:42.



https://doi.org/10.5771/9783748947523
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

krafttreten der NIS-RL ,,erhebliche Fortschritte bei der Starkung der Cyber-
resilienz der Union erzielt worden® seien. Weiterhin enthalt § 2 Nr. 5 RefE
Kritis-DachG eine Resilienzdefinition, die aber wie bereits beschrieben???
zwar auch Resilienzelemente (Anpassung: Reaktion auf Vorfille, Begren-
zung der Folgen eines Vorfalls; Erholung von einem Vorfall) enthalt, aber
dariiber hinaus v.a. tradierte, risikobasierte Sicherheitsaspekte umschreibt.
Insgesamt bildet die Resilienz hier eher als {ibergreifender Ausdruck physi-
scher Sicherheitsgewdhrleistung das Gegenstiick zur IT-Sicherheit. Ganz
dhnlich verhalt es sich mit der ,digitalen operationalen Resilienz® nach der
DORA die wie ebenfalls bereits dargestellt®®* inhaltlich zu weit gefasst ist,
aber ebenfalls auch wesentliche Resilienzelemente (Erkennung, Reaktion
und Wiederherstellung sowie das Lernen aus Vorfallen) umfasst.

Insgesamt finden sich damit im RegE BSIG sowie der NIS2-RL selbst als
auch in verwandten Rechtsakten sowie untergesetzlichen Konkretisierun-
gen bereits einige Elemente, die hinreichend konkret zumindest Teilaspekte
der Resilienz abdecken und somit eine Implementierung der Resilienz als
Oberbegriff fiir diese Teilaspekte nahelegen.

I1. Teleologische Griinde

Teleologisch ist davon auszugehen, dass sich das IT-Sicherheitsrecht mit
Blick auf neue Ungewissheitssituationen dhnlichen Herausforderungen aus-
gesetzt sieht wie das Datensicherheitsrecht. Dies betriftt insbesondere den
Wandel von geschlossenen zu offenen Systemen, bei denen Ereignisse nicht
mehr antizipiert werden kénnen, mithin ungewiss sind.”** Auch die stei-
gende Komplexitit der informationstechnischen Systeme sowie die zuneh-
mende Integration von KI-Anwendungen schaffen parallel neue Ungewiss-
heitssituationen.

Diese werden aber bislang auch im IT-Sicherheitsrecht nicht hinrei-
chend erfasst. Zwar existieren bereits funktionale Resilienzelemente (An-
griffserkennung, Bewiltigung von und Erholung nach Sicherheitsvorfillen)
und auch in der ISO/IEC 27005 finden sich stirkere Ansitze fiir die Beach-
tung der Ungewissheit. Aber die Resilienz als iibergeordnete funktionale
Anforderung an soziotechnische Systeme zur Adressierung von Ungewiss-

932 Siehe S. 148,152 1.
933 Siehe S. 149, 152 f.
934 So bereits zuvor, S. 209.
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heit ist trotz dieser Ansdtze nach wie vor rechtlich nicht vorgegeben und
das Fehlen dieser Anforderung vermag insofern eine Liicke in der rechtlich
geforderten und damit auch der faktischen Sicherheitsgewdhrleistung zu
eréffnen.

II1. Gesamtergebnis

Das IT-Sicherheitsrecht enthalt bereits eine grofle Anzahl an Ansatzpunk-
ten, die auf die Resilienz hinweisen. Auch teleologisch liegen zur DSGVO
parallele Ungewissheitssituationen vor, fiir die die Resilienz eine Antwort
geben kann.

Nach einer intensiven Beschreibung der gesetzlichen IT-Sicherheitsvor-
gaben (B.) konnte im voranstehenden Abschnitt C.°* auflerdem gezeigt
werden, dass hier keine derart gravierenden Unterschiede zum Datensi-
cherheitsrecht bestehen, die einer Implementierung der Resilienz im Wege
stehen wiirden. Als Gesamtergebnis sprechen daher viele rechtliche Argu-
mente fiir die Ubertragung der Resilienz in das IT-Sicherheitsrecht, hier in
Gestalt des § 30 Abs. 1 RegE BSIG.

Die Resilienz ist somit auch hier als die Fahigkeit eines soziotechnischen
Systems zu verstehen, wofiir es jedoch noch an einem entsprechenden
rechtlichen Ankniipfungspunkt fehlt. Die ungewissen Ereignisse sind ent-
sprechend der (von der Datensicherheit abweichenden) Definition der IT-
Sicherheit (Art 6 Nr.2 NIS2-RL) mit Blick auf Daten sowie insbesondere
auf die Dienste zu bewdltigen. Bei den Diensten ist insoweit wie beschrie-
ben zwischen den IT-Diensten und ggf. der erbrachten digitalen Dienstleis-
tung zu unterscheiden, auf die sich die Resilienz beziehen kann.

Beziiglich der Inhalte der Resilienz, unmittelbar bevorstehende oder be-
reits eingetretene ungewisse Ereignisse zu erkennen und sich an diese anzu-
passen sowie sich unter lernender Verbesserung davon zu erholen, kann die
zu Art. 32 Abs. 1 lit b) DSGVO entwickelte Definition uneingeschrankt An-
wendung finden. Die gleichwohl zT. abweichende Umsetzung der Resilienz
im IT-Sicherheitsrecht soll nun noch einmal anhand der personalisierten
Dienste fiir das IT-Sicherheitsrecht demonstriert werden.

935 Siehe hier die Zusammenfassung, S. 3111.
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4. Kapitel: Ubertragung in das IT-Sicherheitsrecht

E. Demonstration anhand des Szenarios

Der fiir den RegE BSIG relevante Angriffsvektor liegt hier nicht in der
singuldren, sondern in der pluralen Informationsmanipulation des perso-
nalisierten Dienstes, d.h. durch viele ibernommene oder kiinstlich erzeugte
Accounts wird ein (ML-gestiitztes)?* Empfehlungssystem® angegriffen,
um das Lernwissen, also das abstrakte Wissen tiber Praferenzen und deren
Zusammenhinge, zu verdndern. Damit konnen beispielsweise bestimmte
einseitige oder unwahre Inhalte in sozialen Netzwerken stirker empfoh-
len®38 und so die 6ffentliche Meinungsbildung beeintrachtigt werden.*

I. Ungewissheit

Beziiglich der Ungewissheit liegt wie im fiir die DSGVO demonstrierten
Angriftsvektor ein Fall des bekannten Nicht-Wissens in einem offenen Sys-
tem vor. Allerdings besteht die Ungewissheit hier nicht nur beziiglich der
Manipulationsfreiheit der Daten in einem spezifisch einer Person zugeord-

936 Es ist zum Zeitpunkt dieser Untersuchung unklar, wie das Verhiltnis der kommen-
den KI-VO zur NIS2-RL und dem BSIG ist. Jedenfalls fiir den Bereich der digitalen
Dienste diirfte hier keine Kollision bestehen, da die hierfiir eingesetzten KI-Syste-
me keine Hoch-Risiko-KI-Systeme i.S.d. Anhang III der KI-VO-E sein diirften.
Insbesondere fallen sie nicht unter den Begriff ,kritische Infrastruktur, da dies
nur auf wesentliche Einrichtungen im Sinne der NIS2-RL verweist; digitale Dienste
sind hingegen nun wichtige Einrichtungen, Art.3 Abs.2 iV.m. Anhang II, Ziff. 6,
NIS2-RL.

937 Zu Vergiftungsangriffen auf regelbasierte Empfehlungssysteme (ohne ML) siehe
statt vieler: Chen et al., Trans Emerging Tel Tech 2021, AS-Nr. e3872.

938 Vgl. unter anderem zu YouTube und LinkedIn: G. Yang/Gong/Cai, in: Proceedings
2017 Network and Distributed System Security Symposium, Fake Co-visitation In-
jection Attacks to Recommender Systems, S. 10 ff.

939 Dariiber hinaus sind in digitalen Diensten auch andere Angriffe auf die 6ffentliche
Meinungsbildung moglich, die jedoch nicht wie in diesem Szenario auf die Perso-
nalisierungsfunktion gerichtet sind: Hierzu gehoren insbesondere die grofiflachige
Verbreitung von Falschinformationen (,Fake News®) in sozialen Netzwerken, siche
Milker, ZUM 2017, 216 (216f.); zum Wahlkampf in den USA 2016 auflerdem:
Badawy/Ferrara/Lerman, in: 2018 IEEE/ACM International Conference on Ad-
vances in Social Networks Analysis and Mining (ASONAM), Analyzing the Digital
Traces of Political Manipulation: The 2016 Russian Interference Twitter Campaign,
258 (2581, 264). Da auch hier sowohl von realen Menschen als auch von Bots
unerwiinschte Informationen eingebracht werden, kann somit die Resilienz auch
hier mit entsprechenden Gegenmafinahmen (Anomalieerkennung, CAPTCHAs,
Loschung) greifen.
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neten Account, sondern insbesondere auch hinsichtlich der Authentizitat
von vielen Accounts, die (moglicherweise) manipulierte Daten senden.
Weiterhin kann eine Ungewissheit dariiber bestehen, wie ggf. eingesetzte
ML-Systeme auf solche Angriffe reagieren.

II. Resilienzmafinahmen

Um den genannten Angriffen zu begegnen, kommen somit zum Teil auch
andere Mafinahmen in Betracht als fiir den nach der DSGVO relevanten
Angriffsvektor der singuldren Informationsmanipulation. Wie bereits im
entsprechenden Abschnitt zur DSGVO sind die aufgezahlten Mafinahmen
nur exemplarischer Natur.

1. Ereigniserkennung

Der Eintritt bzw. das unmittelbare Bevorstehen des ungewissen Ereignisses
muss zundchst erkannt werden. Hierfiir kann insbesondere wieder eine
Anomalieerkennung eingesetzt werden, z.B. eine statistische Anomalieer-
kennung an den Elementen (also etwa starke Ausschlage bei den positiven
oder negativen Bewertungen an einem Produkt auf einem Online-Markt-
platz).>40

Auch konnen bestimmte Attribute in den Accounts oder Profilen der
Nutzer:innen auf ein Angriffsverhalten hindeuten; diese Attribute kénnen
zuvor (ggf. in einer vorangegangen Erholungsphase) mit einem tiberwach-
ten Klassifizierungsverfahren aus den Accounts bzw. den Profilen von
nachweislich feindlich agierenden Nutzer:innen abgeleitet werden.?*!

Auch kénnen menschliche Expert:innen hinzugezogen werden, um zu
priifen ob sich sowohl die Ergebnisse der Erkennungssysteme®#? als auch

940 Gunes et al., AIR 2014, 767 (7791L.); G. Yang/Gong/Cai, in: Proceedings 2017 Net-
work and Distributed System Security Symposium, Fake Co-visitation Injection
Attacks to Recommender Systems, S. 13.

941 Vgl. Gunes et al., AIR 2014, 767 (779); Burke et al., in: Proceedings of the 12th ACM
SIGKDD, Classification features for attack detection in collaborative recommender
systems, 542 (542 ff.).

942 Biggio/Roli, Pattern Recognition, Vol. 84 (2018), 317 (327).
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die Ergebnisse der eigentlichen personalisierten Dienste (digitale Dienst-
leistung) noch im gewiinschten Rahmen bewegen.?*?

2. Anpassungsfahigkeit

Um den erkannten oder ggf. zumindest vermuteten Angriff zu unterbinden,
konnen (wie bereits bei der singuldren Informationsmanipulation) CAPT-
CHAs eingesetzt werden, um zumindest nicht-menschliche Angreifer mit
einer gewissen Sicherheit auszuschlieflen.?** Dabei gilt: je stirker die Ano-
malien ausfallen, desto eher ist von einem Angriff auszugehen und desto
eher sollten folglich solche Zugangserschwernisse eingesetzt werden.

Beziiglich der bereits eingegangenen, manipulierten Daten gilt: Werden
Empfehlungssysteme ohne ML eingesetzt, sind die als manipuliert erkann-
ten Daten zu deaktivieren und somit ihre Wirkung auszuschlieflen. Beim
Einsatz von ML gilt entsprechend, dass diese zum weiteren Training zu
nutzenden Daten vorher von den als ,Vergiftungsangriffe erkannten Ano-
malien bereinigt werden miissen.?*

Um auch auf Fille der Nicht-Erkennung reagieren zu kénnen, konnen
z.B. mehrere unterschiedliche ML-Systeme parallel verwendet werden: So-
fern diese divers sind, d.h. in ihren Lernalgorithmen variieren oder mit
unterschiedlichen Trainingsdaten trainiert wurden, werden sie bei einem
Angriff zu unterschiedlichen Ergebnissen kommen bzw. der Angrift wirkt
sich in den unterschiedlichen Modellen weniger stark auf die Ergebnisse
aus.**® Somit kann als Anpassung im Ereignisfall (welcher etwa durch
unerwartete Abweichungen der Ergebnisse festgestellt werden kann) nach
dem Mehrheitsprinzip fiir die hdufigere Ergebnisvariation entschieden und

943 Damit konnten im Ubrigen auch weitere (nicht manipulationsbedingte) Ereignisse
festgestellt werden, z.B. Abweichungen in Folge eines mit ungenauen Daten trainier-
ten ML-System

944 Siehe S. 218, Fn. 630.

945 Man spricht in diesem Zusammenhang auch vom Kuratieren der Trainingsdaten:
Dies umfasst neben der hier angesprochenen Bereinigung von Anomalien auch
andere wichtige Schritte wie die Priifung der Datenqualitit, der Integration von ver-
schiedenen Datensétzen oder auch der Beschriftung von Daten, Heinemeyer/Her-
pig, in: Ebers/Steinrétter, Kiinstliche Intelligenz und smarte Robotik im IT-Sicher-
heitsrecht, 65 (73 1.).

946 Vgl. Machida, in: IEEE 24th Pacific Rim International Symposium on Dependable
Computing (PRDC), On the Diversity of Machine Learning Models for System
Reliability, 276 (276 £., 285), der diesen Ansatz zur Fehlerkorrektur einsetzt.
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so eine Auswirkung des Angriffs auf die finalen Entscheidungen des perso-
nalisierten Dienstes verhindert werden.?*”

3. Erholung

Sofern die Daten bereits fiir das weitere Training verwendet wurden miis-
sen die nun fehlerhaften ML-Systeme in einen manipulationsfreien Zustand
zuriickversetzt werden. Letzteres kann durch das Zuriicksetzen des Modells
in einen fritheren Zustand und ggf. ein erneutes Training mit sauberen
Trainingsdaten erreicht werden.

Langfristig muss das Wissen aus den Ereignissen genutzt werden, um
kiinftige Angriffe besser zu erkennen und insbesondere die ML-Systeme in
ihrer Angriffssicherheit gegeniiber solchen Manipulationen weiter zu ver-
bessern. Denkbar ist hier auch, dass die Gewichtung der genutzten Features
(Inhaltsinformationen) basierend auf zuriickliegenden Angriffen verdndert
werden,”8 so dass haufig oder leicht zu manipulierende Features kiinftig
weniger stark beriicksichtigt werden.

II1. Abstrakte Angemessenheit

Die abstrakte Angemessenheit ist fiir die Resilienz als besonderer Bestand-
teil der Methodik wie auch in der DSGVO erforderlich, da bislang nur auf
die Risikoangemessenheit abgestellt wird. Die abstrakte Angemessenheit
richtet sich auch hier nach der abstrakten Bedrohung der Schutzgiiter, d.h.
welches Gewicht diese Schutzgiiter aufweisen und welche Schiden an die-
sen drohen. Insoweit kann wie § 30 Abs.1 S.2 RegE BSIG bereits klarstellt

947 Auflerdem existieren sog. ,Resilience-by-Design“-Ansitze (dazu auch nochmal im
Ausblick, S. 335ff.), mit denen ML-Systeme so gestaltet werden kénnen, dass sie
allgemein weniger anfillig fiir manipulierte Daten sind und hieraus méglichst kein
falsches Sachwissen erzeugen: Jagielski et al., in: 2018 IEEE Symposium on Security
and Privacy (SP), Manipulating Machine Learning: Poisoning Attacks and Coun-
termeasures for Regression Learning, 19 (20 ff.). Da dies jedoch kein adaptives Ver-
halten nach Erkennung eines ungewissen Ereignisses, sondern eher eine klassische
Hértungsmafinahme darstellt, wird diese Mafinahme hier nicht unter die Resilienz
gefasst.

948 Vgl. Sreevallabh Chivukula et al., Adversarial Deep Learning in Cybersecurity,
S.50f.; Xue et al, IEEE Access, Vol. 8 (2020), 74720 (74733); Kolcz/Teo, Feature
weighting for improved classifier robustness, 2009, S. 1.
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zum einen auf die Grofie der Einrichtung und damit den Kreis der potenzi-
ell betroffenen Personen abgestellt werden. Weiterhin verlangt § 30 Abs.1
S.2 RegE BSIG die ,gesellschaftlichen und wirtschaftlichen Auswirkungen®
zu beriicksichtigen. Bei digitalen Diensten kénnte man exemplarisch wie
folgt differenzieren:%4°

Wihrend dies bei Online-Marktplatzen vor allem Wohlfahrtsverluste
und damit Beeintrachtigungen des Gemeinwohlziels Wirtschaftsforderung
durch Manipulationen umfasst (etwa durch Fake-Bewertungen), sind bei
der Online-Suchmaschine und den sozialen Netzwerken insbesondere Be-
eintrachtigungen der dffentlichen Meinungsbildung in die Bewertung ein-
zubeziehen. Gleichzeitig sind jeweils auch die entsprechenden Individual-
grundrechte (Berufsfreiheit bzw. unternehmerische Freiheit sowie Informa-
tions- und Meinungsauflerungsfreiheit) der moglicherweise groflen Anzahl
betroffener Personen zu beriicksichtigen.

Da es sich hierbei um &duflerst bedeutende Schutzgiiter handelt, die,
nicht zuletzt aufgrund der Monopolstellung der Online-Suchmaschinen
wie auch der sozialen Netzwerke, bei fehlender IT-Sicherheit durch eine
Manipulation dieser Dienste massiv beeintrachtigt werden, diirften auch
Resilienzmafinahmen noch im grofien Umfang angemessen sein.

949 Ausfiihrlich zu den Schutzgiitern bei digitalen Diensten bereits: S. 254 ff.
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5. Kapitel: Zusammenfassung und Implementierungsvorschlag

A. Zusammenfassung der Ergebnisse

Die in der Einleitung (1. Kapitel) aufgeworfene Forschungsfrage dieser Un-
tersuchung zielte zunéchst darauf zu ermitteln, was nach verstdndiger Aus-
legung unter der neuen Datensicherheitsanforderung Resilienz (deutscher
Wortlaut: Belastbarkeit) nach Art. 32 Abs.1 litb) DSGVO zu verstehen ist
(3. Kapitel). Weiterhin wurde untersucht, ob dieser Begriff mit seinen so
ermittelten Inhalten dariiber hinaus auch in das nahestehende IT-Sicher-
heitsrecht, hier in Gestalt des § 30 RegE BSIG {ibertragen werden konnte
(4. Kapitel), um auf diesem Weg zum einen den regulatorischen Mehrwert
der Resilienz auch im IT-Sicherheitsrecht zu nutzen und zum anderen
eine grofiere rechtliche Kohérenz zwischen den beiden Gesetzen zu ermog-
lichen.

Als exemplarisches Szenario fiir die Bedeutung der Resilienz wurden
personalisierte, digitale Dienste (Online-Suchmaschinen, Online-Markt-
platze, soziale Netzwerke) betrachtet, deren Anbieter gerade beiden ge-
nannten Gesetzen unterfallen. Technisch wurde auf eine Manipulation die-
ser Dienste durch das Einbringen falscher Informationen (z.B. tatsichlich
nicht durchgefiihrte Suchanfragen oder sonstiger Interaktionen mit dem
jeweiligen Dienst wie Postings oder Likes) abgestellt (2. Kapitel). Dabei
war zwischen zwei Manipulationsformen zu unterscheiden: Erstens die
fir das Datensicherheitsrecht relevante singuldre Informationsmanipulati-
on, d.h. der Manipulation eines einzelnen Persénlichkeitsprofils mit dem
Ziel, fiir eine individuelle, moglicherweise gesellschaftlich besonders wich-
tige Person falsche Empfehlungen zu erreichen. Und zweitens die fiir das
IT-Sicherheitsrecht relevante plurale Informationsmanipulation, d.h. die
grof3flichig, auch mit gefakten Accounts durchgefiithrte Manipulation per-
sonalisierter Dienste mit dem Ziel, diese in ihrem Empfehlungsverhalten
gegeniiber moglichst vielen Nutzer:innen zu beeinflussen.

Zum jeweiligen Abschluss der Kapitel 3 und 4 wurde dann auch anhand
eben dieses Szenarios die rechtspraktische Bedeutung der Resilienz zur
Beschreibung von MafSnahmen gegen diese Formen der Manipulation
sowohl aus der Perspektive des Daten- als auch des IT-Sicherheitsrechts
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demonstriert. Diese Untersuchung fithrte zu den nachfolgend dargestellten
Ergebnissen:

I. Resilienz in der DSGVO

Die Resilienz i.S.d. Art.32 Abs.1 litb) DSGVO wurde anhand der vier
klassischen Auslegungsmethoden am Ende definiert als die

Fihigkeit eines soziotechnischen Systems, unmittelbar bevorstehende oder
bereits eingetretene Ereignisse, die aufgrund von Ungewissheit nicht ver-
meidbar sind, zu erkennen und sich an diese anzupassen sowie sich unter
lernender Verbesserung schnellstmdéglich davon zu erholen.

Zunichst wurde die Auslegung nach dem Wortlaut®>® vorgenommen. Hier-
fir wurden mangels eines einheitlichen, gew6hnlichen Sprachgebrauchs
verschiedenste Fachdomanen untersucht, um hieraus in der Gesamtschau
ein Auslegungsverstindnis fiir die Resilienz in der Datensicherheit zu ent-
wickeln: Aus der IT-Sicherheit, dem Katastrophenschutz und dem Schutz
kritischer Infrastrukturen konnte zundchst abgeleitet werden, dass die Resi-
lienz sich auch in der Datensicherheit auf ein soziotechnisches System bezie-
hen muss. Die Psychologie lieferte dann inhaltlich eine erste Grundlage
mit seinem Verstdndnis der Resilienz als erfolgreiche Anpassung an bzw. der
Erholung von widrigen Ereignissen. Dabei soll sich die Resilienz gegeniiber
kiinftigen Ereignissen im Idealfall steigern, die Resilienz mithin verbessert
werden. Die technische Resilienz zeigte in Abgrenzung zur Okologie au-
Berdem auf, dass Resilienz eine (mdglichst schnelle) Riickkehr zu einem
bestimmten ,Normalzustand“ (Erholung) ermdglichen soll.”! Die Okologie
konnte statt dieser qualitativen Resilienz®>? aber den Aspekt der quantita-
tiven Resilienz einbringen, namlich Resilienz als Schwanken von Populati-
onsgrofien, was in der Resilienz der Datensicherheit als das Schwanken des

950 Beginnend auf S. 121; Synthese und Ergebnis: S. 153 ff.

951 Bei der Resilienz von Okosystemen bestehen hingegen keine vordefinierten Nor-
malzustidnde, vielmehr konnen sie um fortzubestehen verschiedene qualitative (und
quantitative) Zustdnde annehmen.

952 Qualitative Resilienz meint die Frage, welcher Zustand erhaltenswert ist. Dies ist
in anthropozentrischen Verstindnissen von Resilienz stets ein bestimmter, von
Menschen angestrebter Zustand; in der Okologie existiert ein solcher nicht, d.h.
die Resilienz von Okosystemen zielt nur darauf, dass das Okosystem in irgendeinem
Zustand fortbesteht und sich ggf. auch frei evolutionér verandert, ausfiihrlich dazu:
S. 153 ff.
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Dienstangebots umgesetzt werden kann: Im Rahmen der Anpassung soll
demnach ein Dienst (also die Funktionalitit eines Systems, z.B. die Online-
Suchmaschine) moglichst nicht vollstindig ausfallen, sondern besser seine
Leistung bei Eintritt eines Ereignisses nur graduell verringern (,schwan-
ken®). Die Informationstechnik und das IT-Sicherheitsrecht lieferten au-
erdem Hinweise auf die Notwendigkeit der vorgelagerten Erkennung eines
Ereignisses (z.B. durch sog. Angriffserkennungssysteme). Weiterhin harte-
ten diese informationstechnischen Fachdomidnen die Resilienzelemente
der Anpassungsfihigkeit und der Erholungsfahigkeit einschliefilich einer
aus zuriickliegenden Ereignissen lernenden Verbesserung (entsprechende
Beispiele folgen sogleich im Szenario). Die IT-Sicherheit zeigte auflerdem,
dass Resilienz gegen ungewisse Ereignisse wie z.B. neue bislang unbekannte
Angriffsformen gerichtet ist. Insgesamt lieferte die Wortlautauslegung somit
das Grundverstdndnis mit der Erkennung von ungewissen Ereignissen, die
(folgenmindernde) Anpassung an solche sowie die Erholung unter lernen-
der Verbesserung.

Die systematische Auslegung belegte zundchst die bisherige Feststellung
aus dem Wortlaut, dass sich Resilienz anders als das ihr systematisch gegen-
iberzustellende Risiko tatsdchlich auf ungewisse, d.h. im Gegensatz zum
Risiko nicht im Vorfeld in ihrer Eintrittswahrscheinlichkeit und Folgen-
schwere antizipierbare Ereignisse bezieht. Diese Ungewissheit konnte dabei
in drei Kategorien, namentlich das bekannte Nicht-Wissen, das unbekann-
te Wissen und das unbekannte Nicht-Wissen unterteilt werden.®>3 Das
bekannte Nicht-Wissen erfasst die Falle, bei denen die Risikoidentifikation-
und -analyse an ihre Grenzen kommt, z.B. weil offene Systeme vorliegen,
die nicht der umfassenden Kontrolle des Normadressaten unterliegen,®>*
komplexe Systeme nur vereinfacht modelliert werden kénnen oder KI als
nicht vollstandig erkldrbare Komponente (sog. Blackbox) eingesetzt wird.
Unbekanntes Wissen liegt z.B. bei Fehlkonfigurationen von IT-Systemen
vor, d.h. das richtige Wissen wire an sich (leicht) vorhanden, wird aber
(fahrldssig) nicht genutzt. Schliefllich bestehen aus Sicht des Normadressat-
en ganzlich ungewisse Ereignisse, teilweise auch ,Black Swans“ genannt,
d.h. solche zu denen er kein Wissen hat (Nicht-Wissen) und ihm dariiber

953 S.170ff.

954 Z.B. ein soziales Netzwerk, bei dem auch alle Endgerdte der Nutzer zu dem System
gehdren. Der Anbieter des sozialen Netzwerks kontrolliert aber insbesondere die
Sicherheit dieser Endgerite nicht, erhdlt aber gleichwohl von diesen Daten, die er
fiir die Erbringung seines Dienstes nutzt.
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hinaus noch nicht mal bekannt ist, dass hier Ereignisse drohen, zu de-
nen er kein Wissen hat (Unbekanntes Nicht-Wissen). Hierzu gehoren etwa
Schwachstellen in allgemein verwendeten Sicherheitsprotokollen, z.B. He-
artBleed in OpenSSL. Auf die Ungewissheit in all seinen Formen und die
damit verbundenen Ereignisse kann die Risikomethodik (auch Risikoma-
nagement) keine Antwort liefern und insofern zeigte sich, dass es sich bei
der Resilienz um eine Anforderung fiir den Umgang mit solchen ungewis-
sen Ereignissen handelt, dessen Implementierung das Risikomanagement
insoweit an seinen ,blinden Flecken® erganzt.>>

Umgekehrt deutete sich aus diesen Feststellungen bereits an, dass es sich,
wie im zweiten Abschnitt der systematischen Auslegung dargestellt, bei der
Resilienz nicht wie teilweise angenommen um ein weiteres Schutzziel oder
gar nur eine Unterauspragung des Schutzziels der Verfiigbarkeit handelt.”>¢
Die Schutzziele Verfiigbarkeit, Vertraulichkeit, Integritit (und Authentizitit)
beschreiben anzustrebende ,Sollzustinde® an Schutzobjekten wie Daten
oder Systemen. Als solche gruppieren sie aus einer Bedrohungssicht heraus
bestimmte Angriffe und entsprechende Gegenmafinahmen (z.B. ein Angriff
auf die Vertraulichkeit von Daten mit der Gegenmafinahme der Verschliis-
selung der Daten). Sie sind insofern Ausdruck eines durch Hértung der
Systeme sicherzustellenden Nicht-Eintritts von als Risiken antizipierten
Sicherheitsvorféllen. Die Resilienz ist hingegen eine {ibergeordnete, funk-
tionale Anforderung an soziotechnische Systeme, die wie beschrieben den
Umgang mit ungewissen Ereignissen betrifft, zu denen insbesondere auch
die mangels Antizipation gleichwohl eintretenden Sicherheitsvorfille zu
zahlen sind. Sie ist damit auch weder ein solcher Sollzustand (sondern
soll gerade eingreifen, wenn der Sollzustand nicht mehr vorliegt) noch ein
eigenstandiges Angriffsziel mit entsprechenden Gegenmafinahmen.

Schlief8lich bestitigte sich im dritten Abschnitt der systematischen Ausle-
gung mit Blick auf die Systeme und Dienste,”” auf die sich die Resilienz
nach Art. 32 Abs.1 litb) DSGVO bezieht, dass Systeme anders als bei den
nur informationstechnischen Schutzzielen fiir die Resilienz soziotechnisch
zu verstehen sind, was insoweit in der Auslegung der besagten Vorschrift
zu einem Auseinanderfallen des Systembegriffs (soziotechnisch fiir die Res-
ilienz; (nur) informationstechnisch fiir die Schutzziele) fithrt.”>® Der Dienst

955 Zur methodischen Integration sogleich unter B. Implementierungsvorschlag, S. 333.
956 S.187ft.

957 S.201ff.

958 Siehe auch hierzu sogleich unter B. Implementierungsvorschlag, S. 333.
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hingegen beschreibt das funktionale Angebot eines Systems (z.B. die Such-
maschine) und wird somit von der Resilienz als (weiterer) funktionaler
Anforderung an das System nicht unmittelbar betroffen. Er profitiert indes
in einer Schutzperspektive von der Resilienz, d.h. der Dienst ist resilient,
wenn das durch ihn erbrachte funktionale Angebot des Systems angesichts
ungewisser Ereignisse unbeeintrichtigt bleibt.

Aus der historischen Auslegung®® folgte schliefSlich, dass der Gesetzgeber
in der Novellierung des Datenschutzrechts durch die DSGVO mit der Resi-
lienz auf neue Sachphédnomene in der Datensicherheit reagieren wollte, fiir
die die bisherige Regelungsmethodik mit Risiken und Schutzzielen nicht
hinreichend war. Diese Sachphdnomene konnten dann in der teleologischen
Auslegung®® insbesondere mit den schon genannten, mit Ungewissheit
behafteten Entwicklungen der offenen Systemarchitektur, der gleichzeitig
steigenden Komplexitat der Systeme und dem zunehmenden Einsatz von
KI umschrieben werden.

Anhand des Beispiels der singuldren Informationsmanipulation bei per-
sonalisierten Diensten konnte die Bedeutung der Resilienz in der Datensi-
cherheit auch rechtspraktisch demonstriert werden,’®! um die Schutzgiiter
der DSGVO zu sichern. Dies betrifft etwa das Datenschutzgrundrecht sowie
die Informationsfreiheit des Betroffenen, die gegeniiber der Manipulation
ihrer Profile und infolgedessen auch der Dienstentscheidungen, z.B. in
Form von falschen Empfehlungen von (einseitigen oder wahrheitswidri-
gen) Informationen in sozialen Netzwerken oder in Online-Suchmaschi-
nen, gesichert werden miissen.

Die Ungewissheit (in der Kategorie des bekannten Nicht-Wissens) be-
steht hier darin, dass der Dienstanbieter nicht sicher weif8 und auch nicht
wissen kann, ob die Daten, die er von seinen (vermeintlichen) Nutzer:in-
nen bekommt, manipuliert sind; insbesondere weil er die IT-Sicherheit
der Endgerite (z.B. Smartphones) dieser Nutzer:innen (in diesem ,offenen
System®) nicht kennt. Um mit dieser Ungewissheit umzugehen, ist eine
hinreichende Resilienz durch technische und organisatorische Mafinahmen
sicherzustellen. Dies umfasst zundchst die Erkennung des Ereignisses, hier
in Form der manipulierten Informationen z.B. durch eine Analyse des
Nutzerverhaltens oder der Ergebnisse auf ungewdhnliche Ausschlage (Ano-
malien oder auch Plausibilititspriifungen); in Zweifelsfallen kann auch

959 S.205ff.
960 S.208ff.
961 S.215ff.
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ein entsprechendes Nutzer-Feedback eingeholt werden. Im Rahmen der
Anpassung, bei der allgemein gesprochen die Auswirkungen des erkannten
Ereignisses moglichst gering gehalten werden sollen, muss der manipulierte
Datenfluss unterbunden (z.B. durch CAPTCHAs, mit denen gepriift wird,
ob die eingehenden Daten von einem Menschen oder einem Programm
erzeugt werden) und mit den bereits eingegangen, ggf. manipulierten Da-
ten umgegangen werden. Bestehen noch Zweifel am Vorliegen einer Mani-
pulation (etwa bei ausbleibendem Feedback des/der Nutzer:in) kénnen
die Daten zwar weiter genutzt werden, die dadurch eintretenden Verin-
derungen miissen aber in jedem Fall reversibel gehalten werden. In der
Phase der Erholung, d.h. der Wiederherstellung des Normalzustandes, sind
dann ebendiese ggf. manipulativen Verdnderungen am Personlichkeitspro-
fil wieder zu korrigieren. Die Resilienzmafinahmen sollten im Rahmen der
Erholung auflerdem soweit moglich aus den entsprechenden Erfahrungen
heraus verbessert werden.?®?

Die genannten Mafinahmen miissen dabei abstrakt angemessen®®? sein,
d.h. sie miissen in ihrem Aufwand gegeniiber der abstrakten (aufgrund der
Ungewissheit nicht der risikobezogenen) Bedrohung der oben genannten
Schutzgiiter durch die Verarbeitung verhéltnismaflig sein. Hierbei kommt
es insbesondere auf die generelle Sensibilitdt der Daten und der Bedeutung
der Dienstscheidungen fiir die jeweiligen Personen mit ihren Grundrechten
an.

I1. Ubertragbarkeit in den RegE BSIG

In einem zweiten Schritt wurde untersucht, ob die so ausgelegte und am
Szenario gepriifte Resilienz in den RegE BSIG {ibertragen werden konnte.
Hierfiir wurden zunéchst die Unterschiede zwischen dem IT-Sicherheitsrecht
des RegE BSIG (teilweise auch der NIS2-RL) und dem Datensicherheitsrecht
nach der DSGVO betrachtet, von denen die wichtigsten drei hier noch
einmal zusammengefasst werden sollen:

Unterschied 1: Bei den Schutzgiitern, d.h. den Rechtsgiitern, die durch
die Gewdhrleistung von Daten- bzw. IT-Sicherheit gesichert werden sollen,

962 Zur Abgrenzung zur Iteration im Risikomanagement sogleich in der dritten These
des Implementierungsvorschlags, S. 333 f.
963 Siehe auch hierzu sogleich noch ausfiihrlich, vierte These, S. 334.
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A. Zusammenfassung der Ergebnisse

bestehen erhebliche Differenzen:¢* Die DSGVO schiitzt Individualgrund-
rechte, insbesondere das Datenschutzgrundrecht (Art.8 GRC). Dagegen
schiitzt das IT-Sicherheitsrecht des RegE BSIG durch die entsprechende
Gewihrleistung der IT-Sicherheit der kritischen Anlagen (z.B. Kraftwerke)
neben den Individualgrundrechten wie Leben und Gesundheit insbeson-
dere auch verschiedene Gemeinwohlziele (insbesondere im Bereich der Da-
seinsvorsorge, z.B. sichere Energie- und Trinkwasserversorgung, 6ffentliche
Gesundheit). Dieser Schutz kritischer Anlagen ist fiir das IT-Sicherheits-
recht historisch pragend und auch weiterhin ein Kernanliegen, daneben
werden aber auch die hier gegenstindlichen digitalen Dienste als sog. wich-
tige Einrichtungen erfasst. Hier konnten andere Schutzgiiter festgestellt
werden, so ergaben sich etwa bei Online-Suchmaschinen und sozialen
Netzwerken andere Individualgrundrechte, etwa die Meinungs- und Infor-
mationsgrundrechte als auch andere Gemeinwohlziele wie die odffentliche
Meinungsbildung.

Unterschied 2: Die Definitionen von IT-Sicherheit und Datensicherheit
unterscheiden sich bei ndherer Betrachtung maf3geblich:%%> Zwar zielen
beide zunichst auf die Sicherung der Verfiigbarkeit, Vertraulichkeit und
Integritat der (personenbezogenen) Daten und Dienste (nur im Falle der
Datensicherheit auch der Systeme, dazu sogleich). Mit der Authentizitdt
besteht im IT-Sicherheitsrecht aber ein weiteres Schutzziel, welches v.a.
in offenen Systemen relevant ist. Dabei bestehen auflerdem tendenziell
unterschiedliche, teleologische Gewichtungen der Schutzziele: Bei der Da-
tensicherheit liegt dieses Gewicht v.a. in der Vertraulichkeit der personen-
bezogenen Daten und bei der IT-Sicherheit v.a. in der Verfiigbarkeit und
Integritdt der Dienste.”%¢

Unterschied 3: Das informationstechnische System (IT-System) ist ein
wesentlicher Ankniipfungspunkt sowohl im Daten- als auch im IT-Sicher-
heitsrecht. In beiden Fallen ist das System der Tréger der technischen Mafs-
nahmen (z.B. einer Verschliisselungsfunktion), die getroffen werden um die
jeweilige Sicherheit zu gewdéhrleisten. Dariiber hinaus ist aber das System
nur in der DSGVO auch selbst ein Schutzobjekt, d.h. auch an diesem sollen

964 Zu den Schutzgiitern der DSGVO: S. 105ff,, zu jenen im BSIG bei kritischen
Anlagen unter dem Begriff der Daseinsvorsorge, S. 230 ff. und zu jenen bei digitalen
Diensten S.254 ff.

965 S.298.

966 Sowohl mit Blick auf digitale Dienstleistungen als auch (vorgelagerte) IT-Dienste,
zu den Unterschieden bei den Dienstbegriffen im IT-Sicherheitsrecht: S. 300 ff.
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die Verfiigbarkeit, Vertraulichkeit und Integritit sichergestellt werden. Im
RegE BSIG ist es hingegen nur ein Mafinahmentréger. Insbesondere die
damit fehlende Anforderung der ,Integritit der Systeme® konnte wie darge-
stellt wurde insoweit eine Schutzliicke eroffnen.®”

Ein Gleichlauf bzw. eine weitgehende Ahnlichkeit konnte zwischen
DSGVO und RegE BSIG bzw. der hierdurch umzusetzenden NIS2-RL beim
Risiko (sowohl beziiglich seiner Definitionen als auch der rechtlichen Risi-
komethodik®¢8) wie auch der Angemessenheit festgestellt werden. Hervorzu-
heben ist an dieser Stelle auch, dass sich zwar nun die Risikobegriffe aus
NIS2-RL (und RegE BSIG) auch wie in der DSGVO auf die Schutzgiiter
beziehen, nicht aber die Pflichtennormen (§ 30 Abs.1 RegE BSIG, Art. 21
Abs.1 NIS2-RL), die immer noch (nur) von Risiken bzw. Stérungen fiir
die IT-Sicherheit ausgehen. Fiir die rechtlich geforderte Gewihrleistung
der IT-Sicherheit (wie auch der Datensicherheit) ist es aber von nicht zu
unterschitzender Bedeutung, dass stets auf die Folgen fiir die rechtlich rele-
vanten Schutzgiiter (s.o. Unterschied 1) und nicht nur auf die vorgelagerten
Schutzziele der IT-Sicherheit (z.B. Integritit von Daten) abgestellt wird.®°

Die Ubertragung der Resilienz in das IT-Sicherheitsrecht schlieflen
die dargestellten Unterschiede indes nicht aus:*’° Die Resilienz kann auch
zur Sicherung der Schutzgiiter des RegE BSIG bei digitalen Diensten einen
wichtigen Beitrag leisten, wie sich insbesondere im Szenario (dazu gleich
noch néher) zeigte. Sie kann somit nicht nur die Individualrechtsgiiter der
DSGVO, sondern insbesondere auch die Gemeinschaftsrechtsgiiter nach
dem RegE BSIG sichern.

Das Schutzziel der Authentizitit aus der NIS2-RL adressiert einen wei-
teren, in offenen Systemen wichtigen Angriffsvektor (Tauschung tiber die
Identitat von Entitaten), der auch fiir die Resilienz bedeutsam sein kann.
Dass die Schutzziele im RegE BSIG nicht auf das System bezogen werden,
sorgt sogar fiir groflere Kohédrenz — da die Resilienz hier als funktionale
Anforderung somit (anders als in der DSGVO) nicht neben den wesens-
maflig andersartigen Schutzzielen als Sollzustdnden am System positioniert
werden miisste.

Hilfreich ist fiir eine Ubertragung der Resilienz weiterhin, dass das
System im RegE BSIG mit ,Komponenten® und ,Prozessen weiter ausdif-

967 S.303f.

968 Etwas ausgepragtere Unterschiede waren bei der privaten Normung festzustellen,
siehe hierzu: S. 311f.

969 S.307ft.

970 S.311ff.
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ferenziert wird. Auf der Kehrseite steht, dass das System im IT-Sicherheits-
recht ausschliefllich informationstechnisch (also als IT-System) definiert
wird; flir die Resilienz als Eigenschaft soziotechnischer Systeme fehlt es
somit an einem Ankniipfungspunkt, der auch die soziale Komponente (d.h.
das die IT bedienende Personal) einschlief3t.

Es konnten auflerdem zahlreiche bereits im IT-Sicherheitsrecht existente
Ansatzpunkte identifiziert werden, die in Richtung der Resilienz weisen,
wie etwa die Vorgabe von Mafinahmen nach § 30 Abs. 2 Nr. 2 RegE BSIG,
Art. 6 Nr. 8 NIS2-RL zur ,Analyse und Eindimmung von Sicherheitsvorfil-
len oder die Reaktion darauf und die Erholung davon“®”! Aber es fehlt bis-
lang an einer eigenstindigen Definition®”? der Resilienz als iibergreifendes
Konzept fiir solche auf Ungewissheit gerichtete Mafinahmen im Bereich
des IT-Sicherheitsrechts. Schliellich konnte mit Blick auf die Ungewissheit
auch gezeigt werden, dass das I'T-Sicherheitsrecht hier teleologisch vor im
Vergleich zur DSGVO parallelen Ungewissheitssituationen steht: auch inso-
weit ist ein Wandel von geschlossenen hin zu offenen Systemen (wie den
digitalen Diensten), eine zunehmende Komplexitit der IT-Systeme und ein
vermehrter Einsatz von KI festzustellen.

Das Resilienz eine Antwort auf diese Situationen nicht nur in der
DSGVO, sondern auch im RegE BSIG liefern kann, wurde anhand des
Szenarios der personalisierten Dienste noch einmal demonstriert:

Insofern zeigte sich im Vergleich zur DSGVO auch, dass die Resilienz je
nach Rechtsgebiet und zu sichernden Schutzgiitern z.T. auch unterschied-
liche Mafinahmen verlangt: Mussten nach der DSGVO ResilienzmafSnah-
men ergriffen werden, um Manipulationen am individuellen Persénlich-
keitsprofil zu erkennen und entsprechend darauf zu reagieren, geht es hier
um die plurale Informationsmanipulation, d.h. es miissen grofiflichige,
manipulative Angriffe, u.a. auf ML-Systeme (,Poisoning Attacks®) erkannt
und bewiltigt werden, um beispielsweise Beeintrachtigungen des Gemein-
schaftsrechtsguts der 6ffentlichen Meinungsbildung durch eine manipulati-
onsbedingte Bevorzugung inhaltlich einseitiger oder sogar wahrheitswidri-
ger Inhalte (,Fake News") auf sozialen Netzwerken zu verhindern.

971 S.313ff.

972 Lediglich im Bereich der physischen Sicherheit kritischer Infrastrukturen in Art.2
Nr.2 RKE-RL, § 2 Nr.5 RefE KritisDachG existiert eine Definition, die allerdings
auch nicht dem hiesigen Verstindnis als explizite Antwort auf Ungewissheit ent-
spricht.
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Konkret konnen beispielsweise bei der Erkennung statt die Aktivititen
der einzelnen Nutzer:innen z.B. auch bestimmte Elemente auf der Platt-
form (wie Postings) betrachtet werden, um an diesen starke Ausschlige
(Anomalien) bei den Interaktionen (wie etwa den Likes oder den Kom-
mentaren) festzustellen. Bei der Anpassung miissen erneut die manipulier-
ten Datenfliisse unterbunden werden (z.B. wieder durch CAPTCHAs) als
auch mit den bereits erhaltenen, ggf. manipulierten Daten umgegangen
werden. Diese sind dann zu deaktivieren und diirfen insbesondere nicht
ohne weiteres fiir das weitere Training von ML-Systemen verwendet wer-
den, sondern miissen zunichst bereinigt werden.””> Wenn die Trainings-
daten (gleichwohl) zumindest teilweise schon verwendet wurden, muss
im Rahmen der Erholung das ML-System dieses ggf. in einen fritheren
Stand zuriickgesetzt und dann mit bereinigten Daten neu trainiert werden.
Schliefilich sollten die Resilienzmafinahmen soweit notwendig auch hier
fir die Zukunft verbessert werden.

Weiterhin miissen diese Resilienzmafinahmen auch hier abstrakt ange-
messen®’* sein, jedoch nun im Verhaltnis zu anderen Schutzgiitern als in der
DSGVO, d.h. insbesondere gegeniiber dem eingangs genannten Gemein-
wohlziel der 6ffentlichen Meinungsbildung. Hierbei kommt es insbesonde-
re auch auf die Anzahl der Nutzer:innen und damit den (quantitativen)
Einfluss des Dienstes auf dieses Gemeinwohlziel an.

Eine Ubertragung und Implementierung der Resilienz ist im Ergebnis
auch im IT-Sicherheitsrecht systematisch durchaus méglich, aufgrund der
im IT-Sicherheitsrecht schon bestehenden Ansitze auch naheliegend sowie
teleologisch zur Gewihrleistung der IT-Sicherheit auch gegeniiber neuen
Ungewissheitssituationen angezeigt. Letzteres konnte auch noch einmal im
konkreten Szenario gezeigt werden.

Die Ubertragung wiirde zugleich zu einer stirkeren Kohérenz des Daten-
und IT-Sicherheitsrechts fithren. Im Folgenden wird fiir die gesetzliche
Implementierung ein harmonisierender Vorschlag mit den notwendigen
Folgednderungen der Resilienz sowohl im RegE BSIG als auch in der
DSGVO unterbreitet.

973 Um auch bei einer unbemerkten Nutzung manipulierter Daten fiir das Training
gewappnet zu sein, konnen mehrere, unterschiedliche ML-Systeme parallel verwen-
det. Da diese folglich auch unterschiedlich auch auf Angriffe reagieren, kann bei
Abweichungen ggf. der Mittelwert oder ein Ergebnis nach Mehrheitsentscheidung
gewidhlt werden, um die Folgen zu minimieren. Fiir die Erholung gilt hier ebenso,
dass ML-Systeme ggf. zuriickgesetzt werden miissen.

974 Siehe hierzu sogleich noch ausfiihrlich, S. 334.
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Die Resilienz als Merkmal der DSGVO hat sich als hilfreiche Ergdnzung
fiir das IT-Sicherheitsrecht, jedenfalls im Rahmen des §30 RegE BSIG,
erwiesen und sollte daher auch de lege ferenda hierhin tibertragen und
implementiert werden. Dariiber hinaus konnte die Untersuchung beider
Rechtsgebiete zeigen, dass diese fiir die Einfithrung des Resilienzbegriffs
noch nicht die optimalen Rahmenbedingungen bereithalten, die idealiter
im Gesetz novellierend eingefiihrt, andernfalls aber zumindest im Wege
der Auslegung mitberiicksichtigt werden miissen. Hierfiir werden folgende
sechs Thesen fiir das Daten- und das IT-Sicherheitsrecht formuliert:

Erstens wurde festgestellt, dass bislang nicht prazise zwischen den
Entscheidungsformen unter antizipierbarer Unsicherheit, namentlich der
Entscheidung unter Risiko und der Entscheidung unter Ungewissheit diffe-
renziert wird.””> Es ist fir die Erfillung des Normauftrags von nicht zu
unterschitzender Bedeutung ob MafSnahmen gegeniiber antizipierten Er-
eignissen und damit zur Minderung spezifischer Risiken ergriffen werden
oder aber um ungewissen Ereignissen entgegenzutreten. Es wire daher
wiinschenswert auch den Begriff der Ungewissheit direkt im Gesetz zu
verankern.

Zweitens wurde in der Definition herausgearbeitet, dass Resilienz die
Fahigkeit eines soziotechnischen Systems darstellt, d.h. auch die soziale
Komponente miteinschlie3t.”7¢ Zwar erfolgt die Umsetzung der Resilienz-
mafSnahmen auch nach dem bisherigen Rechtsrahmen sowohl durch tech-
nische als auch organisatorische Mafinahmen und fithrt somit iiber letztere
mittelbar zur Erfassung des soziotechnischen Systems. Trotzdem wire es
wiinschenswert den Bezug der Resilienz auf das soziotechnische System
insbesondere in Abgrenzung zu den nur auf informationstechnische Syste-
me und Daten abzielenden Schutzzielen (Verfiigbarkeit, Vertraulichkeit,
Integritat und ggf. Authentizitit) im Gesetz eindeutig hervorzuheben.

Drittens ist es notwendig, dass auch die methodische Verschrankung®”’
zwischen der Risikomethodik und der Ungewissheit gesetzlich ausdriick-
lich hergestellt wird. Es muss zum einen deutlich werden, dass der nach
Risikoidentifikation und -analyse verbleibenden Ungewissheit (bekanntes
Nicht-Wissen) durch entsprechende Resilienzmafinahmen zu begegnen ist.

975 Ausfiihrlich zu dieser Unterscheidung: S. 169 ff.
976 S.153.
977 S.180ft.
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Im Unterschied dazu ist aber auch die Methodik bei unbekanntem Wissen
und unbekanntem Nicht-Wissen zu beachten, worauf nur ausgehend von
der Kritikalitdt der (personenbezogenen) Daten bzw. der jeweils genutz-
ten Informationstechnik (Schutzobjekte) fiir die Schutzgiiter mit Resilienz-
mafinahmen reagiert werden kann. Zur Methodik gehort schliefilich auch,
zwischen der Iteration im Rahmen des Risikomanagements, bei der Risiken
fir nun gewisse Ereignisse (explizites Wissen) minimiert werden (z.B. das
Schlieflen einer nun bekannt gewordenen Schwachstelle) von der lernen-
den Verbesserung der Resilienzmafinahmen zu unterscheiden. Letzteres
meint die Optimierung der Bewiltigungsstrategien (implizites Wissen) da-
hingehend, in Zukunft noch besser mit anderen ungewissen Ereignissen
umgehen zu konnen, d.h. eine bessere Erkennung, eine effizientere Anpas-
sung und eine schnellere, ggf. auch umfassendere Erholung.

Viertens wirken diese bislang bestehenden Defizite bei der Vorgabe der
Methodik in einer fehlenden Konkretisierung der Angemessenheit fort.
Im Rahmen der Risikomethodik wurde festgestellt, dass die zugehorigen
Mafinahmen mit ihrem Aufwand zu der Héhe der mit diesen MafSnah-
men zu erreichenden Risikoreduktion verhéltnismaf3ig auszuwahlen sind.
Da letztere bei der Resilienz aber gerade ungewiss ist, muss statt dieser
~Risikoangemessenheit® wie bereits bei dem Szenario angesprochen auf
eine ,abstrakte Angemessenheit” abgestellt werden, bei der statt auf die mit
risikospezifischen Mafinahmen zu erreichende Risikoreduktion nur auf die
abstrakte Bedrohung der Schutzgiiter durch die Datenverarbeitung oder
durch die kritische Dienstleistung Bezug genommen wird.*”® Dies bedarf
idealiter eines eigenen Ankniipfungspunkts im Gesetzeswortlaut neben der
bestehenden risikobezogenen Angemessenheit.

Fiinftens beleuchtete diese Arbeit die begleitenden gesetzlichen Vorga-
ben zur Resilienz im Daten- sowie im IT-Sicherheitsrecht. Hierzu gehor-
ten etwa die Begriffe des Risikos, der Schutzziele sowie der Systeme und
Dienste. Es wurde herausgearbeitet, dass diese Begriffe in den jeweiligen
Regelungen mitunter zwar unterschiedliche Gewichtungen und Konnota-
tionen haben (insbesondere bei den Schutzzielen und dem Dienst),%”?
gleichwohl erscheint aber eine stirkere, begriffliche Harmonisierung in
diesen sich oft iiberschneidenden Regelungen durchaus méglich und sinn-
voll.?80 In diesem Zusammenhang ist insbesondere auf die bislang vollig

978 S.182f.
979 S.299ft.
980 Dazu sogleich im Ausblick: S. 335 f.
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C. Ausblick

unsystematisch erscheinende Umsetzung der IT-Sicherheitsdefinition aus
der NIS2-RL in den RegE BSIG hinzuweisen, die insbesondere aufgrund
einer kuriosen Vielfalt an Schutzobjekten (Systemen, Komponenten und
Prozesse, Informationen, Daten und Dienste) derzeit zur Bestimmung der
zu gewihrleistenden IT-Sicherheit nur einen Riickgriff auf die Definition
der NIS2-RL zuldsst.”®! Es bleibt zu hoffen, dass diese gravierenden Wider-
spriiche bis zur finalen Verabschiedung des NIS2UmsuCG und damit des
novellierten BSIG noch behoben werden.

Sechstens ist abschlieflend hervorzuheben, dass diese eindeutige Defini-
tion der Resilienz als Fahigkeit eines soziotechnischen Systems im Umgang
mit Ungewissheit und den zugehorigen methodischen Folgen zwingend
erforderlich ist, damit dieser neue Rechtsbegriff tatsdchlich einen Beitrag
im Daten- und IT-Sicherheitsrecht leisten kann. Es ist abschliefSend noch
einmal zu betonen, dass die Resilienz nur ein weiteres, spezifisches Element
zur Gewdihr der Daten- und IT-Sicherheit darstellt und diese Begriffe nicht
etwa ablost. Es wurden wéhrend der Untersuchung zahlreiche Gesetze
im bestehenden IT-Sicherheitsrecht (RefE Kritis-DachG, CRA-E, DORA)
analysiert, bei denen es der Resilienz an einer solchen notwendigen Kon-
kretisierung fehlt.”®? Vielmehr zeichnet sich mit dieser Rechtsentwicklung
und auch in der offentlichen sowohl rechtlichen als auch technischen
Debatte gegenwirtig eine Tendenz ab, bei der die Resilienz ahnlich wie
vormals ,,Cybersicherheit® zu einem inhaltsleeren Schlagwort verkommt.%83
Dies kann aber im Ergebnis fiir ein normbestimmtes Daten- und IT-Si-
cherheitsrecht nicht hingenommen werden.

C. Ausblick

Neben der DSGVO und dem (RegE) BSIG umfasst das Daten- und IT-Si-
cherheitsrecht auch weitere Gesetze, fiir welche die Resilienz von Bedeu-
tung sein konnte. In dieser Arbeit wurden insbesondere das EnWG, das
TKG, das TDDDG und der DORA im Finanzsektor angesprochen. Die
Resilienz nach dem Ergebnis dieser Untersuchung kénnte ggf. auch in
solche sektoralen IT-Sicherheitsgesetze ibernommen werden. Anstatt die

981 S.263ff.

982 S.145ff.

983 Exemplarisch zuletzt: BReg, Nationale Sicherheitsstrategie 2023, S.46: ,Resilient:
Die Sicherung unserer Werte durch innere Stirke®
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5. Kapitel: Zusammenfassung und Implementierungsvorschlag

Resilienz in alle einzelnen Gesetze zu implementieren wire langfristig aber
die Entwicklung eines ,,IT-Sicherheitsrechts — Allgemeiner Teil," dass iiber-
greifend fiir die gesamte IT-Infrastruktur die wichtigsten Grundbegriffe
und -prinzipien enthilt, um ein iiber die immer starker vernetzten Teilbe-
reiche reichendes, angemessenes Schutzniveau zu gewihrleisten, ein sinn-
volles Ziel.”®* Hier konnte die Resilienz somit tibergreifend fiir das gesamte
betreiberbezogene IT-Sicherheitsrecht definiert werden.

Weiterhin wurde bereits bei der Eingrenzung des Untersuchungsgegen-
stands darauf hingewiesen, dass sich die Gewihrleistung von IT- und
Datensicherheit nicht auf die Perspektive von Betreibern bzw. Verantwort-
lichen von komplexen, informationstechnischen Systemen wie in den zu-
vor genannten Gesetzen beschrankt. Zunehmend riickt zur Erhohung der
IT- und Datensicherheit auch eine produkt- und damit herstellerbezoge-
ne Regulierung in den Fokus. Der Gewéhr der IT- und Datensicherheit
durch Betreiber und Verantwortliche sind Grenzen gesetzt. Insbesondere
Schwachstellen bzw. nicht vorhandene Sicherheitsfunktionen, die bereits in
der Entwicklung der Produkte nicht beriicksichtigt bzw. nicht nachtraglich
durch eine Softwareaktualisierung (Patch) der Hersteller korrigiert oder in-
tegriert werden, stellen die Betreiber und Verantwortlichen vor allein kaum
zu l6sende Herausforderungen. In §§ 41, 2 Nr. 23 RegE BSIG existieren sol-
che Anforderungen deshalb bereits (mittelbar) mit Blick auf sog. ,kritische
Komponenten’, d.h. solchen informationstechnischen Komponenten, die
in kritischen Anlagen eingesetzt werden.?®> Eine horizontale Regulierung
der IT-Sicherheit fiir grundsitzlich alle IT-Produkte liefert auflerdem der
ebenfalls bereits angesprochene CRA-E. Daneben existieren wie ebenfalls
bereits genannt bereichsspezifische Regelungen wie die MedizinProdVO
oder der RED.

Es erscheint insoweit folgerichtig, die Daten- und IT-Sicherheitsgewdhr
und somit auch die Resilienz in der Entwicklungs- und Aktualisierungspha-
se von Produkten und somit auch in diesen gesetzlichen Regelungen zu
beriicksichtigen. Mit der Produktentwicklung korrespondiert auch eine von

984 Siehe hierzu das Forschungsprojekt ITSR.sys, an dem der Verfasser wihrend der
Promotion beteiligt war: https://www.forschung-it-sicherheit-kommunikationssys
teme.de/projekte/itsr_sys; Die Ergebnisse wurden insbesondere in Werner/Brinker/
Raabe, CR 2022, 817 verdffentlicht.

985 Weiterhin miissen diese Komponenten auch in kritischer Funktion eingesetzt wer-
den, d.h. eine Stérung der Schutzziele an diesen Komponenten kann insbesondere
zu einem Ausfall oder erheblichen Beeintrachtigung der kritischen Anlage fithren
und sie miissen gesetzlich als solche bestimmt werden (§ 2 Nr. 23 b, ¢ RegE BSIG).
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C. Ausblick

dieser Untersuchung abweichende Interpretation von Resilienz, ndmlich
in Form von Resilience by Design. Wahrend der hier ausgelegte Resilienz-
begriff sich auf die Fahigkeit zur adaptiven Reaktion auf eingetretene Ereig-
nisse bezieht, kann auch eine intrinsische Resilienz bereits in der Entwurfs-
phase von Systemen beriicksichtigt werden. Das bedeutet den Eintritt bzw.
die Ausbreitung ungewisser Ereignisse bereits durch entsprechende Archi-
tektur- oder Designentscheidungen einzuschranken, indem z.B. die zur
Ungewissheit fithrende ibermaflige Komplexitét soweit noch mdoglich ver-
mieden wird*®¢ oder andernfalls komplexe Systeme zumindest segmentiert
werden.”®” Neben den Herstellern einzelner Produkte miisste ein solches
Prinzip auch bei der Planung der Architektur komplexerer Systeme durch
den (kiinftigen) Betreiber Beachtung finden, um beispielsweise auch durch
Diversitit der Komponenten besser gegen ungewisse Ereignisse gewappnet
zu sein.

Auflerdem wurde der KI-VO-E angesprochen. Wie in dieser Untersu-
chung dargestellt, konnen Resilienzmafinahmen insbesondere mit Blick
auf ungewisse Manipulationen von ML-Systemen eine entscheidende Rolle
spielen. Tatsachlich nennt der KI-VO-E auch den Begriff der Resilienz in
Art.15 Abs. 3 und 4. Nach Abs. 4 sollen ML-Systeme gegeniiber Versuchen
unbefugter Dritter resilient sein, ihre Nutzung, Ergebnisse oder Leistung
durch Ausnutzung von Systemschwachstellen zu verandern. Auch die hier
behandelten Aspekte der Datenmanipulation (in dem KI-VO-E: als ,data
poisoning“ bzw. ,model poisoning” bezeichnet) werden in diesem Kontext
genannt. Allerdings ist wie so oft auch hier die Abgrenzung zwischen Re-
silienz und ,Cybersicherheit® nicht eindeutig.®®® Insofern kénnte es sich
anbieten die hier gefundenen Auslegungsergebnisse zur Resilienz auf die
kommende KI-VO zu iibertragen, wobei auch hier der zuvor genannte
Aspekt des Resilience by Design eine grofle Rolle spielen diirfte.

Schliefllich konnte Resilienz im organisatorischen bzw. betrieblichen Kon-
text eine stirkere Rolle spielen. In dieser Untersuchung wurde dargestellt,
dass die Resilienz als Anforderung der Daten- und der IT-Sicherheit
zur Bewiltigung ungewisser, informationstechnischer Ereignisse auf das
soziotechnische System Bezug nimmt, mithin auch das Personal und die
Unternehmensstruktur adressiert. Dariiber hinaus kénnte das Prinzip der

986 I Linkov/Kott, in: Kott/Linkov, Cyber Resilience of Systems and Networks, 1 (12).

987 Bodeau/Graubart, in: Kott/Linkov, Cyber Resilience of Systems and Networks, 197
(2081)).

988 Vgl. auch EG 51 KI-VO-E.
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5. Kapitel: Zusammenfassung und Implementierungsvorschlag

Resilienz aber auch zur Bewiltigung unternehmerischer, ungewisser Ereig-
nisse genutzt werden, etwa bei Unterbrechungen von Lieferketten oder
der Personalverfiigbarkeit. Hier konnte die Resilienz somit als Antwort auf
ungewisse Ereignisse neben das unternehmerische Risikomanagement (wie
es etwa filir borsennotierte Unternehmen nach § 91 Abs.3 AktG verlangt
wird) treten.

Insgesamt bleibt damit noch erheblicher Raum fiir weitere rechtswissen-
schaftliche Forschung, um die Resilienz iiber die in dieser Untersuchung
gelegten Grundlagen hinaus auf weitere gesetzliche Regelungen innerhalb
und auflerhalb des Daten- und IT-Sicherheitsrechts mit ggf. auch weiteren,
spezifischeren Anforderungen zu erstrecken und fortzuentwickeln.
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