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ABSTRACT: Knowledge organization faces the challenge of  contributing to the management of  the amount 
of  knowledge produced and available in the Web environment. Computational ontologies are new artifacts for 
knowledge recording and processing and also one of  the foundations of  the semantic web; they pose new challenges to knowledge or-
ganization in clarifying its interdisciplinary relations and specific role within knowledge management disciplines. What are its relations to 
ontology? A draft of  these relations is presented, obtained from authors who discuss foundational issues, with the aim of  identifying the 
actual role of  knowledge organization in the Web environment. While ontology discusses the ultimate nature of  being, knowledge organi-
zation emphasizes additional practical issues unfolding all possible manifestations of  that which is. A primary question is: how to seek in-
formation, how to be informed? 
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1.0 Introduction 
 
General rules that are always applicable for the choice of  
names of  subjects can no more be given than rules with-
out exception in grammar. Usage in both cases is the su-
preme arbiter—the usage, in the present case, not of  the 
cataloger, but of  the public in speaking of  subjects (Cut-
ter 1904, 69). Nowadays, knowledge organization (KO) 
faces the challenge of  contributing to the management 
of  growing stocks of  knowledge records produced and 
available on the Web in order to enable their reuse and 
appropriation, as required by the emergence of  the in-
formation society. The Web poses new challenges to KO. 
A comprehensive proposal aimed at organizing Web con-

tent in an innovative mode, different from current com-
putational processing paradigm is the Semantic Web pro-
posal. The Semantic Web will bring structure to the 
meaningful content of  Web pages, creating an environ-
ment where software agents roaming from page to page 
can readily carry out sophisticated tasks for users. (Bern-
ers-Lee, Hendler, and Lassila 2001, 2). 

The importance of  the Semantic Web vision to KO is 
emphasized by Hjörland (2007, 371): “and of  course in 
particular the new concept considered by many the most 
important frontier in knowledge organization: ‘the se-
mantic web.’” The Semantic Web proposal is ambitious 
with respect to KO. Berners-Lee, Hendler, and Lassila 
(2001, 2) write: 
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The Semantic Web is not “merely” the tool for 
conditioning individual tasks that we have discussed 
so far. In addition, if  properly designed, The Se-
mantic Web can assist the evolution of  human 
knowledge as a whole. 

 
Based on the vision of  the Semantic Web, different theo-
retical and practical proposals have posed the question of  
how to assign semantics to Web content to allow programs 
to process it more efficiently and thus help us with the 
enormous task of  organizing and provide access to it. 
Within this context, ontologies are new computational arti-
facts that can provide computational semantics to web 
content, allowing programs, in addition to data processing, 
make inferences about this content. Different communities 
have developed computational ontologies with varying de-
grees of  success. However, with the exception of  some 
cases, we are far from the vision proposed by the Semantic 
Web (Berners-Lee, Hendler, and Lassila 2001). 

Research in ontology has an interdisciplinary nature, in-
volving contributions from philosophy, logic, computer 
science, among other disciplines, and, increasingly, contri-
butions from KO, too, aimed at successfully facing the 
trends previously posed. The relationship between these 
disciplines and the KO legacy due to the development of  
bibliographic classifications is recognized in the current 
ontology literature (Smith and Welty 2001). Several authors 
in information science (Wersig and Neveling 1975; Sarace-
vic 1995) have stressed its interdisciplinary relationships 
along the history of  the discipline in an attempt to clarify 
its own scope.  

Today, the emergence of  the Semantic Web proposal 
and of  ontologies as new artifacts to record humanity’s 
knowledge pose new challenges to the comprehension of  
KO relationships and their roles within the different cogni-
tive and knowledge management sciences. What should the 
relationships between disciplines of  ontology and KO be? 
How important is ontology to KO and vice-versa? As 
Epistemology discusses the problem of  how we know and 
ontology discusses and formally describes the things we 
know, what does KO discusses? What is its role among the 
spectrum of  disciplines engaged with the problem of  large 
scale knowledge management and appropriation, especially 
in today’s Web environment? There is a need to clarify the 
nature of  the relations with those disciplines in order to 
develop fruitful relations with them. How can such arti-
facts, considered as bases of  the Semantic Web, be useful 
to KO? What may be the contribution of  ontology to KO? 
What may be the specific contribution of  KO to the de-
velopment of  computational ontologies? To what extent 
are both disciplines complementary?  

This work develops an analysis and sketches the rela-
tionships between KO, with an emphasis on Ranganathan’s 

Faceted Classification Theory, and disciplines such as 
formal and computational ontology. Texts by authors 
with a focus on the foundations of  these disciplines such 
as Guarino, Smith, and Guizzardi are analysed. Authors’ 
claims related to foundational questions are contrasted as 
to the discipline objectives, the need, and the grade of  
formalization, the rules for building taxonomies, the pro-
posal of  high level/foundational ontologies, and the as-
sortment of  properties. The aim is to identify the KO 
specific role within the disciplines which deal with the 
management of  humanity’s stock of  knowledge, mainly 
in digital environments inspired by the Semantic Web 
proposal. The work is organized as follows. After this in-
troduction, Section 2 discusses the aims of  formal ontol-
ogy, and Section 3 the aims of  KO. Section 4 presents a 
discussion of  possible methodological intersections and 
complementary approaches between the two disciplines. 
Finally, Section 5 presents conclusions.  
 
2.0 What are the aims of  ontology? 
 
For some time, issues related to the modeling of  specific 
domains in computer environments have required inquir-
ies on the ultimate nature of  the entities in these do-
mains. This is a requirement to ensure correspondence 
between these models and reality, thus enabling com-
puters to reason correctly on these models. To cope with 
these issues, contributions are needed from formal ontol-
ogy. The discipline applies principles of  philosophical on-
tology in the sense of  Husserl’s Logical Investigations to the 
modelling of  computer systems. Authors such as 
Guarino (1997, 1) define formal ontology as dealing with 
“formal distinctions between the elements of  a domain, 
independently of  their actual reality;” Guarino (1995, 5) 
claims that it deals with a priori distinctions: 
 

– among the entities of  the world (physical ob-
jects, events, regions, quantities of  matter; 

– among the meta-level categories used to model 
the world (concepts, properties, qualities, states, 
roles, parts. 

 
Discussing the scope of  formal ontology, Guarino (1995, 
2) claims that “As such, formal ontology is a recent ex-
pression of  traditional ontology, intended as the branch 
of  philosophy which deals with the a priori nature of  real-
ity,” i.e., a nature which is always present in reality, inde-
pendent of  the domain considered. Stressing this particu-
lar aspect of  domain independence, Guarino and Guiz-
zardi (2006, 117) claim that: “in particular, so-called for-
mal ontology is completely neutral for what concerns its 
domain of  application.” 
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Formal ontology claims itself  to be an autonomous 
knowledge discipline having relationships with computer 
science especially with artificial intelligence, information 
science, logic, and philosophical ontology. Relevant con-
tributions have been made by researchers around forums 
such as IAOA (The International Association for Ontol-
ogy and its Applications), events such as FOIS (Interna-
tional Conference on Formal Ontology in Information 
Systems)—which is in its 7th edition in 2012—and the 
Journal of  Applied Ontology. 

From a historical perspective, disciplines such as artifi-
cial intelligence have been changing their focus as 
Guarino (1995, 625) stresses: 
 

AI researchers seem to have been much more inter-
ested in the nature of  reasoning rather than in the 
nature of  the real world. Recently, however, the po-
tential value of  task-independent knowledge bases 
(or ‘ontologies’) suitable to large-scale integration 
has been underlined in many ways. 

 
According to the author, the rise of  computational on-
tology, although it has roots in AI, shows a sharp differ-
ence between task-independent knowledge bases or on-
tologies, and reasoning processes, which were the focus 
of  early AI. That seems a fundamental change in per-
spective as it poses the question of  how to develop a rep-
resentation of  (or to model, according to Le Moigne 
1990, a specific domain which is independent of  any par-
ticular computational application). 

Barry Smith and Christopher Welty (2001, 4) claim 
that: “Philosophical ontology is the science of  what is, of  
the kinds and structures of  objects, properties, events, 
processes and relations in every area of  reality”; in addi-
tion, Smith (2006, 2) claims that:  
 

It seeks not explanation but rather a description of  
reality in terms of  a classification of  entities that is 
exhaustive in the sense that it can serve as an an-
swer to such questions as: What classes of  entities 
are needed for a complete description and explana-
tion of  all the goings-on in the universe? Or: What 
classes of  entities are needed to give an account of  
what makes true all truths? Or: What classes of  en-
tities are needed to facilitate the making of  predic-
tions about the future? . 

 
Smith (2006, 5) makes a significant distinction between 
philosophical ontology and science as he says that: 
 

Philosophical ontology is a descriptive enterprise. It 
is distinguished from the special sciences not only 
in its radical generality but also in its primary goal 

or focus: it seeks, not predication or explanation, 
but rather taxonomy.  

 
McGuinness (2003) defines a computational ontology as 
an artifact where there are formally declared controlled 
vocabularies, relations between classes, hierarchical class-
subclass relations, properties of  classes, value restrictions 
at the class level, inclusion of  individuals to classes, dis-
jointedness between classes, arbitrary logical relations be-
tween terms, and inverse and part-whole relations. As 
stated before (Smith 2006), the backbone of  every ontol-
ogy is a taxonomic structure, in other words, class-
subclass and class-instance relations. Thus, according to 
those authors, foundational issues related to the applica-
tion of  ontology to modeling systems and knowledge 
representation in digital environments are: 
 
– What exists? 
– Which are the entities that exist in a specific domain? 
– How are they? 
– What are their differences? 
– What are their similarities? 
– Which entity is similar to which entity? 
– What are their properties? 
 
Ontological analysis aims at, as stated by Guarino and 
Welty (2009, 8), identifying all logical consequences of  
the choices made when modelling a domain, and enabling 
inferences which are logically and ontologically correct. 
Some important methodological contributions of  onto-
logical analysis to domain modelling are:  
 
– identifying metaproperties of  the properties occurring 

in a domain, such as those which ensure Identity, De-
pendence, and Integrity criteria to individuals involved 
in those properties (Guarino 1997); 

– identifying and analyzing roles as features which can 
add semantics and precision to modelling (Masolo et 
al. 2004); and, 

– identifying types of  formal-ontological relations 
(Smith and Grenon 2004). 

 
According to different authors (Guarino 1998, Guizzardi 
2005), formal ontology should provide the bases to the 
development of  the so-called application ontologies, 
computational artifacts (Guarino 1998) that model a spe-
cific application and are tied to computational systems 
which this author calls “ontology-driven systems.” Guari-
no (1998) proposes that ontologies may be developed in 
different levels of  generality: top-level or foundational 
ontologies that provide very general concepts like space, 
time, matter, object, event, action, etc., which are inde-
pendent of  a particular domain; domain ontologies and 
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task ontologies of  specialized concepts provided by top-
level ontologies providing concepts to a generic domain 
or task like medicine and diagnosis; and application on-
tologies that provide concepts which are specializations 
of  the former to a particular application. 

The efficiency of  such systems depends on the accu-
racy of  these application ontologies. The importance of  
accurate knowledge representations in digital environ-
ments is stressed by Davis, Shrobe, and Szolovits (1993, 
19): “Imperfect surrogates mean incorrect inferences …. 
If  the world model is somehow wrong (and it must be) 
some conclusions will be incorrect, no matter how care-
fully drawn.” All of  these proposals constitute a compre-
hensive methodological framework for the development 
of  domain systems. 
 
3.0 What are the aims of  knowledge organization? 
 
Most past classification schemas are just evolutionary 
proposals of  previous ones. The informal natures of  past 
precoodinated classification schemas are emphasized by 
Vickery (2008b):  
 

In an enumerative, precoordinated classification, the 
hierarchical links ostensibly represent the generic re-
lation between a class and its subclasses, but in prac-
tice they may also be used for the class-membership 
relation. The nature of  the link becomes somewhat 
indeterminate when, for example, a part or attribute 
is shown as a subclass of  an entity. 

 
Consequently, KOS operations depended on human in-
tervention demanding implicit knowledge. The lack of  
principles and formalism in such systems needed to be 
complemented with the expertise and experience of  in-
formation professionals when faced with concrete prob-
lems of  classification and seeking books in a library cata-
log. In such scenarios, there was a clear need of  method-
ologies and principles to build classification schemas. 

This situation led S. R. Ranganathan to write his Prole-
gomena to Library Classification. What Ranganathan pro-
poses in the Prolegomena is not a classification system in it-
self  but principles for the development of  such systems. 
According to Ranganathan (1967, 30): “As a result classi-
fication was taught in about 30 schools of  these coun-
tries, on the basis of  Postulates and Guiding Principles.” 
The principles proposed are organized throughout the 
Prolegomena in Normative Principles or Laws, Canons, and 
Postulates.  

When exposing the Analytico-Synthetic Classification 
Theory, Ranganathan (1967) poses two requisites: 1) to 
propose classification systems which could cope with the 
dynamism of  contemporary knowledge, an issue which 

had always been a preoccupation of  previous classifica-
tion systems, although systems such as Dewey and even 
UDC are both flexible enough to cope with the emer-
gence of  new disciplines or subjects; indeed, Foskett 
(1996) proposes hospitality as a quality criteria for classi-
fication systems. 

At the same time, the Analytico-Synthetic Classifica-
tion must 2) account for representing compound subjects 
as they appear in knowledge records—books, documents, 
scientific articles—in contrast to the previous system, 
which Ranganathan calls “enumerative” due to the fact 
that they simply enumerate current knowledge and define 
a unique, rigid position for a document within it. The abi-
lity to cope with compound subjects reveals a central is-
sue both in theory and practice of  KOS, which is a pre-
occupation with users. Actually, one difference between 
faceted classification systems and previous ones is their 
focus on user needs and retrieval.  

DDC and LCC belong to the type of  system that was 
designed for shelving purposes, while UDC, from the be-
ginning, was developed as a bibliographic system de-
signed for retrieval purposes and consequently belong to 
the same—more advanced—type of  system as the BC 
system (Bliss Bibliographic Classification) and the CC 
(Colon Classification) (Ranganathan 1968). 

When developing information systems, information 
science always considered users’ information needs 
(Buckland 1991). Modern KO theories always consider 
users’ points of  view when developing KOS, and domain 
analysis has been proposed as a solid base to the devel-
opment of  KOS (Hjörland and Albrechtsen 1995). Do-
main analysis is an approach strongly driven by users 
needs. The concept of  relevance, so important to infor-
mation science (Saracevic 1975), was always considered as 
a parameter in the Ranganathan formulations: “the issue 
of  relevance appears frequently in the theories of  both 
Ranganathan and the CRG” (Spiteri 1998, 5). This is 
what Ranganathan (1967) aimed when he proposes the 
Canon of  Relevance, the Canon of  Relevant Sequence, 
and the Canon of  Helpful Sequence. The concept of  
relevance poses the question: for whom is the classifica-
tion scheme is being developed? 

The third of  the Laws from Ranganathan states for 
every reader his book. Attending to user needs related to 
the recovery of  compound subjects thus enforces the 
requisites he recommends for a classification scheme. 
Ranganathan (1967, 88) developed the concept of  facet, 
defined as “any component—be it a basic subject or an 
isolate—of  a compound subject.” When developing spe-
cific KOS to a domain, categories of  the basic taxonomic 
structure are deployed according to PMEST categories—
Personality, Matter, Energy, Space, and Time—being an 
expression of  these facets in a domain; the objective is to 
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represent a domain with its same characteristics—their 
facets—that will enable their combination to represent 
compoud subjects. Facets thus enable users to access 
diferent expressions of  this entity, as they are discussed in 
knowledge records—books, documents. Facet analysis 
aims at making different possible access points explicit, 
that is, it makes explicit the links between a classification 
system and the knowledge records to which it serves as a 
finding aid.  

Thus facet analysis aims to answer the question: under 
what aspect does that which exists in the world manifest? 
To hit this objective, Ranganathan proposes an analysis 
which makes a division characteristic explicit to the next 
level of  the taxonomic structure and the display of  all the 
values in which this characteristic may be expressed in a 
given domain, addressing the issue of  under which dif-
ferent aspects the characteristic may be expressed. To de-
scribe this process, Ranganathan uses expressions as 
“unitary group,” “unitary class,” and “individualization” 
(Ranganathan 1967, 57-59).  

Ranganathan proposes an analysis process which ex-
hausts the possibilities of  values to that characteristic in a 
domain, a process he names “Complete assortment of  a 
Universe” by the application of  a “Scheme of  assort-
ment” (Ranganathan 1967, 58). Examples include a clas-
sification schema to boys and their characteristics. An-
swering such a question, the Theory of  Faceted Classifi-
cation enables the generation/classification of  a specific 
expression of  a compound subject (by concatenating the 
values of  different facets) in the classification device and 
at the same time, to define an access point to further in-
formation recovery.  

The importance of  the facet approach is that it 
stresses that several characteristics may be considered si-
multaneously in the development of  taxonomic struc-
tures for a domain thus resulting in several aspects or hi-
erarchies by which knowledge records may be accessed. 
This is due to the fact that faceted analysis aims not one 
canonical taxonomy but a retrieval device to attend to the 
variety of  users needs: “different descriptions are correct: 
each of  them expresses a facet of  the object. Yet they are 
all descriptions of  the same object. Hence, one of  the 
main tasks of  information science is to find ways to inte-
grate different descriptions of  the same object” (Gnoli 
and Poli 2004, 152). 

Actually, faceted analysis is useless if  it is limited to 
just one facet, thus resulting in just a single hierarchy, not 
different from the hierarchical enumerative classification 
systems. The usefulness of  facet analysis as a retrieval 
mechanism is that several aspects can be revealed thus re-
sulting in multiple access points to a knowledge records 
collection. In addition to each facet being derived from a 
class, faceted analysis also proposes principles for the 

preferred order to present the values in each facet, i.e., 
the concepts in an array. 
 
4.0 Discussion 
 
Traditional classification systems have always being con-
cerned with a disciplinary approach. The pitfalls of  such 
an approach are beginning to be questioned. Gnoli (2008, 
178) writes:  
 

Many scholars in bibliographic classification have 
observed that the disciplinary approach is not the 
only possible one, and that together with benefits 
(like reflecting the most frequent approach of  re-
searchers) it also brings limitations, especially for in-
terdisciplinary and innovative research. Indeed, dis-
ciplines act as a canonical grid. 

 
This questioning leads to the examination of  other ap-
proaches as feasible for developing a KOS (Gnoli and 
Poli 2004, 157): “Such a possibility of  shifting from dis-
ciplines to phenomena as the base unit for the structure 
of  classification has been remarked in recent decades by 
several researchers in classification.” 

Ontology comes into play as a viable strategy with 
which, for example, to construct robust domain models. 
An ontological grounded knowledge of  the objects of  
the domain should make their codification simpler, mode 
transparent, and natural. Indeed, ontology can give 
greater robustness to models by furnishing criteria and 
categories by which to organize and construct them 
(Gnoli and Poli 2004). Gnoli (2009, 2) stresses the need 
that a KOS should have a solid ontological basis: “it is 
believed that as more accurately is reality reflected in a 
KOS, as more effective will it be even for practical appli-
cations.” 

On the other hand, computer science has long faced 
the problem of  representing domains in a digital envi-
ronment. That means achieving accuracy, formality, logi-
cal and unambiguous semantics in developing knowledge 
representation schemes in the absence of  human assis-
tance. Since the 1970s, the computer industry realized the 
increasing cost of  developing computer systems which 
do not correspond to users needs. The faults of  com-
puter system developers in clearly understanding user’s 
needs concerning the system let to the development of  
methodologies aimed at accurately capturing the systems’ 
requirements. An essential requirement of  such method-
ologies was that they may be a communication tool be-
tween system developers and users. Mylopoulos (1992, 
20) defines conceptual modeling as “the activity of  for-
mally describing the physical and social world around us 
for the purpose of  understanding and communication.” 
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Pioneers in the development of  such methodologies 
were Ed Yourdon and Larry Constantine (1975), Chris 
Gane and Trish Sarson (1977), Tom de Marco (1979), and 
others. These methodologies, also called structured analy-
sis or system engineering, clearly divide the system devel-
opment process into two distinct phases: requirement 
analysis, which produces a logical model of  the system to 
be developed, and software implementation, which con-
cerns the development of  programs, user interface de-
sign, testing, tuning, and installation of  the application in 
a computer production environment. 

While conceptual methodologies as structured analysis 
has its focus on processes, another pioneer, Peter Chen 
(1976) proposed the Entity-Relationship (E-R) model, a 
methodology which has a focus on entity, represented as 
an aggregate of  attributes, i.e., data, and their relations with 
other entities. The E-R methodology is aimed at designing 
databases. Since then, conceptual modelling has been an 
important focus of  research in computer science. The 
primary product of  such methodologies is what was called 
the conceptual model, usually a graphical diagram.  

Researchers as Guarino and Guizzardi (2006), Guiz-
zardi (2005), and many others have emphasized the need 
that conceptual modeling should have solid ontological 
bases. Nowadays, many meetings and workshops focus 
on the convergence of  ontology, conceptual modeling, 
and software engineering. Computer science considers 
conceptual modeling, including increasingly ontological 
analysis (Guizzardi 2005), as an essential phase of  system 
development. There is also an increased use of  concep-
tual models in KO, such as the FRBR model (IFLA 1998) 
and the CIDOC-CRM, as guides to the development of  a 
KOS in digital environments. The development of  a KOS 
in digital environments is a motivating factor to the adop-
tion of  conceptual modeling, incorporating the advances 
on ontological analysis and the formalism provided by 
computer ontologies (Giunchiglia et al. 2009) in the cur-
rent KOS development.  

The role of  faceted classification as bases for a KOS 
on the Web has been emphasized by many authors in-
cluding Denton (2009), Gnoli and Hong (2006), Priss 
(2008), Putkey (2011), Uddin (2007), and Vickery (2008a). 
This fact points toward a rapprochement between KO 
and conceptual modelling and the need to integrate fac-
eted analysis within conceptual modelling methodologies 
(Prieto-Díaz 2003). A proposal in this direction is Poli 
and Obrst (2010), who suggest a framework for domain 
modelling comprising foundational ontologies, cross-
domain ontologies, domain specific ontologies, and fac-
eted ontologies within a domain, reflecting the various 
aspects of  interest in a domain. 

Once the basic ontological structure of  a domain has 
been established—that is to say, once the levels of  reality 

of  the domain have been fixed—the subsequent step is 
to devise their dimensions of  analysis. Here is where fac-
eted analysis can best play its role. Maintaining our refer-
ence domain of  biology, two series of  facets follow. The 
first series is centered on the governing concept of  or-
ganism as an individual whole and lists the “viewpoints” 
from which organisms so taken can be seen. (Poli and 
Obrst 2010, 15). 

The second series of  facets list all the other view-
points, those not focused on the organism as a whole. 
These may comprise, for instance, genetics (focus on the 
genes), ethology (focus on some population of  organ-
isms), and ecology (focus on an entire ecosystem). But, 
again, this is not the entire story. A substantial number of  
other facets can and should be developed, concerning, 
for instance, the growth and development of  organisms, 
their reproduction, or their alimentation. For each of  
these facets, appropriate ontologies can be developed. 
(Poli and Obrst 2010). 

This position suggests that faceted analysis may be a 
modeling phase to be developed after ontological analysis 
and the definition of  the domain core categories com-
prising the domain ontology. As a methodological phase, 
faceted analysis may thus indicate possible access points 
and issues related to the interface design phase.  
 
5.0 Concluding remarks 
 
Formal ontology aims at defining what exists, here and 
now, and it looks for ontological foundations of  what ex-
ists. Moreover computational ontology and KO both de-
velop methodologies to model specific domains; domain 
modeling is a basic, common activity to both disciplines. 
However the faceted analysis phase has a pragmatic ap-
proach to domain modeling, aiming at developing an effi-
cient KOS to providing access to knowledge records. 

KO cannot ignore the knowledge provided by ontol-
ogy, as it reveals the ultimate nature of  what does exists. 
If  knowledge domains were not represented in an onto-
logically consistent way in digital environments, as 
stressed by Gnoli, computational inferences based on 
them will lead to inconsistencies. As knowledge is pro-
duced and recorded according to its nature, the proper-
ties and different aspects of  how things exist are viewed 
or thought by users; so it may be accessed and organized 
accordingly. Ontology provides the methodological tools 
for modeling domains in an ontologically consistent way. 

In conclusion, KO—faceted analysis—aims at identi-
fying all possible aspects of  a phenomenon which may be 
of  interest in order to preview users’ information needs. 
It always works with users’ needs related to different as-
pects of  a domain. The needs of  contemporary culture 
imposes to KO that it must now develop KOS in digital 
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environments. Limitations of  computers’ capacities for 
logical and semantic processing imposes the requisite of  
developing computational representations that are logi-
cally and ontologically coherent Those requisites are 
much more rigid in the present digital environment than 
when old KOS were operated by information profession-
als and several assumptions were implicit based on em-
pirical experience of  their operators. 

Furthermore, KO, in face of  the exponential growth 
of  knowledge that characterizes contemporary society 
should record it in formats that increasingly enable se-
mantic processing and inferences by programs. Some ini-
tiatives towards this direction are the FRBR Core vocabu-
lary/namespace coded in RDF and identified by a URI 
(Newman and Davis 2005), and SKOS (2004), a model 
for describing KOS as thesauri and taxonomies, both to 
be used in semantic Semantic Web applications. From a 
wide perspective, KO is user oriented, takes into account 
the users’ mental models and needs in seeking informa-
tion to make sense of  their praxis, and has, as the objec-
tive, the development of  information access and recovery 
systems aimed at answering the question of  how to 
search for information and how be informed.  
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