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Vorwort

Um im interdisziplindren Dialog die Auswirkungen von Datafizierung,
Uberwachung und Kunstlicher Intelligenz auszuloten und zu diskutieren,
veranstaltete das vom Bundesministerium fiir Bildung und Forschung
(BMBF) geforderte ,,Forum Privatheit und selbstbestimmtes Leben in der
digitalen Welt (http://www.forum-privatheit.de) am 18. und 19. Novem-
ber 2021 in Wiesbaden die Konferenz ,Auswirkungen der Kiinstlichen In-
telligenz auf Demokratie und Privatheit“. Der vorliegende Band prisen-
tiert die wichtigsten Vortrage und reflektiert die dort angestoenen Dis-
kussionen.

Das ,Forum Privatheit® arbeitet seit nunmehr acht Jahren - ausgehend
von technischen, juristischen, 6konomischen sowie geistes- und gesell-
schaftswissenschaftlichen Ansitzen — an einem interdisziplindr fundierten,
zeitgemaflen Verstindnis von Privatheit und Selbstbestimmung. Hieran
ankniipfend werden Konzepte zur (Neu-)Bestimmung und Gewihrleis-
tung informationeller Selbstbestimmung und des Privaten in der digitalen
Welt erstellt. Es versteht sich Gber seine Kerndisziplinen hinaus als eine
Plattform fir den fachlichen Austausch und erarbeitet Orientierungswis-
sen fiir den offentlichen Diskurs in Form wissenschaftlicher Publikatio-
nen, Tagungen, White- und Policy-Paper.

Seit 2021 ist das “Forum Privatheit” das zentrale Begleitprojekt der
vom BMBEF initiierten Plattform Privatheit und wird vom Fraunhofer-In-
stitut fir System- und Innovationsforschung (ISI) in Karlsruhe und der
Projektgruppe verfassungsvertrigliche Technikgestaltung (provet) an der
Universitat Kassel koordiniert. In der Plattform Privatheit werden die vom
BMBF geforderten Projekte zu den Themen Privatheit, Datenschutz und
Selbstbestimmung zusammengefasst. Ziel des “Forum Privatheit” ist es,
allen Biirgerinnen und Biirgern einen reflektierten und selbstbestimmten
Umgang mit ihren Daten, technischen Geraten und digitalen Anwendun-
gen zu ermoglichen. Das “Forum Privatheit” bereitet aktuelle Forschungs-
ergebnisse fur Zivilgesellschaft, Politik, Wissenschaft und Wirtschaft auf
und berit deren Akteure zu ethischen, rechtlichen und sozialen Aspekten
von Privatheit, Datenschutz und informationeller Selbstbestimmung,.

Die Organisation der Konferenz erfolgte zusammen mit dem Hessi-
schen Beauftragten fiir Datenschutz und Informationsfreiheit (HBDI).
Die inhaltliche Gestaltung erfolgte zusammen mit dem ebenfalls durch
das BMBF geforderten Projekt “PRIvatheit, Demokratie und Selbstbestim-
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mung im Zeitalter von KI und Globalisierung” (PRIDS), an dem neben
dem Fraunhofer ISI und der Universitit Kassel u.a. auch noch die Univer-
sitdit Duisburg-Essen und das Internationale Zentrum fir Ethik in den
Wissenschaften der Universitat Tibingen beteiligt sind.

Als Herausgeber:innen freuen wir uns, nun diesen Konferenzband
prasentieren zu kdnnen. Wir danken insbesondere den Autor:innen fiir
die Uberarbeitung ihrer Vortrige und die Beisteuerung der jeweiligen
Fachaufsitze. Ebenso zum Dank verpflichtet sind wir allen Beteiligten
am ,Forum Privatheit“ sowie den Kolleg:innen, die die in diesem Band
veroffentlichten Texte begutachtet haben. Die Konferenz “Auswirkungen
der Kunstlichen Intelligenz auf Demokratie und Privatheit” wire ohne
die vielfiltige Unterstiitzung durch das interdisziplinire Kollegium nicht
moglich gewesen. Wir danken insbesondere all jenen, die organisatorisch
oder inhaltlich an der Vorbereitung und Durchfithrung der Konferenz
mitgewirkt haben, darunter vor allem Susanne Ruhm, Greta Runge, Frank
Ebbers, Murat Karaboga und Marleen Georgesohn (Fraunhofer ISI) sowie
Christian Geminn, Tamer Bile und Carsten Ochs (Universitit Kassel).
Dartber hinaus danken wir Barbara Ferrarese (Fraunhofer ISI) fur die
professionelle Wissenschaftskommunikation, Miriam Janke (Fusionistas)
fur die konzeptionelle Beratung und lebendige Moderation sowie Magda-
lena Vollmer fiir die kreative Live-Visualisierung der Vortrige. Prof. Dr.
Ina Schieferdecker (BMBF) danken wir fiir die gelungene Konferenz-Eroff-
nung und thematische Einordnung,.

Dem hessischen Landtag verdanken wir, dass wir unsere Veranstaltung
in den prachtigen Riumlichkeiten des Wiesbadener Stadtschlosses durch-
fihren durften. Der Vize-Prasidentin des Landtags Karin Miller danken
wir fur die herzliche Begrifung und historische Einfithrung. Der Presse-
stelle des HBDI, insbesondere Maria Christina Rost, danken wir fir die
tatkriftige Unterstiitzung sowie produktive Zusammenarbeit.

Dieser aus der Konferenz hervorgegangene Band wire nicht ohne tat-
kraftige Unterstitzung bei der Manuskriptbearbeitung und -korrektur
zustande gekommen. Wir mochten uns sehr herzlich bedanken bei den
Kollegen, die die Begutachtung der Tagungsbeitrige ibernommen haben.
Fir die angenehme und zielfihrende Zusammenarbeit mit dem Nomos-
Verlag danken wir Dr. Sandra Frey.
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Last but not least mochten wir uns besonders bei Dr. Heike Prasse
und Kai Enzweiler (BMBF) fir die Férderung des Projektverbunds sowie
die engagierte Unterstiitzung unserer Forschungsthemen bedanken. Auch
danken wir ausdriicklich Jan-Ole Malchow, der fiir den Projekttriger VDI/
VDE-IT die Forschungsarbeiten des ,Forum Privatheit“, die Vorbereitung
der Konferenz und das Erscheinen des Bandes konstruktiv begleitet hat.

Die Herausgeber:innen
Karlsrube, Kassel, Tiibingen, Duisburg, im Juli 2022
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Geleitwort

Ina Schieferdecker, Bundesministerium fiir Bildung und Forschung

Zur Jahreskonferenz 2021 hatte das Forum Privatheit in den Hessischen
Landtag eingeladen — einem symboltrichtigen Ort, an dem in Hessen 1970
das weltweit erste Datenschutzgesetz verabschiedet worden ist.

Seither wird um notwendige als auch hinreichende Ausprigungen von
Datenschutz gerungen, in den letzten Jahren vermehrt um den Daten-
schutz im digitalen Raum. Digitale Technologien durchdringen unser
Leben. Dabei ist Digitalisierung neben den riesigen Potenzialen fir Fort-
schritt, Wohlstand und Innovation zu einer bestindigen Herausforderung
fir die Weiterentwicklung unserer Gesellschaft geworden.

Digitalisierung soll wie jede andere Technik das Leben und Arbeiten
von uns Menschen erleichtern. Sie muss dazu an unseren gesellschaftli-
chen Bedarfen orientiert und an uns ausgerichtet sein. In der heutigen
Wirtschaft dominieren jedoch haufig immer noch Fragen der Gewinnma-
ximierung, wobei Sekundir- und Tertidraspekte sozialer und 6kologischer
Nachhaltigkeit nicht eingepreist sind. Hier kann und muss steuernd einge-
griffen werden.

So muss auch durch digitale Technik die Wiirde des Menschen als
wesentliche Zielbestimmung und als zentrales Fundament jedweden Han-
delns gewahrt bleiben. So missen digitale Systeme, Anwendungen und
Dienstleistungen durch den Menschen beherrschbar und handhabbar sein.
In der digitalen Transformation geht es deshalb auch darum, die Wahrung
der Rechte im Umgang mit digitalen Medien oder sozialen Plattformen si-
cherzustellen. Hierzu gehort ebenso die Durchsetzung bestehender Rechte
zur Privatsphire, Meinungsfreiheit oder zum Datenschutz im Cyberraum
— auch in neuen digitalisierten Raumen, die durch das Internet der Dinge
und smarte Gerite eroffnet werden.

Genau bei diesen Werten setzt der europiaische Weg an. Anders als
andere Regionen der Welt verbinden wir in Deutschland und Europa
den digitalen Fortschritt mit Datenschutz, Meinungsfreiheit und dem
Recht auf Privatheit unter Achtung der Menschenwiirde und der Grund-
rechte. Dieser europdische Weg wird aber nur dann auch in Zukunft
moglich sein, wenn wir technologisch souveran bleiben und unsere Fahig-
keit zur kooperativen Gestaltung und Mitgestaltung von Schliisseltechno-

13

hutps://dol.org/10.5771/9783748913344-1 - am 20,01.2026, 14:01:30. Vdel A [ —



https://doi.org/10.5771/9783748913344-1
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Ina Schieferdecker

logien und technologiebasierten Innovationen ausbauen. Technologische
Souverinitit umfasst die Formulierung von Anforderungen an Techno-
logien, Produkte und Dienstleistungen entsprechend der eigenen Werte
und deren Absicherung auch durch die Mitbestimmung entsprechender
Standards in globalen Markten. Vertrauen in digitale Losungen entsteht
da, wo die eingesetzte Soft- und Hardware verstanden wird und wo die
Einhaltung der Anforderungen, etwa zur IT-Sicherheit, iberprifbar sind
und tberpriift werden. Gleichwohl geht es dabei um Produkte und Dienst-
leistungen, die gebraucht, die gekauft und genutzt werden, die sich im
Markt durchsetzen kénnen — und so Arbeit, Arbeitsplitze und Wohlstand
sichern helfen. Was nttzt die beste vertrauenswiirdige Losung, wenn diese
nicht angenommen wird und letztlich weniger vertrauenswirdige Losun-
gen zur Anwendung kommen? Hier muss im engen Schulterschluss von
Wirtschaft, Wissenschaft und Gesellschaft klug agiert und im Interesse
aller ein breites Verstindnis von Vertrauenswiirdigkeit und anderen Qua-
litaiten technischer Losungen erzeugt werden. Das ist kein Selbstlaufer,
sondern erfordert ein gut auszubalancierendes Vorgehen.

Deutschland und Europa gehen diese anstehenden Aufgaben bereits
verstirkt an und koénnen zum Vorbild fir eine digitale Gesellschaft wer-
den. Wir Européerinnen und Européer sind dabei nicht nur Nutzende
digitaler Technologien, sondern ebenso deren Gestalter und Entwickler.

Die Politik stellt dazu immer wieder wichtige Weichen, wie zum Bei-
spiel mit der DSGVO oder der europiischen Datenstrategie. Aktuell wird
am Al Act gearbeitet, der Europa zum Zentrum fiir innovationsstarke,
vertrauenswurdige, Kl-basierte Systeme machen soll.

Hier kommt der Wissenschaft eine groffe Verantwortung zu. Nicht
alles, was wissenschaftlich oder technisch umsetzbar ist, ist auch sinnvoll
oder erstrebenswert. Und so ist es die Aufgabe der Wissenschaft, das Ver-
stindnis der digitalen Transformation zu vertiefen und dieses Verstandnis
in die Breite zu tragen — und dabei auf die Chancen als auch die Risiken
des digitalen Wandels hinzuweisen. Der fortschreitende wissenschaftliche
Erkenntnisgewinn hilft uns, erstrebenswerte Entwicklungen zu befordern
und Fehlentwicklungen zu vermeiden.

Dieser Aufgabe haben sich die Mitglieder des Forums Privatheit in be-
sonderer Weise verpflichtet. Mit einem disziplinentibergreifenden Ansatz,
der sozialwissenschaftliche, psychologische, rechtliche, 6konomische und
nicht zuletzt technische Perspektiven vereint, wurde in den vergangenen
sieben Jahren eine neue, ganzheitliche Herangehensweise verfolgt.

Das Forum Privatheit wirkt weit tiber die Grenzen des Forschungsver-
bundes hinaus: Es liefert regelmafig wichtige Impulse fir den gesellschaft-
lichen Diskurs und die weitere Technikentwicklung, beispielsweise in
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Themen wie Datenschutz in der Blockchain, Privatheit und Kinderrechte,
Tracking von Nutzerinnen und Nutzern im Netz — und auch beim Thema
KI.

Auf der Jahreskonferenz 2021 wurde das Thema ,Auswirkungen der
Kinstlichen Intelligenz auf Demokratie und Privatheit“ in den Fokus ge-
rucke. KI hat sich zu einer Schlisseltechnologie unserer Zeit entwickelt.
Sie bietet ganz neue Chancen und Moglichkeiten. Durch moderne Verfah-
ren des maschinellen Lernens stehen uns bei der Auswertung umfangrei-
cher Daten neue Qualititen und Quantititen beim Erkennen, Einordnen
und Schlussfolgern zur Verfugung. Dies erdffnet neue Losungsmoglich-
keiten und Innovationen in Anwendungskontexten wie der Gesundheit,
Mobilitat oder der Sicherheit.

Diese Potentiale gehen mit Herausforderungen einher: So kann KI zur
Verstirkung von Ungleichbehandlungen fiithren. Sie kann wie jede andere
Technik missbrauchlich genutzt werden. So kénnen Grenzen zwischen
Auferungen von Menschen und Social Bots verschwimmen, da sich Social
Bots mittels KI dem Verhalten echter Nutzer annahern. Und so gibt es bei-
spielsweise intensive Diskussionen darum, ob von Algorithmen generierte
Inhalte auch als solche kenntlich gemacht werden sollten. Aber was genau
ist ein algorithmengenerierter Inhalt? Wo beginnt er, wo hort er auf? Und
wie kdnnen solche Inhalte kenntlich gemacht und das Kenntlichmachen
wiederum abgesichert werden?

Und so ist und bleibt es wichtig, die weitere Entwicklung proaktiv
mitzugestalten. Thnen als Forschenden des Forums Privatheit kommt da-
bei die Aufgabe zu, aus Ihren Erkenntnissen die richtigen Impulse zu
entwickeln, die dabei helfen, die Entscheidungshoheit der Menschen in
den Mittelpunke zu ricken und neue Entwicklungen zielgerichtet an den
gesellschaftlichen Bedarfen auszurichten. Sie miissen die Auswirkungen
von KI auf Privatheit und Demokratie unbedingt weiter in Breite und
Tiefe diskutieren. Die Aufgaben werden nicht kleiner werden: Die digita-
le Transformation wird Jahrzehnte benétigen. Es werden immer wieder
neue Fragestellungen auftreten. Dabei muss es gelingen, und ist es gerade
demokratischen Gesellschaften immer wieder gelungen, Technologien ein-
zuhegen, um Fehlentwicklungen zu begrenzen oder zu vermeiden.

Damit das gelingt, brauchen wir ebenso eine zielfihrende Forschungs-
politik. Dem Bundesministerium fiir Bildung und Forschung ist das Fo-
rum Privatheit ein wichtiges Anliegen. Wir haben die Férderung deshalb
nicht nur fortgefithrt, sondern bereiten aktuell den Ausbau des Forums
Privatheit zur ,Plattform Privatheit“ vor. Zukinftig wollen wir die wis-
senschaftliche Auseinandersetzung mit dem Thema Privatheit unter einer
entsprechenden Rahmenbekanntmachung férdern. Die dynamischen Ent-
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wicklungen relevanter Forschungsthemen kénnen so schneller und flexi-
bler adressiert werden. Ein erstes Projekt zum Thema ,,Privatheit, Demo-
kratie und Selbstbestimmung im Zeitalter von Kiinstlicher Intelligenz und
Globalisierung*® ist bereits gestartet.

Zudem hat die Bundesregierung das Thema Privatheit in ihrer Cybersi-
cherheitsstrategie verankert. Und ebenso zentral ist es fir das Forschungs-
rahmenprogramm ,Digital. Sicher. Souveridn.“ Mit diesem Programm set-
zen wir den Rahmen fiir eine Forschung, die den europiischen Weg in
der Digitalisierung vorantreibt und die technologische Souverinitit starke.
Unser Ziel ist es, mit einer Forschung europaischer Prigung Innovatio-
nen anzustoffen und die technologische Souverinitit Deutschlands und
Europas in Zukunft zu wahren und in wichtigen Schlisselbereichen aus-
zubauen. Deshalb stellen wir fir die Umsetzung des Programms bis 2026
mindestens 350 Millionen Euro bereit.

Mit dem ,,Forschungsnetzwerk Anonymisierung fiir eine sichere Daten-
nutzung“ werden kinftig zudem Fragen der Anonymisierung und des
technischen Datenschutzes gebiindelt. Der Kern dieses Netzwerks wird aus
Kompetenzclustern zu wichtigen Anwendungsbereichen fiir die Anonymi-
sierung von personenbezogenen Daten wie Medizin oder Mobilitit beste-
hen. Und das Forum Privatheit sowie die zukiinftige Plattform Privatheit
werden auch weiterhin als wichtige Stimmen den offentlichen Diskurs zu
den Themen Privatheit und Datenschutz anregen.

Die Wahrung von Datenschutz und Privatheit nach europaischen Stan-
dards bei der Gestaltung und Entwicklung neuer und nachhaltiger Tech-
nologien ist kein Hemmschuh. Richtig aufgesetzt sind sie Quellen der
Innovation. Und sie haben das Potenzial, Wirtschaft und Gesellschaft
nachhaltig entsprechend unserer Werte weiterzuentwickeln.

Privatheit ist und bleibt ein zentraler Wert in unserem Wertekanon und
in unseren Demokratien. Diesen Wert gilt es auch in einer digitalisierten
Welt zu erhalten, zu pflegen und zu schiitzen. Hierfir ist interdisziplinire
Forschung ein zentraler Schlissel. Denn: Technikentwicklung und deren
kritische Begleitung miissen Hand in Hand gehen.

Fir diese wichtige kritische Begleitung der digitalen Transformation
danke ich allen am Forum Privatheit Beteiligten und wuinsche Thnen fiir
den weiteren Weg und Thre weitere Arbeit gutes Gelingen.
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