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Kartierung der Problemfelder und ethischer Kompass

Zur Rolle reflexiver Orientierung fur die Erhaltung moralischer Kompetenz

Korreferat zum Beitrag von Armin Grunwald

Angesichts der Entwicklungstendenzen der Digitalisierung diskutiert Armin Grun-
wald die ethischen Herausforderungen und hutet sich — mit guten Grinden —
davor, hier einfache Antworten zu geben, wie sie in allgemeiner Form in den zahl-
reichen Manifesten, Chartas oder Guidelines vorfindlich sind, deren Konjunktur
weiterhin anhilt. Vielmehr werden Themenfelder >erkundet< und in einer gut
strukturieren und differenzierten Ubersicht zusammengefiihrt (vgl. 129-139). Es
handelt sich quasi um eine Landkarte, wie sie erforderlich ist, wenn man sich in
neuem und ungewohntem Terrain orientieren will. Ferner ist fiir eine solche Ori-
entierung ein Kompass erforderlich (um die Karte auszurichten und den Standort
zu bestimmen), wie ihn Immanuel Kant erwihnt, wenn es darum gehe, »Bescheid
zu wissen zu unterscheiden«, also die Richtungen (hier in ethischer Absicht) zu
validieren (Kant 1965 [1785]: 22/AA 404). Landkarte und Kompass legen die
konkreten Ziele und Zwecke einer Reise nicht fest, sondern sind Voraussetzungen
fur ein Sich-Orientieren, eine reflexive Orientierung als Voraussetzung fiir eine
solche Festlegung. Das Disponieren tiber Ziele und Zwecke verbleibt bei den Sub-
jekten, die Grunwald als Subjekte einer erforderlichen Gestaltung (vgl. 126) bzw.
Mitgestaltung (vgl. 140) adressiert. Woher aber sollte ein sethischer Kompass« fir
eine »orientierende Intervention« (127) kommen, dafiir also, »das gestaltende
Denken in Bezug auf die digitale Transformation in sein Recht zu setzen (...) und
ihm Motivation und Orientierung zu geben« (129)? Es geht hier, neben einem
Konzept reflexiver Orientierung (»Herausbildung adiquater Begrifflichkeiten und
ethischer Alternativen« (127), »Differenzierung ethischer Reflexion nach Pro-
blemstellung und Validitit verfiigbaren Folgenwissens« (ebd.)) offenbar um eine
transitive Orientierung. Von welchem Standpunkt aus sollte diese Orientierung
gegeben werden? Beide Optionen scheinen auf den ersten Blick eher Alternativen
darzustellen als zu harmonieren. Diese Einschitzung ist jedoch triigerisch, weil
Grunwald zeigt, wie sich beide Perspektiven notwendig erginzen miissen.

Das Bild einer >Landkarte« fir die Strukturierung einer >Problemlandschaft« ist
namlich selbst triigerisch: Es vermittelt das Bild einer statischen Verfasstheit,
innerhalb derer oder tuber die zu disponieren wire. Wenn es nun darum geht,
»diesbeztigliche Entscheidungsprozesse zu orientieren« (122), koénnen wir uns
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jedoch nicht auf einen gut sortierten und unter bestimmten Validierungsoptionen
klassifizierbaren Gegenstandsbereich beziehen, sondern sehen uns, wie Grund-
walds erste Pramisse besagt, einem hoch dynamischen »transformativen und glo-
balen gesellschaftlichen Prozess« (ebd., Hervorh. im Orginal) gegentiber. Es ver-
dndert sich also die Landschaft und fordert dabei »bestehende normative Ublich-
keiten und Sicherheiten heraus« (125). Der »ethisch-reflexive (...) Blick auf Digi-
talisierung als Prozess« (ebd.) ist mit allmdblichen Verschiebungen konfrontiert;
die Allmahlichkeit dieser Verschiebungen erschwert einerseits deren Diagnose,
eroffnet aber andererseits die Option einer Gestaltbarkeit. Bevor ich auf einen
moglichen Imperativ fur eine solche Gestaltbarkeit eingehe, wie ihn Grunwald
analog zu Hans Jonas entwickelt, sei aber noch auf das >wesentliche Element« der
allmidhlichen Verschiebung, namlich die digitale Verdoppelung der Welt, der
»Digitale Zwilling« (vgl. 123f.) diskutiert (zweite Pramisse): Im Idealfall sei »ein
Digitaler Zwilling eine digitale Reprdsentanz eines materiellen oder immateriellen
Objekts aus der realen Welt (Wikipedia)« (ebd.) und kann z. B. durch Musterer-
kennung oder Profilentwicklung in die analoge Welt zuriickibertragen und fur
dortige Operationen genutzt werden. Hier wire m. E. eine radikalere Problemati-
sierung dieses Prozesses anzubringen: Die Metapher vom >Digitalen Zwilling« ist
grundfalsch und ideologisch. Sie suggeriert namlich — mit Blick auf >echte« Zwil-
linge (die einander nicht >reprisentieren<) — eine Ubereinstimmung in der Verfasst-
heit, die auch Anlagen, Fihigkeiten und Entwicklungstendenzen umfasst und ver-
harmlost einen gravierenden Unterschied: Digitale Zwillinge sind gemacht, und
zwar unter bestimmten Kriterien, Selektionsstrategien, Indikatoren, fir die eine
bestimmte Sensorik (im weitesten Sinne) die Observablen liefert. Digitale Zwil-
linge sind und bleiben immer Stereotypen und Profile, auch wenn sie unter dem
Datenhunger der Konzerne scheinbar immer >individueller, personalisierter wer-
den. Denn es werden immer nur diejenigen Merkmale eruiert, die fiir bestimmte
Operationen der analogen Welt, in die sie zurtickiibertragen werden, genutzt wer-
den konnen (vgl. 124). Jeder digitale Zwilling ist und bleibt ein Produkt einer
Funktionalisierung. Das muss nicht schlecht sein, ja mag in bestimmten Kontex-
ten durchaus erwtnscht und als zielfithrend gelten, verdeckt aber den Blick
darauf, dass die Architektur der Sensorik auf einem Gestaltungsvorgang beruht,
und ebenso die >Riickiibertragung« in analoge Kontexte. Beispiel hierfiir sei der
>Bestatigungsirrtums, wie er beim >Predictive Policing« oder in den »Filterblasen«
(auf die Grunwald spiter eingeht (vgl. 131)) augenfillig wird: Lassen bestimmte
Profilierungen Personen oder Verfasstheiten der analogen Welt als gefihrlich
erscheinen, so finden im Zuge ihrer >Rickiibertragung« entsprechend dichtere
Kontrollen oder weitere Vorsorgemafinahmen statt, auf deren Basis entsprechende
Delikte oder Gefihrdungslagen dichter und praziser diagnostiziert werden, was
wiederum die Profilierung bestirkt. Umgekehrt wird in der Filterblase ein Profil
meines Ich’s als digitaler Zwilling in seiner Attraktivitat erhoht, weil die Absenz
von Irritationen und Widerstandserfahrungen im Zuge der Rickiibertragung in
die analoge Welt durchaus als Gratifikation, Bestdtigung, eben attraktiv, empfun-
den wird. (Ahnlich triigerisch ist die Metapher von der >Cloud<, der datenspen-
denden Wolke, die uns den lebensforderlichen Regen beschert, deren Schatten
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aber wie bei den echten Wolken, eher als weniger wesentlich eingeschitzt wird.)
Die Rolle solcher Metaphern im Rahmen von Narrativen im Hinblick auf mogli-
che Zukunfte ist im Sinne reflexiver Orientierungen in den Blick zu nehmen, als
Thema einer >Technikhermeneutik« (vgl. hierzu Grunwald/Hubig 2018).

In Analogie nun zu Hans Jonas, der okologische Folgen verhandelt, wihrend
Grunwald die gesellschaftlichen Folgen der Digitalisierung fokussiert, wird nun
(mindestens implizit) ein orientierender Imperativ ersichtlich: Gerade angesichts
der Problemlage, dass »belastbares Wissen tber langfristige Folgen der allmahli-
chen Verschiebung kaum verfugbar« (127) ist (dritte Pramisse), geht es Grunwald
um ein Vorsorgedenken, das zunehmender Abhingigkeit und moglichem Kon-
trollverlust entgegensteuert. Durch Explizitmachung komplexer Zuschreibungen
soll eine Verantwortungsdiffusion ausgebremst und der Raum fiir sorgfiltiges
Denken und Beraten, das Abwigen von Alternativen, die Suche nach dem rechten
Maf§ und ethisch legitimierten Kriterien gewahrleistet werden. Auch und gerade
gilt dies »fur den Erhalt der Bedingungen der Moglichkeit von (insbesondere deli-
berativer) Demokratie« (136; vgl. Grunwald 2019). Hans Jonas hatte dies in den
Satz gefasst: »Alle Staatskunst ist verantwortlich fir die Moglichkeit kunftiger
Staatskunst« (Jonas 1979: 214). Die Architektur dieses Diktums lisst sich auf
viele der erwidhnten Problemfelder tbertragen: Bei der Technikbewertung ist
darauf abzusehen, die Moglichkeit zukunftiger Technikbewertung zu erhalten
(d. h. die Entstehung von Sachzwingen, Amortisationsdruck etc. zu vermeiden;
vgl. VDI 2002) bzw. die Moralfihigkeit der Individuen bei der Beurteilung und
Entscheidung iiber die Gestaltung und Initiierung der >Ubertragungsprozesse« von
der analogen Welt in die digitale und zurtck zu gewihrleisten. Dies betrifft insbe-
sondere die Herstellung und Sicherung von Transparenz — nicht im Sinne der nai-
ven Forderung, >diec Algorithmen transparent zu machen, was angesichts des
Blackboxing intelligenter, lernfihiger Maschinen nicht einlosbar ist — sehr wohl
jedoch, was die Architektur der Sensorik und damit der Eingaben in die Systeme,
die Auswahl der Strategien maschinellen Lernens und die Strukturen der Systeme
insgesamt ausmacht (vgl. VDI 2019), unter denen operative Autonomie (optima-
ler Einsatz von Mitteln) sowie strategische Autonomie (Disponieren tiber Zwecke)
delegiert werden kann, sofern die moralische Autonomie der Subjekte bei der Set-
zung und Rechtfertigung von Zielen und obersten Funktionen erhalten bleibt (vgl.
Hubig 2019). Wie Grunwald zutreffend hervorhebt, ist disruptive Innovation die
Hauptgefahr fiir einen Erhalt der Bedingungen der Handlungsfihigkeit (vgl.
135f.). Ein hier transitiv-orientierender ethischer Imperativ als >hoherstufiger«
Imperativ ist zugleich auch Voraussetzung fur ein reflexives Orientieren, fur das
die entsprechenden Riume freigehalten bleiben mussen. Darin liegt die Komple-
mentaritit der beiden Typen von Orientierung. Dies ist die Grundidee einer »pro-
visorischen Moral« der Technik, die, da wir nicht mehr {iber ein »ethisches Haus
verfigen« (Descartes 1960 [1637]: Kap. III), das darauf angelegt ist, die >Weiter-
reise« zu ermOglichen (vgl. Hubig 2007). Analog wird z. B. fur die Wirtschafts-
und Unternehmensethik angefiihrt, dass es darauf ankomme, die Moglichkeit ethi-
schen Handelns fiir die Unternehmen und in den Unternehmen zu gewahrleisten
(vgl. Thielemann 2000: 56).
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Eine letzte Bemerkung zur Problematik der Macht(verhiltnisse): Wenn Hans
Jonas schreibt, dass es darauf ankomme, die Macht tiber die Macht der Technik
wiederzugewinnen, die nicht mehr die Macht der Menschen sei, sondern die
Macht der Technik selbst, »ihrem vermeintlichen Besitzer ihren Gebrauch zu dik-
tieren, ihn zum willenlosen Vollstrecker seines Koénnens zu machen« (Jonas 1979:
2531.), dann erscheint diese Forderung paradox. Wenn diese Macht die Moglich-
keiten ihres Umgangs selbst diktiert, wie wire dann iiber sie Macht zu gewinnen?
Die Chance besteht einzig darin, den von dieser Macht ausgehenden Herrschafts-
anspriichen zu begegnen, denn Herrschaft greift nur dort, wo auf die mit der
Herrschaft einhergehenden Gratifikationen nicht verzichtet werden soll und wo
mogliche Sanktionen, Erschwernisse, Nachteile gefiirchtet werden. Es kann nicht
Macht tber Macht errungen werden, sondern nur der Wirkungsbereich der
Macht eingeschrankt oder entzogen werden (vgl. Hubig 2015). Solche Grenzen
festzulegen ist Thema deliberativer Demokratie bzw. Aufgabe eines daraus resul-
tierenden institutionellen Handelns, das den Einzelnen ihre Lebens- und Arbeits-
moglichkeiten auch dann sichert, wenn sie sich bestimmten Herrschaftsansprii-
chen der michtigen Systeme entziehen. Grunwald diskutiert dies unter anderem
mit Blick auf die Konsumentensouveranitat (vgl. 142).
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