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Abstract: Some of the fundamental activities of the software development process are related to the discipline of Requirements Engineering. 
Their objectives are to discover, analyze, document, and verify the system’s requirements. The requirements are the conditions or capabilities 
that software needs to have or fulfill to meet its users’ needs, and problems in its identification can mean the failure of a software project. This 
study is part of the research that is being developed to propose a model based on Knowledge Organization Systems to be used in the Require-
ments engineering process. This article aims to present the results of an analysis on a set of Knowledge Organization Systems to identify whether 
they are likely to be applied in the Requirements engineering process and identify at which stage of this process each one of them can be 
implemented. The Knowledge Organization Systems analyzed were the authority files, gazetteers, glossaries, subject headings, classification 
systems, thesauri, semantic networks, and ontologies. Based on the results obtained, it was possible to conclude that the Knowledge Organiza-
tion Systems analyzed can be used in the Requirements engineering process and, consequently, contribute to increasing the software require-
ments’ quality. 
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1.0 Introduction 
 
Increasingly, organizations depend on the support provided 
by software to provide information, which has a fundamental 

role not only in the decisions to be made but also in the activ-
ities developed by its users, which leads to the need for this 
information to be available, reliable and useful (Gharib et al. 
2018; Morales-Ramirez et al. 2015). According to Sommer-

https://doi.org/10.5771/0943-7444-2022-6-411 - am 24.01.2026, 08:25:44. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-2022-6-411
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


Knowl. Org. 49(2022)No.6 
P. Basto Fagundes, D. D. J. de Macedo. An Analysis on the Use of Knowledge Organization Systems in the Process of … 

412 

ville (2016) and Pressman (2014), the construction of quality 
systems that meet their users’ information needs is strongly 
related to the process used for its development.  

The area of computing called software engineering aims 
to present concepts, techniques, and tools to be applied dur-
ing this process, which include the steps of specification, de-
sign, coding, validation, and evolution of the software. Dur-
ing the specification stage of software engineering are de-
fined the features of, and restrictions to, the operation of 
the system. And this stage counts on the requirements engi-
neering area to support the discovery, analysis, documenta-
tion, and validation of software requirements.  

Dal Forno et al. (2017) and Sweis (2015) identified that 
the problems more frquently mentioned about critical fac-
tors that contribute to the failure of projects that involve 
systems development, is directly related to activities of the 
requirements engineering, since errors committed in this 
step, if they are not corrected, extend throughout the devel-
opment process and after checking each error, all previous 
phases need to be redone. The article by Fernandez et al. 
(2017) presents a survey with the participation of 228 soft-
ware development companies located in 10 countries to 
identify, based on the experience of requirements engineer-
ing professionals, which problems harm this process; ac-
cording to the authors, the main difficulties identified were: 
incomplete or hidden requirements; communication fail-
ures between the project team and the client; changing ob-
jectives, business processes or requirements; and abstract re-
quirements. 

What is noticeable is that the same problems reported in 
Fernandez et al. (2017) are cited in previous studies as in 
Faulk (1997), Hall et al. (2002), Liu et al. (2010), Nuseibeh 
and Easterbrook (2000), Przybyłek (2014) and Solemon et 
al. (2009). That is, despite the efforts of researchers in the 
software development area to propose techniques and tools 
that help in carrying out their activities, the problems that 
contribute to the failure of software projects and users’ dis-
satisfaction are still the same as those of 23 years ago. 

Since the focus of requirements engineering is to identify 
and transform information into software requirements, we 
considered relevant a reflection about using approaches 
from other areas of knowledge to assist in this process. In 
this way, we decided to research outside the borders of com-
puting, techniques that could contribute to the increase of 
the quality of the requirements and consequently with the 
rise of the users’ satisfaction; e based on the research carried 
out, we identified opportunities to use some of the types of 
knowledge organization systems (KOS) to assist require-
ments engineering in the execution of its activities. 

This article aims to present the results of an analysis car-
ried out on a set of knowledge organization systems to verify 
if these systems could be used in the context of requirements 
engineering and identify in which activity or activities in 

this process they could be implemented. The knowledge or-
ganization systems analyzed were proposed by Hodge 
(2000): authority files, gazetteers, glossaries, subject head-
ings, classification systems, thesauri, semantic networks, 
and ontologies. The analysis was made considering each 
mentioned KOS’s characteristics and objectives, allowing 
identifying which stages in the Requirements engineering 
process they could be applied. And according to the results 
obtained so far, it was possible to conclude that, except for 
gazetteers, the KOS studied can be used to support the re-
quirements engineering adding value to its process. 

As for contributions to the field, we expect this study to 
encourage new research involving knowledge organization 
systems and requirements engineering areas to improve the 
process related to software requirements. This includes con-
tributions to software development companies that will be 
able to use knowledge organization systems during the re-
quirements engineering process, increasing the quality of 
the developed software and, finally, contributes with the re-
quirements engineers, as an opportunity to know and use 
techniques outside the frontiers of computing. 

Section 2.0 presents the concepts and definitions of re-
quirements engineering and the knowledge organization 
systems we choose to analyze. Section 3.0 presents the meth-
odological procedures used to achieve this study’s goals and 
explains how the analysis was carried out. Section 4.0 pre-
sents studies already carried out involving some of the 
knowledge organization systems and the requirements engi-
neering. Section 5.0 presents the results of analyzing, and 
section 6.0 presents the conclusions of this paper. 
 
2.0 Theoretical background 
 
2.1 The process of requirements engineering 
 
The area known by the term requirements engineering 
emerged as an independent field of study in the early 1990s, 
leveraged by creating the conference called International 
Requirements Engineering Conference – IEEE and the jour-
nal Requirements Engineering, published by Springer Ver-
lag (Nuseibeh and Easterbrook 2000). Requirements engi-
neering is considered a subarea of software engineering, and 
it belongs to the specification stage in the development pro-
cess, in which the requirements engineer or the person re-
sponsible for this activity seeks to understand what are the 
real needs of users concerning resolution or dissolving the 
problem that needs to be solved. Requirements engineering 
can be described as a set of activities aimed at discovering, 
analyzing, documenting, and validating the requirements 
and documents generated (Kotonya and Sommerville 
1998).  

Regarding the understanding of users’ needs, require-
ments are considered a critical factor in software projects. If 
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they are not well defined, they directly impact the success of 
any product that will be delivered. Also, they are used to 
measure the size, complexity, and consequently, the cost of 
software, and when problems with requirements identifica-
tion are detected late, there is a high cost to correcting them. 

According to Leffingwell and Widrig (2003), users’ 
needs represent a business, personal or operational problem 
that justifies the need to develop or acquire a new infor-
mation system. Kruchten (2003) presents that a software re-
quirement is a condition or a capacity that software needs 
to have or perform to meet its users’ needs. Sommerville 
(2016) expands this meaning, defining a system’s require-
ments as the descriptions of what the system should do, the 
services it offers, and the restrictions on its operation. These 
requirements reflect the user’s needs for a system that serves 
a specific purpose, such as controlling a device, placing an 
order, or finding information. 

Goguen (1996) and Jackson (1995) share this viewpoint, 
affirming requirements are information, and all infor-
mation has a context, and that it is the contexts that deter-
mine the nature of the requirements. According to the au-
thors, it is necessary to consider how information is pro-
duced and used and not just represented. The situations 
that determine the nature of the requirements are not only 
technical since they significantly involve the social context 
in which the users of the system are inserted, which ends up 
resulting in requirements arising from different points of 
view, a fact that requires special attention to identify them 
effectively, allowing an abstract representation of the system 
(Rocha and Vasconcelos 2004). 

In general, the requirements are defined as specifications 
of the system’s objectives and behaviors, together with the 
restrictions imposed on its use. According to Sommerville 
and Sawyer (1997), a software requirement can describe a 
user’s need (e.g. “the system must calculate the financial 
burden on employees”), public ownership of the system 
(e.g. “the system must control all access using a login and 
password”), a restriction on its operationalization (e.g. “the 
sensor must capture information at a speed of 10 times per 
second”) or a restriction on its development (e.g. “The sys-
tem must use the MySQL database management system”). 

The requirements engineering process is related to dis-
covering the contextual reasons for the system’s existence, 
the functionalities necessary to meet these reasons, and the 
existing restrictions for the execution of these functionali-
ties (Lamsweerde 2000). Its objective is elaborating a com-
plete, unambiguous, consistent, and correct specification of 
the requirements, making these serve as the basis for the 
other stages of software engineering. 

To Kotonya and Sommerville (1998), requirements en-
gineering is the area that includes the activities involved in 
the process of discovering, documenting, and maintaining a 
set of software requirements, the term “engineering” being 

related to the use of systematic and that must ensure that 
the system requirements are complete, consistent and rele-
vant. According to Nuseibeh and Easterbrook (2000), re-
quirements engineering is composed of a set of activities 
that focus on identifying and communicating the objectives 
of a system and the context in which it will be used, making 
an intersection between the needs of users and the potential 
and opportunities offered by technology. A more recent 
definition is given by Dick et al. (2017) that define require-
ments engineering as a subset of systems engineering con-
cerned with the discovery, development, traceability, analy-
sis, quality, communication, and management of the re-
quirements that define the system in successive levels of ab-
straction. 

Software development processes are considered complex. 
The definition of which and how activities should be im-
plemented depends on factors, such as the type of software 
that will be developed, the organizational culture, or the re-
sources involved. What authors like Pressman (2014), Som-
merville (2016) and Robertson and Robertson (2013) af-
firm is that, although there is no ideal process, it is essential 
that one exists and is defined as aiming at the development 
of quality software. 

It is possible to find in the literature different proposals 
related to the activities that are part of the requirements en-
gineering process and for the analysis presented in this arti-
cle, the activities proposed by Pressman (2014), which sug-
gests that the requirements engineering should provide the 
mechanism appropriate to understand what the user wants, 
analyzing the needs, evaluating the feasibility, negotiating a 
reasonable solution, specifying the solution without ambi-
guities, validating the specification and managing the needs 
as they are transformed into an operating system. 

The process proposed in Pressman (2014) includes the 
seven activities described below: 
 
– Conception: aims to establish a basic understanding of 

the problem, identifying those involved, the nature of 
the desired solution, and the effectiveness of preliminary 
communication and collaboration between users and the 
project team. 

– Elicitation: identifies the objectives, functionalities, and 
needs requiring by users. 

– Elaboration: refines the information obtained during 
the design and develops a technical model containing the 
software’s functions, characteristics, and restrictions. 

– Negotiation: It carries out a negotiation between those 
involved in the project, aiming to prioritize the software 
requirements. 

– Specification: formalizes/documents the requirements 
to support subsequent activities in the development pro-
cess. 
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– Validation: evaluates and validates the generated arti-
facts, where software engineers, customers, users, and 
other stakeholders participate in the validation. 

– Management: performs requirements management, de-
fining individual identifications and relationships, al-
lowing their traceability, and facilitating changes when 
necessary. 

 
According to Bourque and Fairley (2014), an ideal environ-
ment for the requirements engineering activities’ perfor-
mance is when the users and those responsible for the pro-
ject’s requirements work together in the same team. In this 
case, it becomes just a matter of conduction of the interac-
tions. However, in some cases, the reality is quite different, 
and in most cases, the interactions do not occur as they 
should, harming the process as a whole. Factors such as lack 
of communication, problems in the exchange of infor-
mation, and the sharing of knowledge between those in-
volved in the process negatively impact the results of the ac-
tivities carried out. 

Requirements engineering’s difficulties can be analyzed 
based on two major groups: accidental difficulties and es-
sential difficulties. Accidental difficulties are those that 
originate from a lack of understanding about what really 
needs to be developed. The following can be highlighted: lit-
tle effort spent on activities related to the identification of 
information with users, the lack of documentation on the 
requirements obtained, the failure to carry out the checks 
and validations in the identified requirements, incorrect 
specifications of the requirements, the lack of management 
of the elicited requirements and the tendency to carry out 
the other stages of software engineering without the re-
quirements engineering having been effectively carried out. 
Essential difficulties, on the other hand, are those that are 
beyond the control of requirements engineering, among 
them, the user’s difficulty in knowing effectively what he 
expects from the software, communication problems be-
tween the user and the requirements engineers, and also the 
changes that requirements suffer throughout the process 
(Faulk 1997; Przybyłek 2014). 

The accidental difficulties can be considered easier to 
overcome if compared to essential difficulties since adopt-
ing a systematic process that guides the Requirements engi-
neering activities tends to solve, or at least significantly min-
imize, problems in this category. The essential difficulties 
are more difficult to overcome, as they are part of the soft-
ware’s nature, which is abstract, malleable, and complex, 
and are also beyond the development team’s control. 
 
2.2 Knowledge organization systems 
 
According to Carlan and Medeiros (2011), among the tools 
to organizing and retrieving information, there are those 

known as knowledge organization systems. For the authors, 
KOS aim at terminological standardization to facilitate in-
dexing and guide users. In terms of their structure, they can 
vary from a simple to a multidimensional scheme. At the 
same time, their functions include eliminating ambiguity, 
control of synonyms or equivalents, and establishing seman-
tic relationships between concepts. 

For Hjørland (2003), knowledge organization systems 
organize concepts and their semantic relations. According 
to Stock (2010), a knowledge organization system is com-
posed of semantic concepts and relationships that represent 
a domain of knowledge in order to support the recovery 
process. In Gödert et al. (2014), the expression “knowledge 
organization system” means “knowledge structure”, formed 
by related concepts and built to provide support for index-
ing and retrieving information. 

According to Hodge (2000), knowledge organization 
systems include different types of tools used to organize in-
formation and enable knowledge management. The author 
proposes that knowledge organization systems be classified 
into three general categories:  
 
1. term lists, which include lists of terms often accompa-

nied by definitions; 
2. classifications and categories, which highlight the crea-

tion of sets of subjects; 
3. relationship lists, which highlight the connections be-

tween terms and concepts. 
 
Table 1 summarizes the tools suggested by Hodge (2000) to 
be used in each of the categories proposed by him. 
 

Category KOS 

Lists of terms 

Authority Files 

Glossaries 

Gazetteer 

Classifications and 
categories 

Subject headings 

Classification systems, taxonomies, 
and categorization systems 

Relationship lists 

Thesaurus 

Semantic networks 

Ontology 

Table 1. Types of knowledge organization systems according to 
Hodge (2000). 

 
We decided that the knowledge organization systems pro-
posed by Hodge (2000) would be the most suitable to form 
part of the analysis presented in this article because they are 
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used by authors like Shiri and Molberg (2005) and McCul-
loch and MacGregor (2008 ) and are also adopted by the 
Networked Knowledge Organization Systems and Services 
(NKOS). 

For Harpring (2010, 21), an authority file “is a set of es-
tablished names or headings and cross references to the pre-
ferred form from variant or alternate forms” and can refer 
to both a specific methodology and a controlled vocabulary 
in particular. According to Grings (2015), authority files in-
clude an alphabetical index, and within each index are cross-
references that relate headings. A list is a form of record that 
helps in cataloging to retrieve information and includes the 
standardized form of names, subjects, and subdivisions, 
aiming to standardize access points. The elaboration of a 
catalog of authorities is considered fundamental for the or-
ganization and retrieval of information in any documentary 
unit. And it is considered a derivative and auxiliary tool of 
the bibliographic catalog, whose basic function is to estab-
lish standardized access points (authorities) that will serve 
users as search keys, guaranteeing the reliable and effective 
location of information. 

An authority file is a database composed of authority 
records that contain: authorized entries, unauthorized and 
related entries (cross-references), bibliographic sources con-
sulted, and notes that clarify the choice of entry and the de-
cisions made by the person responsible for cataloging 
(Hodge 2000; Tillett 2004). The types of entries available in 
an authority file are usually names (personnel, entity, event, 
geographic), uniform titles, series and subjects. This type of 
catalog has the following functions: (i) to assist the user in 
locating documents of interest, organized in a single entry; 
(ii) increase accuracy in retrieving the information made by 
the user in the catalog; (iii) increase confidence in the infor-
mation provided by the catalog to users; (iv) increase cata-
loging efficiency and maximize resources; and (v) assist nav-
igation between records. 

Glossaries contain a set of terms and their meanings used 
in a given area of knowledge. It is usual that the glossaries be 
presented in alphabetical order and include explanations of 
relevant concepts from a specific field of study or action 
(Hodge 2000). Glossaries are considered a relatively simple 
tool to structure and use since it does not require complex 
techniques for its development and compression. However, 
it is essential to know what information is relevant to be in-
cluded in the glossary and not leave any important terms out 
of the list. 

A gazetteer is a geographic dictionary, digital or other-
wise, that associates place names with geographic coordi-
nates that contain triples: place names (N), entities (feature 
types) (T), and geometric representations with coordinate 
geographic footprints (F). In general, gazetteers have two 
functions, one that maps names to entities and the other 
that maps names to resource types. Resource types are 

mainly organized in semi-formal thesauri with natural lan-
guage descriptions (Keßler 2009).  

Gazetteers are often organized using classification 
schemes or subject headings, and the vocabulary used for re-
source types can vary between geographical dictionaries and 
may include terms such as “airport”, “port”, or “train sta-
tion”. According to Hodge (2000), with this type of know-
ledge organization system, the names of places in a library 
catalog or a bibliographic database can have a set of assigned 
characteristics. Therefore, the way information must be 
presented to the user is designed to allow him to distinguish 
the locations. An example of using this type of KOS can be 
in ecology, environmental science, and even public health, 
where users can access the system through text mode or ge-
ographic mode, depending on the type of information 
needed. Presenting the results on a map allows users to make 
new associations and analyze the results more easily. 

The lists of subject headings were proposed to provide 
instruments for indexing the subjects in documents, which 
would be registered in catalogs to create the alphabetical cat-
alog of subjects. The headings’ purpose was to help the li-
braries of general collections to understand knowledge as a 
fragmentable universe, in disciplines, by providing a set of 
controlled terms to represent the subjects of the items in a 
collection.  

According to Harpring (2010), subject headings are uni-
form words or phrases intended for use with books, articles, 
or other documents, to describe their subject or topic, and 
group them based on their subjects’ affinity. The subject 
headers most commonly used in libraries in the United 
States are the Library of Congress Subject Headings 
(LCSH), which form a comprehensive list of preferred 
terms or strings, usually with cross-references. Another 
well-known set of subject headings is Medical Subject 
Headings (MeSH), which is used for indexing journal arti-
cles and books on medical science. For example, in LCSH 
and MeSH, parts of a composite header can be stored in 
subfields of the Machine Readable Cataloging (MARC) 
format, separated to allow variations in the displays as de-
sired (Harpring 2010). The lists of subject headings can be 
extensive and cover a wide range of subjects. However, they 
are considered superficial by some authors who believe their 
hierarchy is limited (Hodge 2000).  

Classification systems are artificial systems that allow an 
easier and more effective representation of certain docu-
mentary content, aimed at the manual or automatic re-
trieval of information requested by the user. The classifica-
tion systems most cited in the literature are the Dewey Dec-
imal Classification (DDC), the Universal Decimal Classifi-
cation (UDC), the Library of Congress Classification 
(LCC), and faceted classification theory (FCT). However, 
due to the specificity of the application of the DDC, UDC, 
and LCC systems in the scope of libraries, only FCT will be 
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considered in this study since it proves to be applicable also 
outside the context of librarianship. 

Developed by the Indian librarian and mathematician 
Shiyali Ramamrita Ranganathan in the 1930s, faceted clas-
sification theory has the principle of dividing a subject be-
tween its different aspects, in groups of classes brought to-
gether by the same principle of division that function as a 
synthetic, analytical scheme. FCT involves two distinct pro-
cesses: the analysis of the subject in facets and the synthesis 
of the elements that constitute the subject in question, 
which can be applied to any knowledge area (Broughton 
2006).  

According to Tristão et al. (2004), the classification pro-
cess by facets starts from an analysis of the theme, dividing 
it into its constituent parts and decomposing the most com-
plex elements (subjects) into simple concepts (basic con-
cepts or facets), seeking to synthesize, condense and examine 
each of these parts, and then join them according to the 
characteristics of the document to be described and repre-
sented. In faceted systems, the division is cyclical, that is, a 
given subject is divided into subclasses until the possible var-
iations are exhausted. This classification system consists of 
three work planes: the plane of ideas, the verbal plane, and 
the notational plane. 

Concerning taxonomy, it can be defined as a classifica-
tion system that supports access to information, allowing to 
classify, allocate, retrieve and communicate information in 
a system in a logical manner. According to Vital and Café 
(2011), a taxonomy organizes information from the most 
generic to the most specific, using the hierarchical or gen-
der-species relationship between terms. Aiming at the effec-
tive retrieval of information, taxonomies are directed to or-
ganize information in specific environments in an orderly 
knowledge creation process. Basirati et al. (2015) indicate 
that taxonomy is used in different areas, including compu-
ting, to structure the information presented to software us-
ers since it is considered a relevant tool for retrieving infor-
mation through navigation. 

Thesauri consist of specialized language used for docu-
mentary purposes, in which the linguistic elements that 
compose it are syntactically and semantically related. Their 
purpose is to control the terms used in indexing using an in-
strument that translates the natural language of the authors, 
users, and indexers into a more controlled language and to 
standardize indexing in a cooperative network, limiting the 
number of terms to what is actually necessary, assisting in 
the task of information retrieval (Garshol 2004; Gilchrist 
2003). According to the authors, for the development of a 
standardized and consensual language, aspects involving de-
scription, organization and information retrieval are neces-
sary. 

Ramalho et al. (2008) point out that there is a tendency 
for the development of thesauri to be based on digital envi-

ronments and that they have limitations in the exploration 
of certain informational content, since, even though they al-
low the construction of a flexible structure of relationships 
between concepts, do not have sufficient expressiveness to 
represent rivher semantic relations between them. 

Semantic networks are used to visually represent know-
ledge through oriented graphs, usually connected and cycli-
cal, whose focus is on the categories of objects and the rela-
tionships between them. In this type of knowledge organi-
zation system, knowledge is represented by a set of nodes 
(nodes) and a set of arcs (links). The nodes represent con-
cepts through nouns, adjectives, pronouns, or proper 
names, and the arcs represent the relationships between the 
concepts through transitive verbs or prepositions (Sowa 
1991). 

According to Harpring (2010), semantic relations are 
sometimes derived from vocabularies. They can be used to 
map terms from one or more vocabularies controlled ac-
cording to an organizational structure or conceptual 
scheme. Relationships can range from a simple hierarchical 
structure with generic relationships to a more complex set 
of carefully defined relationships. Relationships can be cat-
egorized to indicate the degree of proximity between terms, 
for example, exact synonyms, near-synonyms, closely related 
terms, loosely associated terms, and antonyms. 

Ontologies are structured by a list of concepts or entities 
within a specific domain, structured hierarchically through 
semantic relations formally explained in a computerized 
médium (Lima and Maculan 2017). Vital and Café (2011) 
claim that an ontology is formed by four essential compo-
nents: the classes that are organized in a taxonomy; the rela-
tionships between them that represent the type of interac-
tion between the concepts of a domain; the axioms that are 
used to define sentences (always true); and the instances, 
which are representations of the data itself. 

In computing, the term ontology began to be used in the 
early 1990s in projects to organize large knowledge bases. 
According to Kilov and Sack (2009), for computer profes-
sionals, an ontology is a document or file that formally de-
fines the relationships between terms and concepts, similar 
to the thesaurus used to define controlled vocabularies. For 
this area, the objective of building an ontology is to supply 
the need for a shared vocabulary for the exchange of infor-
mation between members of a community, whether they 
are human beings or intelligent agents, serving as a basis to 
ensure unambiguous communication. In the area of soft-
ware engineering, can be a variety of ontologies to be used 
are identified, which are classified as generic ontologies for 
software engineering, which aim to model the complete 
body of knowledge in the area, and specific ontologies 
which seek to conceptualize only a subdomain of this disci-
pline (Ruy et al. 2016). 
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3.0 Methodology 
 
Regarding the methodological procedures used to achieve 
the objectives of this article, exploratory bibliographic re-
search was carried out to investigate concepts related to re-
quirements engineering and knowledge organization sys-
tems. Lucio et al. (2013) clarify that the use of an explora-
tory study occurs when the objective is to examine a specific 
topic that has been little or never previously studied, provid-
ing a greater degree of familiarity with the phenomena in-
volved. The study was carried out based on a survey and 
reading of theoretical references published in written and 
electronic media, such as books, scientific articles, and web 
pages. This investigation is considered basic research, as it 
aims to generate new knowledge that is useful for the ad-
vancement of science through the development of other re-
search that will continue and complement it. 

To achieve the objectives defined for this article, we con-
ducted an analysis of each goal of the KOS, and we verified 
whether they displayed any adherence to the goals of each of 
the requirements engineering activities proposed in 
Presmann (2014). Based on this analysis, we identified at 
which stage or in which stages of the process each of the 
KOS can be implemented. 
 
4.0 Related works 
 
To establish this study's originality and to identify research 
involving knowledge organization systems assistance in the 
requirements engineering process, we searched for papers 
with this theme at Google Scholar in April 2019. We used 
the following terms “requirements engineering” AND 
“knowledge organization systems” and defined them as in-
clusion criteria for studies published between 2000 and 
2018. 

The result showed 27 publications. We read all the texts 
and found that none of them specifically addressed the use 
of knowledge organization systems to assist the require-
ments engineering process. We decided to carry out consul-
tations in the same database because of the result obtained, 
but now involving terms related to each of the KOS ana-
lyzed in this article: lists of authorities, subject headings, 
glossaries, thesaurus, taxonomies, semantic networks, and 
ontologies, and requirements engineering. Some of the 
studies considered relevant are presented below. 

Basirati et al. (2015) propose a taxonomy to assist in con-
trolling changes in requirements. This taxonomy considers 
documents that contain information about software re-
quirements. Another study with a similar purpose is the tax-
onomy established by Briand et al. (2003). This taxonomy is 
based on changes in the UML models and is used to identify 
changes in the different versions of the models and is in-
tended to assist in determining the impact of these changes. 

Ahmed et al. (2016) propose a Semantic Network Model 
model (SNM) to assist the requirements management pro-
cess. The vertices and edges represent information about the 
requirements models and their relationships. The proposed 
model aims to help those responsible for the requirements 
through a semiautomatic standardization process, eliminat-
ing redundant information, avoiding excessive specifica-
tions, and allowing a general and simplified view of the en-
tire system. With a focus on maintaining traceability be-
tween requirements, Mahmood et al. (2015) suggest an al-
gorithm to find similarity between requirements and auto-
mate the retrieval of traceability links using the semantic 
network concepts, the DBpedia knowledge base, and the 
dictionary multilingual Bablenet 2.5.  

Among the knowledge organization systems analyzed in 
this article, ontologies are the ones that present themselves 
as the most used by requirements engineering. Nardi and 
Falbo (2006) propose an ontology of basic concepts about 
requirements to be used as a basis for building tools to sup-
port the requirements engineering process. Assawamekin et 
al. (2010) present a framework called Multiperspective Re-
quirements Traceability (MUPRET) that uses an ontology 
based on knowledge management for the automatic gener-
ation of relationship links to determine the traceability be-
tween requirements. Sharma and Ingle (2011) propose a 
framework called Ontology Aided Requirements Engineer-
ing (OntoAidedRE), which aims to support the definition 
of categories for the requirements to elicit, represent and an-
alyze the diversity of factors associated with the require-
ments engineering process. 

Sitthithanasakul and Choosri (2016) present a proposal 
for using ontologies to support requirements engineering in 
projects that use the Agile development approach. In this 
context, the ontology is treated as a formal tool to extract 
tacit knowledge and represent it visually. The authors sug-
gest that using ontologies as a means of communication be-
tween stakeholders can improve the understanding of re-
quirements. The proposed ontology aims to transform a list 
of requirements into a visual diagram to be more under-
standable by both the Agile software development team and 
the client/stakeholder.  

We did not identify research proposing the use of lists of 
authorities, geographic dictionaries, subject headings, or the-
sauri in the requirements engineering process. We believe it is 
relevant to conclude this section, clarifying that the fact that 
studies involving some of the knowledge organization sys-
tems discussed here have been identified does not invalidate 
the analysis presented in this article. On the contrary, the 
identification of such studies confirms that these KOS can 
contribute to the requirements engineering process, and the 
proposal of a model that presents them in a single structure 
can enable those responsible for the requirements to decide 
which of them is more appropriate to use in each project. 

https://doi.org/10.5771/0943-7444-2022-6-411 - am 24.01.2026, 08:25:44. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-2022-6-411
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


Knowl. Org. 49(2022)No.6 
P. Basto Fagundes, D. D. J. de Macedo. An Analysis on the Use of Knowledge Organization Systems in the Process of … 

418 

5.0 Results and discussion 
 
Considering that the requirements engineering process has 
information as to its main object and that information man-
agement comprises a set of linked activities related to the en-
tire information cycle, we believe that knowledge organiza-
tion systems can contribute with requirements engineering, 
mainly concerning the use of complementary approaches in 
understanding information needs and processing infor-
mation for software development. 

The analysis that will be presented below was based on 
the objectives of each of the techniques proposed in Hodge 
(2000) for the construction of knowledge organization sys-
tems, and the objectives of the activities of requirements en-
gineering proposed in Presmann (2014). This analysis 
aimed to identify in which requirements engineering activ-
ity the KOS can be implemented, which will make it possi-
ble in the future to propose the model for the improvement 
of the requirements engineering processes using the know-
ledge organization systems. Figure 1 presents a structure 
contemplating the requirements engineering process’s ac-
tivities, the types of knowledge organization systems that 
can be used in each of them, and the expected results after 
their implementation. 

Considering that the elaboration of an authority file is 
considered essential for the organization and retrieval of in-
formation in any documentary unit (Grings 2015), we be-
lieve that this KOS can collaborate with the implementation 
of mechanisms that assist the specification and manage-
ment activities of the requirements, especially concerning 
the organization and management of the artifacts contain-
ing the requirements, as access to these documents can be 
established from the definition of standardized access 
points, such as those responsible for preparing the docu-
ments. 

Glossaries are considered relatively simple tools, both to 
be used and to be developed, so they can be developed dur-
ing the specification activity as part of the requirements 
documentation, assisting the development team and users 
in understanding the generated artifacts and information 
contained in them, as well as in communication between 
stakeholders. 

During the specification activity, different types of doc-
uments are involved which contain information about the 
software requirements. For this reason, subject headings 
were related to this activity and also the requirements man-
agement activity. We believe that subject headings can assist 
in the organization of documents prepared during the re-

 

Figure 1. Analysis of KOS types and requirements engineering activities. 
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quirements engineering process and consequently can allow 
for better management of requirements. 

Faceted classification theory and taxonomies can be ap-
plied during the activities of: 
 
– elicitation of requirements since the action of classifying 

something requires an effort to understand what is being 
classified, which leads to a better understanding of the 
system requirements; 

– elaboration and specification, since the classification sys-
tems generate models and structures to visually represent 
the classification that is being carried out, models that 
can be incorporated into the system documentation; 

– negotiation, since the development team can use the 
groupings generated by the classifications to modularize 
the systems and, thus, prioritize the requirements based 
on the modules resulting from this group; 

– validation, because the models and documents generated 
can serve as artifacts for the validation of requirements 
with users since they will contain structural information 
about the requirements; and 

– management, since the classification systems, support 
access to information, allowing its classification, re-
trieval, communication, and organization, thus helping 
in the information management process. 

 
Considering that thesauri are formed by a set of terms about 
a specific area of knowledge with their respective meanings 
and relationships, we believe that the development team 
could use this type of KOS during inception activities as an 
instrument to assist in understanding technical terms spe-
cific to the domain of the system, and during the activity of 
elicitation of the requirements for the definition of the re-
lations between the system’s functionalities. 

Used to represent knowledge through visual models, the 
semantic networks could be used in the activities of: 
 
– conception and elicitation, making it possible, through 

the relationships established, to understand the con-
cepts, both at a more comprehensive level, helping to un-
derstand the general aspects, as well as at a more specific 
level, allowing the identification of data that needs to be 
stored and manipulated by the system; 

– specification, in which the generated model can be used 
as an artifact belonging to the system documentation; 

– validation, as it is considered a relatively simple model to 
be interpreted, the graph generated can be used by the 
development team to validate whether the identified re-
quirements are in accordance with the information pro-
vided by users or domain experts, as well as to verify that 
it meets the requirements your expectations for the soft-
ware; and 

– management, since the models will be useful to assist in 
the definition of the storage structure of this information 
– which may be in a physical or digital medium – and of 
the dependencies between the requirements, helping in 
the maintenance process of these, as well as facilitating 
their traceability and recovery when needed. 

 
Because they have characteristics and objectives similar to se-
mantic networks, ontologies are candidates to assist the same 
set of activities as semantic networks in requirements engi-
neering: design, elicitation, elaboration, specification, valida-
tion, and management. Ontologies can be used to provide a 
common and shared understanding of the domain, an under-
standing that can be communicated to people and to auto-
mated systems. The creation of an ontology of the system do-
main can also help define and establish the relationships be-
tween the generated requirements artifacts, assisting in the 
collaborative work among those involved in the project, as 
they create a unified structure of knowledge that represents 
the system. 

No application possibilities for gazetteers were identified 
during the requirements engineering activities. As it is a tool 
for the construction of knowledge organization systems that 
seeks to specifically associate place names with geographic co-
ordinates, it is understood that, due to this restriction, this 
type of KOS is outside the context of software development. 

As can be seen, it was identified that, except for gazetteers, 
the other KOS selected to be part of this analysis presented 
relationships with at least one of the activities of the require-
ments engineering process since they expose in their objec-
tives points of adherence to the objectives activities that are 
part of this process. 
 
6.0 Conclusions 
 
This paper seeks to identify possibilities for collaboration 
between the areas of information science and computer sci-
ence concerning the use of knowledge organization systems 
to assist the development of activities belonging to the re-
quirements engineering process, increasing the quality of 
the identified requirements and, consequently, of the devel-
oped software. 

Although proposals are found in the literature with the 
purpose of assisting requirements engineering in gathering 
information for the construction of systems that are consid-
ered useful for its users, it is still possible to observe oppor-
tunities for improvement in this process. It should be noted 
that most studies with such an objective are developed 
within the computing area and do not take into account 
concepts that involve the nature of the information that will 
be transformed into the requirements, which is perfectly 
understandable, since the information in its more original 
sense is not the essence of the mentioned area. 
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The results of the analysis between the objectives of KOS 
and the activities of requirements engineering will be used 
for the proposal of a model that contemplates the KOS pro-
posed in Hodge (2000) to be used in the context of the re-
quirements engineering, being that the next stage of this re-
search consists in the application of this set of KOS in a pro-
ject that is being developed in a company in the south of 
Brazil. Knowledge organization systems will be applied and 
evaluated considering the following aspects: complexity, sat-
isfaction, resources involved, and adaptability. 

However, we believe that the results obtained so far and 
presented in this article are relevant and can help the scien-
tific community to the extent that they can use them for the 
development of new research, including information sci-
ence, requirements engineering and knowledge organiza-
tion systems, such as the software development industry 
that can count on alternative techniques that its teams can 
use to identify requirements during the development of 
software projects. 
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