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teilweise bereits bei den Fallbeispielen in Kapitel V eine Rolle gespielt haben. Im Zen-
trum steht die Frage danach, inwieweit sich die angewandten Steuerungsinstrumente
des Staates im digitalen Zeitalter verandern, ob sich darin eine Relevanzverschiebung
zwischen den Steuerungsformen abzeichnet. Daran anschlieflend wird gefragt, ob sich
aus diesen Verinderungen die Existenz eines neuen Steuerungsparadigmas ableiten
lasst. Dabei soll an dieser Stelle noch einmal deutlich darauf hingewiesen werden,
dass nicht primir das (Nicht-)Vorhandensein neuer (digitaler) Steuerungsinstrumente
entscheidend ist. Wandel kann sich viel eher in einem neuen Mix bekannter Steue-
rungsinstrumente niederschlagen. Gleichwohl steht zu Beginn zunichst die Frage nach
moglicherweise neuen digitalen Steuerungsinstrumenten im Raum.

VI.I.1 Neue digitale Steuerungsinstrumente?

Die in Kapitel III.2 vorgestellten Steuerungsinstrumente fanden und finden in unter-
schiedlicher Kombination Anwendung im modernen Staat. Auch wenn ihre konkrete
Umsetzung variieren kann, bleibt das Instrumentarium iber die Zeit grundsitzlich
gleich. Fiir das digitale Zeitalter schilen sich in der Darstellung jetzt jedoch mindes-
tens zwei Steuerungsinstrumente heraus, die spezifisch fir dieses Zeitalter zu sein
scheinen.” Im Folgenden werden diese beiden Instrumente - das Nudging sowie die
algorithmische Steuerung — niher betrachtet und sowohl auf ihren Neuheitsgehalt als
auch auf ihre Potenziale und Gefahren fiir politische Steuerung hin untersucht.

VI.1.1.1  Behavioral Governance: Nudging

Behavioral Governance oder verhaltensbasierte Regulierung ist kein grundsitzlich neu-
es Phinomen. Es lasst sich zum einen auf kybernetische Vorstellungen zuriickfithren,
nach denen Steuerungsobjekte nicht direkt gesteuert werden miissen, »sondern indi-
rekt, durch die Verinderung der Umwelt, mit der Organismen und Maschinen via Feed-
back gekoppelt sind« (Stalder 2017: 228). Zum anderen kniipft es an indirekte Steue-
rungsinstrumente durch Information oder Strukturierung, vor allem aber durch Uber-
zeugung an. Zugleich unterscheiden sich verhaltensbezogene Regulierungsversuche, die
im digitalen Zeitalter unter dem Begriff des Nudging eine erhdhte Aufmerksamkeit er-
halten haben,® jedoch in einigen zentralen Punkten, sodass sie von den genannten Poli-
tikinstrumenten abzugrenzen sind.

»Today, behavioural public policy and related concepts such as nudge are at the core
of a debate that challenges the foundational principles and traditional conceptualiza-
tions of public policy« (StrafSheim/Beck 2019: 6).

5 Mitunter wird mit Blick auf solche Steuerungsinstrumente von »algorithmischer Gouvernementa-
litat« gesprochen (siehe beispielsweise Nosthoff/Maschewski 2019: 40).

6 Das Konzept gehtauf Thaler und Sunstein (2009) zuriick (siehe auch grundlegend Sunstein 2014b).
In der weiteren Darstellung wird jedoch gleich auf die aktuellere und konkretisiertere Rezeption
des Nudging-Konzeptes zurlckgegriffen.
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Mit dem Instrument des Anreizes [Nudge] wird versucht, Verhalten zu beeinflussen. Es
handelt sich also um eine weiche Form der Steuerung, die auch als »Libertarian Paterna-
lism« (Hansen 2016) oder »Soft Paternalism« (Sunstein 2014b) bezeichnet wird. Leggett
(2014: 3f.) spricht vom »new, slibertarian paternalist« Third Way, overcoming the pitfalls
of overbearing statism and laissez-faire neoliberalism« und sogar dem »model of the be-
haviour change state«. »Nudging lasst sich lose definieren als eine paternalistische Regu-
lierungsmethode«, konstatieren auch Weber und Schifer (2017: 561). Hansen (2016: 18fF.)
argumentiert dagegen, dass zum einen libertirer Paternalismus mehr umfasse als aus-
schliefdlich Nudging. Zum anderen kénne Nudging auch einfach als technisches Steue-
rungsinstrument verstanden werden, das nicht nur paternalistisch motiviert angewandt
werde.

Nudging arbeitet dabei nicht, wie normalerweise bei der politischen Steuerung,
iiber Anreize mit Sachmitteln oder Geld, etwa in Form von Subventionen oder Férde-
rungen. Stattdessen werden Erkenntnisse aus der Verhaltens6konomie, der Psychologie
und den Neurowissenschaften herangezogen, um (subtile) psychologische Anreize
zu geben. Auch wenn die Begriffe Nudge und Nudging erst vor etwa zehn Jahren
aufgekommen sind, weisen Reisch und Sandrini (2015: 22) darauf hin, dass verhaltens-
basierte Regulierung nicht als das neue Instrument zu verstehen sei, das traditionelle
Steuerungsinstrumente abldse, sondern als »Ausgestaltung bestehender Instrumen-
te[..] [oder] Ergdnzung [Herv.i.O.] des Instrumentariums in Form von gezielter
Gestaltung von Entscheidungssituationen«, weshalb mit Bezug auf Nudging auch von
einer Entscheidungsarchitektur gesprochen wird. Letztlich geht es um die Steuerung
menschlichen Verhaltens tiber kleine oder grofie Anreize, die dazu fithren sollen, dass
Individuen in dieser Situation aus den gegebenen Optionen an Verhaltensweisen oder
alternativen Leistungen eine ganz bestimmte Option auswihlen oder sich auf eine
bestimmte Art und Weise verhalten.”

»A nudge is a function of (I) any attempt at influencing people’s judgment, choice or
behaviour in a predictable way,® that is (1) made possible because of cognitive bound-
aries, biases, routines, and habits in individual and social decision-making posing bar-
riers for people to perform rationally in their own self-declared interests,® and which
(2) works by making use of those boundaries, biases, routines, and habits as integral
parts of such attempts. Thus a nudge amongst other things works independently of:
(i) forbidding or adding any rationally relevant choice options, (ii) changing incentives,
whether regarded in terms of time, trouble, social sanctions, economic and so forth, or

7 Positiv gesehen, antwortet der Staat mit Nudging auf die begrenzte Rationalitit seiner Biirger:in-
nen und stupst sie ohne Zwangsanwendung, also in Form eines weichen und nicht eines harten
autoritaren Paternalismus, in die richtige Richtung (indem er sie vor sich selbst schiitzt) (vgl. We-
ber/Schifer 2017: 561f., 576).

8 Dabei wird explizit nicht ausgeschlossen wird, dass generell jede Entscheidung in einer Auswahl-
situation durch den Entscheidungskontext (wie allein schon das Design oder die Anordnung, inder
Auswahloptionen prasentiert werden), allerdings nicht intentional, beeinflusst wird (vgl. Leggett
2014:5).

9 Vergleiche hierzu ausfiithrlich Weber und Schifer (2017: 568-572).
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(iii) the provision of factual information and rational argumentation« (Hansen 2016:
20; vgl. auch Hansen/Jespersen 2013: 15)."°

Behavioral Governance mittels Nudging kann verschiedene Elemente aufweisen. Sun-
stein (2014a: 3ff.) benennt zehn wichtige Nudges, weist aber gleichzeitig darauf hin,
dass sie in Anzahl und Varianz stindig zunehmen. Die Bandbreite reicht von Erinne-
rungen (wie etwa Hinweise auf auslaufende Fordermoglichkeiten) iiber Hinweise und
Warnungen (etwa in Form der Lebensmittelampel, der Label der Energieeffizienzklas-
sen auf Elektrogeriten oder abschreckender Fotos auf Tabakprodukten) bis hin zur
Vorauswahl [default rules]" (etwa in der Debatte um die Erhéhung der Organspenden).”
Die Anwendung von Behavioral Governance wird explizit mit »social complexity« und
»individualised citizenry« in Verbindung gebracht, die dazu fithren, dass »Policy makers
increasingly believe that [it’s] [...] the only way to address >wicked« challenges« (Leggett
2014: 3).

Fir die Umsetzung einer solchen Steuerung bringt Sunstein (2014a: 7) nicht nur die
bestehenden Institutionen ins Spiel, die einfach auf ein weiteres Steuerungsinstrument
setzen, sondern auch die Etablierung neuer Institutionen, etwa eines »behavioral in-
sights team or a nudge unit« als offiziellen Teil der Regierung oder als Beratungsgre-
mium.” Auch in Deutschland wurde in der dritten Amtszeit von Angela Merkel im Jahr
2015 eine Arbeitsgruppe mit drei Mitarbeiter:innen (die bis 2021 auf fiinf Mitarbeiter:in-
nen anwuchs) unter dem Namen »Wirksam regieren« im Kanzleramt eingerichtet, die
sich mit psychologischen und verhaltensdkonomischen Aspekten der Steuerung ausein-
andersetzen sollte.”* Weber und Schifer (2017: 579) kritisierten, dass man iiber deren

10  Dabei basiert Nudging nur auf zwei schwachen Vorstellungen des Sozialen. Zum einen auf den
sozialen Menschen im sehr beschrankten Kontext der direkten Umwelt in Entscheidungssituatio-
nen. Zum anderen, indem das Nudging-Konzept, bezogen auf seinen Wirkungszusammenhang
auf soziale Normen setzt, allerdings nur im Sinne des erwarteten, wahrscheinlichen Verhaltens
der Mehrheit. Insofern kritisiert Leggett (2014: 11), dass das Konzept »excludes fundamental ele-
ments that are commonplace elsewhere in the social sciences« (wie Pfadabhangigkeiten, Sozial-
strukturen, institutionelle Arrangements, Akteurstheorien etc.).

M In direktem Bezug zu default rules stehen die Prinzipien von Opt-in oder Opt-out. In Bezug auf Regu-
lierung spielen diese vor allem im Datenschutz und dem Konzept des Privacy by Design eine Rolle.
Eine Einwilligung zur Datenverarbeitung miisste, wenn sie dem Konzept folgt, als Opt-in imple-
mentiert werden. Die Einwilligung (etwa in Form eines Auswahlfeldes in einem Onlineformular)
durfte also nicht vorausgewahlt sein, sondern Nutzer:innen missten sich aktiv dafiir entscheiden,
einzuwilligen. Bei einer Opt-out-Implementierung missten sie einer Datennutzung dagegen ak-
tiv widersprechen.

12 Fur weitere konkrete Beispiele aus unterschiedlichen Feldern der Verbraucherpolitik siehe Reisch
und Sandrini (2015: 56—114).

13 Fiir einen Uberblick iiber nationale und internationale Akteure und Institutionen zur verhaltens-
basierten Regulierung siehe etwa Reisch und Sandrini (2015: 39-55). Hiufig genannt werden das
seit 2010 existierende Behavioural Insights Team in GrofRbritannien und das seit 2014 bestehende
Social and Behavioral Science Team in den USA. Aber auch auf der Ebene der Europédischen Kommis-
sion gibt es eine Foresight and Behavioural Insights Unit.

14 Hiermit wurde eine Vereinbarung aus dem Koalitionsvertrag von CDU, CSU und SPD (CDU et al.
2013: 105) zur gezielten Erhéhung des wirksamen und vorausschauenden Regierungshandelns
umgesetzt, fiir die unter anderem »Kompetenzen und Kapazitaten in der Verwaltung« aufgebaut
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»Aktivititen [...] bisher nichts in Erfahrung bringen kann«. Eine Anfrage der Griinen zu
den Zielen und Aufgaben der Arbeitsgruppe beantwortete der damalige Kanzleramts-
minister Helge Braun im April 2015: Es gehe um eine »Evidenzbasierung von Politike,
indem Mafinahmen nicht nur ex ante auf ihre Wirksamkeit tiberpriift, sondern bereits
vor ihrer Einfihrung alternative Losungsansitze wissenschaftlich bewertet und in Pi-
lotprojekten getestet werden wiirden (Deutscher Bundestag 2015a: 1). Auf Nudging oder
Verhaltensékonomie geht Braun in seiner Antwort nicht ein. Vielmehr sei das Leitbild
der Regierung weiterhin »der miindige, informierte Biirger«, weshalb durch die wissen-
schaftliche Unterstiitzung der Arbeitsgruppen die Beratung, Aufklirung und Informa-
tion gestirkt sowie 6ffentliche Dienstleistungen verbessert und vereinfacht werden sol-
len (ebd.: 2). In der Folgezeit verdffentlichte die Arbeitsgruppe beziehungsweise dann
als Referat 612 des BKAmt"™ bis 2020 insgesamt elf Studien und Prisentationen im Auf-
trag unterschiedlicher Ministerien und nachgeordneter Behdrden aufihrer Website. Un-
tersucht wurde beispielsweise die Wirksamkeit unterschiedlicher Informationsformen
(Flyer, Infoblatt, Arztpraxen) zur Steigerung der Masernimpfungen'® oder die Wirkung
unterschiedlicher Hinweislabels auf die Lebensdauer von Elektroprodukten in Konkur-
renz zum Preis auf die Kaufentscheidung (Bundesregierung o.].b). Gerade Letzteres ist
ein Beispiel fitr die Frage, wie sich eine (subtil) unterschiedliche Gestaltung des Entschei-
dungskontextes auf Nutzer:innenverhalten auswirkt und klar im Bereiche des Nudging
und der Verhaltens6konomie zu verorten. Die Arbeitsweise der Gruppe wurde auf der
Website als »Verstehen, Entwickeln, Testen« beschrieben, wobei Biirger:innen bei allen
Schritten in das »erste[] Politiklabor in der Bundesregierung« eingebunden sein sollten:
Im Idealfall werden Biirger:innen befragt, um den Kontext einer politischen Mafinah-
me zu verstehen, und bei der Entwicklung von Gestaltungsalternativen einbezogen, die
dann »unter realistischen Bedingungen« mit Biirger:innen getestet werden (Bundesre-
gierung o0.].a). Biirger:innenbeteiligung wurde grof3geschrieben, was wenig verwunder-
lich ist, sind diese doch die Steuerungsobjekte, die moglichst »wirksames regiert« wer-
densollen.” Dies spiegelte sich auch in der Bezeichnung von Referat 612 »wirksam regie-
ren — Mit Bitrgern fiir Biirger« wider. Bis 2020 wurden iiber 135.000 Biirger:innen »in die
Entwicklung und Erprobung neuer Vorhaben eingebunden und so die Praxistauglichkeit
und Wirksambkeit von Vorhaben nachweislich erhéht, so die Leiterin und eine Mitarbei-
terin des Referats (Artinger/Baltes 2020:10). Mit dem Wechsel zur Ampelkoalition wurde

werden sollten, die »neueste Erkenntnisse der Sozialwissenschaften besser« nutzen, um »politi-
sche Vorhaben starker aus Sicht und mit Beteiligung der Biirgerinnen und Biirger [zu] entwickeln«.

15 Referat 612 war damit Teil der Abteilung 6 »Politische Planung, Innovation und Digitalpolitik, Stra-
tegische IT-Steuerung«.

16  Gleichwohl wurde das hierbei erlangte Wissen in der Coronapandemie bei den Diskussionen zur
Steigerung der Impfquote nicht genutzt. »Das Referat>Wirksam Regierencsei in die aktuelle Impf-
kampagne nicht eingebunden, teilt ein Regierungssprecher mit«, so die WirtschaftsWoche (Alva-
rez 2021: 33).

17 Fragen der AfD in der 19. Legislaturperiode zur Umsetzung von Nudging-Strategien als Regie-
rungsinstrumenten und zu verfassungsrechtlichen Bedenken beantwortete die Bundesregierung
nicht, da ihre Definition von Nudging nicht mit derjenigen der Fragesteller {ibereinstimme (vgl.
Bundesregierung 2019).
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Referat 612 im ersten Halbjahr 2022 umbenannt in »Verhaltenswissenschaften und biir-
gerzentrierte Politik«.”® Die Aufgaben der Arbeitsgruppe »Wirksam regieren« wurden
tibertragen, und die Leitung des Referats hat nach wie vor die Verhaltens- und Entschei-
dungsforscherin Dr. Sabrina Artinger inne."”

Den Aspekt der Biirger:innenbeteiligung bei den Aktivititen im Bundeskanzleramt
unter dem Label der Transparenz zu verorten, greift zu kurz. Diese Beteiligung erfolg-
te ausschlieflich im Rahmen der Entwicklung von Steuerungsinstrumenten, nicht aber
bei deren spiterer Anwendung. Eine demokratievertrigliche Nutzung von Nudges als
politischem Steuerungsinstrument sollte jedoch per definitionem Transparenz voraus-
setzen. Aus einer solchen Perspektive heraus werden Nudges beschrieben als:

»transparente Gestaltungselemente von Entscheidungssituationen und Verhaltens-
kontexten, gewahlt in Kenntnis der menschlichen Verhaltenstendenzen und Heuristi-
ken, jeweils abgestimmt auf das anvisierte Ziel, die zu erreichende Zielgruppe sowie
die jeweilige Situation« (Reisch/Sandrini 2015: 19f.).

Die Transparenz sowie die Wahlméglichkeit, sich also auch fiir eine andere oder gar kei-
ne Option entscheiden zu kénnen, werden als »konstitutive Kernelemente des Konzep-
tes« bezeichnet (ebd.: 20; vgl. auch Weber/Schifer 2017: 573f.). Erst so werden die auch
bei den anderen politischen Steuerungsinstrumenten moglichen Reaktionen des Steue-
rungsobjektes ermoglicht: von Ignorieren iiber subversive Gegenreaktionen bis hin zu
offenem Widerstand. Damit zeigen sich zugleich auch Hinweise auf die moglichen Ge-
fahren des Nudging-Konzeptes: die unterbewusste Beeinflussung von Verhalten im Sin-
ne einer verdeckten Steuerung und damit Manipulation.

Dies wird noch deutlicher, wenn die Unterscheidung zwischen zwei Typen von Nud-
ges einbezogen wird, wie sie etwa Hansen und Jespersen (2013: 14f.) definieren. Beide
Typen zielen auf die Beeinflussung von Verhalten ab. Aber nur Typ-2-Nudges konzen-
trieren sich auf die Beeinflussung des Auswahlverhaltens bei gegebenen Handlungsalter-
nativen, indem sie beim reflektierten Denken ansetzen. So soll die Lebensmittelampel
dazu fithren, dass sich Menschen, etwa aus gesundheitlichen Beweggriinden, fiir oder
gegen ein bestimmtes Lebensmittel entscheiden — die Entscheidung also bewusst und
planvoll geschieht. Sie zielen damit also auf das Konzept miindiger Biirger:innen ab.
Nudges vom Typ 1 dagegen setzen nicht auf Handeln und Entscheiden, sondern auf die
Beeinflussung auf der Ebene des automatischen, unbewussten Verhaltens. Auch Typ-1-
Nudges sind nicht per se manipulativ, insbesondere dann nicht, wenn sie transparent
angewandt werden. Ist dies der Fall, kann von Aufienstehenden nachvollzogen werden,
wie der Nudge wirkt. Er ist dann nicht manipulativ, wenn er das automatische, unbe-
wusste Verhalten in der Form beeinflusst, dass die daraus folgende Entscheidung derje-

18 Mit der Verschiebung der digitalpolitischen Kompetenzen weg aus dem BKAmt (siehe Kapi-
tel 11.3.2) wurde auch die Abteilung 6 in »Politische Planung, Grundsatzfragen; Cesellschaftlicher
Dialog« umbenannt.

19 Auskunft des BKAmt vom 24.10.2022 auf eine eigene Anfrage nach Informationsfreiheitsgesetz
(IFG). Da bereits die Aufgaben der Arbeitsgruppe »Wirksam regieren« keinen einzelnen Planstel-
len zugeordnet gewesen seien, existierten auch im umbenannten Referat fiir die tbernommenen
Aufgaben weder ein aktueller Stellenplan noch Stellenbeschreibungen.

13.02.2026, 00:36:47. Ope


https://doi.org/10.14361/9783839470657-085
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

V1.1 Modell des Staates und der Staatlichkeit

nigen entspricht, zu der auch ein reflektiertes Denken gefithrt hitte. Durch Transparenz
konne somit auch der »Sorge um Manipulation durch einen paternalistischen Staat« be-
gegnet werden (Reisch/Sandrini 2015: 36).

Eine zunehmende Bedeutung von Nudging als Steuerungsinstrument wird aber
nicht nur mit Blick auf autokratische Regime mitunter kritisch gesehen. Aus liberaler
Perspektive wird die Gefahr einer Expertokratie gesehen. Nudging sei eine »technocra-
tic and top-down technology«, in der Expert:innen eine zentrale Rolle spielen, die nur
vermeintlich immer die besten Interessen der Biirger:innen im Sinn hitten (Leggett
2014: 7). »Put this way, nudge appears as a thought control experiment beyond even
the most technologically advanced totalitarian regimes« (ebd.: 8). Etatisten kritisieren
Nudging als neoliberales Projekt, das weitere Marktmechanismen auf dem Weg zum
Minimalstaat etabliert, als »the latest expression of neoliberal governmentality incor-
porating all the characteristics of a >post-democratic< age such as scientization and
technocracy, individualization and self-management, marketization and deregulation,
depoliticization and economization« (Strafheim/Beck 2019: 1). Aus eine demokratisch-
gemeinwohlorientierten Perspektive orientiert sich der nudgende Staat damit zu stark
an privatwirtschaftlichen Techniken im Versuch »to become the most skilful nudger,
rather than making more traditional appeals to legitimacy and defending a universal
interest« (Leggett 2014: 14). Nudging wird so zum szientistischen und technokratischen
Instrument im Sinn des Silicon-Valley-Solutionismus. Es miisste daher stattdessen
vielmehr Aufgabe des Staates sein, etwa durch Verbraucherschutzpolitik seine Biir-
ger:innen vor Verhaltensbeeinflussung durch die Privatwirtschaft zu schiitzen. »The
state remains the only institution that has the resources and legitimacy to direct - or
push back against — other powerful corporate behaviour change seekers« (ebd.: 16).

Insbesondere aus der umgekehrten Perspektive ergibt sich hieraus eine weitere
grundlegende Gefahr bezogen auf den Staat im digitalen Zeitalter. Nimlich dann, wenn
die (in Kapitel V.3.3.1 und V.3.5 ausfithrlicher betrachtete) Einsetzung privatwirtschaft-
licher Akteure als Regulierungsinstanzen sowie die Tendenz einer Privatisierung von
Recht(sdurch)setzung insbesondere in digitalen Kontexten, mitberiicksichtigt wird. Die
von groflen Technologiekonzernen normalerweise eingesetzten Nudging-Techniken,
etwa generell im Bereich von Werbung, PR und Marketing, aber auch bei anderen Gele-
genheiten, etwa beim Design von Nutzeroberflichen* oder etwa dem Experiment von
Facebook, itber News-Feed-Manipulationen® die emotionale Verfassung der Nutzer zu

20  Miihlhoff (2018: 555) versteht so einige Strategien im User-Experience-Design (UX-Design) und User-
Interface-Design (Ul-Design) von Technologiekonzernen als »eine Reihe libertar-paternalistischer
Eingriffe in die Gestaltung von Benutzeroberflachen, die von diesen im Sinne des Solutionismus
»als Weg zum>digitalen Wohlbefinden« gesehen werden. Dabei sei die »Liste der Gemeinsamkei-
ten von Interface Nudges mit klassischen Policy Nudges lang [Herv. i. O.]: Es geht in beiden Fillen um
minimale Eingriffe und um die Quantifizierbarkeit des Effekts; in beiden Fallen werden Wahlar-
chitekturen zum Cegenstand von Designiiberlegungen gemacht, in denen Auswahlmoglichkeiten
oder Entscheidungssituationen vorstrukturiert werden« (ebd.: 558).

21 Das ohne das Wissen oder die Einwilligung der Nutzer:innen durchgefiihrte Experiment wur-
de erst durch die wissenschaftliche Veroffentlichung der Studienergebnisse durch Kramer et al.
(2014: 8788) bekannt: »The experiment manipulated the extend to which people (N = 689,003)
were exposed to emotional expressions in their News Feed. This tested whether exposure to emo-

13.02.2026, 00:36:47. Ope

349


https://doi.org/10.14361/9783839470657-085
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

350

Samuel Greef: Staat und Staatlichkeit im digitalen Zeitalter

beeinflussen, sind gerade durch ihre Intransparenz und unbewusste Verhaltensbeein-
flussung gekennzeichnet. Gerade in diesem Bereich wird auch die Verbindung zwischen
Nudging, Datafizierung und Algorithmizitit deutlich. Nudging basiert hier auf dem
andauernden Tracking und Auswerten der Nutzeraktivititen, dem Ausprobieren iiber
A/B-Tests,”* welche Auswahldarstellung zu welchem Auswahlverhalten fithrt. So ent-
stehen riesige Datenmengen, die nicht nur genutzt werden koénnen, um zukiinftiges
Verhalten (wie Kaufentscheidungen) vorherzusagen (Predicting).

»In dieser Perspektive betrachtet, besitzt der schon jetzt bei grofden Plattformbetrei-
bern aggregierte Bestand an Verhaltensdaten nicht nur einen enormen 6konomischen
Wert, sondern auch das Potenzial, grundlegende soziale und politische Transformatio-
nenin Gang zu setzen, die jetzt noch nicht vollends abschatzbar sind« (Miihlhoff 2018:
563f.).

Die Daten werden auch genutzt, um das Verhalten von Menschen zu ihrem Nachteil zu
manipulieren. Dementsprechend gestaltete Designs von Benutzeroberflichen werden
daher auch als »Dark Pattern« bezeichnet. So erzeugen etwa ein Countdown bei einem
vermeintlichen Angebotspreis, die Zahl gleichzeitiger Beobachter eines Artikels oder An-
gaben zu geringem Bestand einen Kaufdruck (vgl. Rieger/Sinders 2020: 18, 23). An sich
wire dieses Instrument auch ohne Digitalisierung denkbar, allerdings potenzieren die
Moglichkeiten des einfachen und schnellen Quantifizierens von Nutzer:innen-Aktivita-
ten und die automatische algorithmische Auswertung der Daten die Anwendbarkeit des
Instruments. Zwar verfiigen nur wenige Unternehmen, insbesondere in der Internet-
und Finanzwirtschaft, iiber die notwendigen grofien Datenmengen, um »establish al-
gorithmic systems that reach large collectives, they nonetheless establish an informati-
oninfrastructure with a far-reaching societal impact« (K6nig 2020: 472). Daher kommen
auch StrafSheim und Beck (2019: 18) zu dem Schluss:

»Finally, one of the greatest challenges in this context is connected to the digitalization
of behavioural public policy. Based on large amounts and multiple sources of data on
individual behaviour and its contexts, machine learning algorithms and other modes
of pattern recognition are increasingly used in decision-making and the >personalized<
design of instruments and regulations. They provide information for the prediction of
individual behaviour and establish an infrastructure for the creation of targeted inter-
ventions [...]. The consequences of these developments are largely unclear.«

tions led people to change their own posting behaviors, in particular whether exposure to emo-
tional content led people to post content that was consistent with the exposure — thereby test-
ing whether exposure to verbal affective expressions leads to similar verbal expressions, a form
of emotional contagion. [...] Two parallel experiments were conducted for positive and negative
emotion«.

22 A/B-Testing ist ein experimentelles Verfahren zur Optimierung des Eintreffens eines gewiinsch-
ten Verhaltens. Hierfiir werden Gruppen von Nutzer:innen erstellt, denen dann beispielsweise bei
Websites von Zeitungen unterschiedliche Artikeliiberschriften angezeigt werden, um festzustel-
len, welche eher zu einem Aufrufen des dahinterliegenden Artikels fithrt. Im digitalen Raum sind
solche Verfahren sehr einfach automatisiert umsetzbar (vgl. Rieger/Sinders 2020: 10f.).
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Eine technische statt paternalistische Definition von Nudging ist auch aus dieser Per-
spektive sinnvoll, weil sie beriicksichtigt, »that it is possible to nudge >for bad« or >for
profit« as well as >for good« (Hansen 2016: 20; vgl. auch Mithlhoff 2018: 558f.). Dies muss
bei einer Indienstnahme solcher Akteure fiir politische Steuerung mit bedacht werden,
insbesondere, da sich die Legitimititsfrage hier gleich doppelt stellt — in Bezug auf die
Indienstnahme sowie die (In-)Transparenz von Nudging.

Neben der Frage nach der Nutzung von Nudging-Techniken in der staatlichen Steue-
rung stellt sich somit auch die Frage nach der Regulierungsnotwendigkeit des Einsat-
zes solcher Techniken. Dass es dabei bezogen auf den letztgenannten Punkt, zu kurz
greift, auf miindige Biirger:innen und eine informierte Einwilligung [informed consent]
zu setzen, machen Lamla et al. (2022:149) deutlich, wenn sie darauf hinweisen, dass »die
erheblich folgenreichere Entscheidungsgewalt auf der Ebene jener Gestaltungsakteure
[liegt], die tiber das Potenzial digitaler Infrastrukturen zur Verhaltensbeeinflussung und
Handlungsnormierung verfiigen«, wihrend die Nutzer:innen mit einem einmaligen be-
stitigenden Klick hiufig jede weitere Mitsprachemdglichkeit abgeben. Diese Problema-
tik wird insbesondere an den Debatten um die sogenannten Cookie-Banner deutlich.
Mit Verabschiedung der europdischen Datenschutzgrundverordnung (DSGVO) miissen
Websitebetreiber:innen aktiv die Einwilligung der Websitebesucher:innen zur Nutzung
ihrer Daten (etwa zum Tracking oder zur Individualisierung) einholen. Dies erfolgt iiber
ein eingeblendetes Banner, mit dem die Nutzer:innen die Datenspeicherung durch den
Webbrowser in einem sogenannten Cookie im besten Fall ablehnen, akzeptieren oder
einzeln iiber die Art und Nutzung der Daten bestimmen konnen. Bei der Gestaltung
diese Banner kommen jedoch bislang hiufig Dark Pattern® zum Einsatz,** mit denen
die Nutzer:innen zur (uniiberlegten) Zustimmung zur vollumfinglichen Datensamm-
lung und -auswertung beeinflusst werden sollen.

Auch dieses Beispiel macht deutlich, weshalb Weber und Schifer (2017: 591) zu dem
Schluss kommen: »Ein intensiver rechtswissenschaftlicher und zivilgesellschaftlicher
Diskurs zum Nudging ist witnschenswert. Dieser sollte die Moglichkeiten und Gefahren
des Nudging ausloten.« Auch, weil die langfristigen Auswirkungen, »both intended
and unintended, of nudges merging with our physical and social environment are still
unclear« (Straflheim/Beck 2019: 3).

23 Sowird etwa die Zustimmungsoption zentral als grofier, farblicher Button angezeigt, wahrend sich
die Ablehnungsoption am Ende einer langen Unterseite verbirgt, zu der man iber den unschein-
baren Text-Link »Weitere Optionen« gelangt, der in kleiner Schriftgrofie und in grauer Schriftfarbe
auf grauem Hintergrund angezeigt wird (oder der Ablehnungsbutton erscheint »ausgegraut, als
wadre er nicht auswahlbar).

24  Beieiner Untersuchung der 100 reichweitenstarksten Websites in Deutschland wurde im August
2022 festgestellt, dass nur 16 Websites eine Ablehnung von Cookies mit nur einem Klick erlaub-
ten. Von diesen wiederum hoben nur vier Websites den Akzeptieren-Button nicht besonders her-
vor. Bei zwei der 100 Websites waren zwolf Klicks fiir eine Ablehnung der Cookies notwendig (vgl.
netzpolitik.org 2022).
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VI.1.1.2 Governance by Algorithms: Algorithmische Steuerung

Datenbasierte politische Steuerung ist alles andere als neu, wie bereits die kurzen Aus-
fithrungen zu Planungseuphorie der 1960er- und 1970er-Jahre oder die Entstehung der
statistischen Bundes- und Landesdmter verdeutlicht haben. Insbesondere »the collec-
tion of data about populations has always been central to practices of governance« (Den-
cik et al. 2019: 2). Im Zuge der Datafizierung und Algorithmisierung im digitalen Zeit-
alter (siehe Kapitel I1.2.5) verschieben sich jedoch die Dimensionen und Moglichkeiten
eine daten- und algorithmengetriebenen politischen Steuerung.

Neben behavioral governance existiert ein zweites Steuerungsinstrument, das als
Novum im digitalen Zeitalter gehandelt wird. Dieses wird in der englischen Literatur als
algorithmic governance™ oder algorithmic regulation und in dieser Abhandlung im Folgen-
den als algorithmische Steuerung bezeichnet. »Algorithmic governance altogether emer-
ges as a novel and distinctive kind of societal steering. It appears to transcend estab-
lished categories and modes of governance« (Kénig 2020: 467). Algorithmische Steue-
rung scheint dabei aus den etablierten Instrumenten der politischen Steuerung heraus-
zustechen, insbesondere wegen »its unprecedented capacities for coping with complex
coordination tasks« (ebd.: 468). Sie kann daher als eine neue Form von Steuerung ge-
sehen werden, die sich nicht mit existierenden Kategorien und Konzepten gleichsetzen
ldsst und insbesondere fir den Umgang mit komplexen, aber konkreten Sachverhalten
geeignet erscheint. »There are strong reasons to consider algorithmic governance a dis-
tinctive mode of steering and managing social complexity which calls for a new way of
thinking about how society can be ordered« (ebd.: 472).

Konig (ebd.: 469f.) charakterisiert algorithmische Steuerung anhand dreier zentraler
Aspekte:

1. Sieistein Prozess der dezentralen Koordination verteilter Individuen.

2. Trotz der Dezentralitit gibt es (durch Riickkopplung) einen Zentralisierungsaspekt
durch die zentral zusammenlaufenden Informationen, die als Basis fiir die Koordi-
nation fungieren.

3. Algorithmische Steuerung funktioniert insbesondere durch »regulation by design,
indem sie (3hnlich wie auch Nudging) Verhaltens- und Entscheidungskontexte
strukturiert.

Im Vergleich zu anderen Governance-Instrumenten ist algorithmische Steuerung durch
ihre Dynamik sowie Personalisierung gekennzeichnet. Die Dynamik entsteht durch die
automatischen, selbstregulierenden Lern-, Anpassungs- und Nachsteuerungsprozesse,
basierend auf Feedback beziehungsweise Riickkopplung. Die Personalisierung erfolgt
tiber individuelle Steuerungsimpulse, deren Wirkungsannahmen zwar durch Musterer-
kennung aus Big Data abgeleitet werden, zugleich dann aber mafigeschneidert auf das

25  Teilweise wird auch von embedded governance gesprochen, weil die Regulierung direkt und automa-
tisch in den Prozess oder das Handeln eingebettet erfolgt. »Firearms will work only when operated
by their rightful, registered owners. Office computers will shut down after 40 hours of work unless
overtime has been authorized« (Owen 2015: 200).
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individuelle Steuerungsobjekt und dessen Charakteristik hin angepasst werden (vgl.
ebd.: 470, 473). Algorithmische Steuerung verbindet so »collective coordination«, »mass-
customization« und »individually and adaptively embedding and guiding behaviors«
(ebd.: 470f.).

Eine Form algorithmischer Steuerung ist die algorithmische Selektion und Relevanz-
bewertung. Darunter ist die »Auswahl oder Auslese von Elementen aus einer Gesamtheit
sowie deren Strukturierung, Ordnung und Sortierung durch Relevanzzuweisung, zum
Beispiel in Form von Rankings«, zu verstehen (Saurwein 2019: 35). Sie ist etwa die Grund-
lage von Internetsuchmaschinen beziehungsweise von Datenbank- und Katalogsuche,
wird aber durchaus auch in der (Vor-)Auswahl von Bewerber:innen in Bewerbungsver-
fahren eingesetzt. Aus dieser Perspektive entwickelt sich durch die gesamtgesellschaft-
liche Relevanz von Algorithmen aufgrund der ubiquitiren Verbreitung algorithmischer
Verfahren eine Debatte um die Notwendigkeit eines staatlichen Eingreifens. Die Algo-
rithmen werden also selbst zum moglichen Gegenstand von Regulierung. Diese Perspek-
tive der Governance of Algorithms® soll an dieser Stelle nicht weiterverfolgt werden, da
das Fallbeispiel der Netz-, Dienste- und Inhaltspolitik (siehe Kapitel V.3.7) diese explizit
aufgreift. Hier soll der Fokus vielmehr auf der algorithmischen Regulierung als einem
potenziellen Instrument fiir politische Steuerung liegen, was insbesondere unter dem
Begriff der Governance by Algorithms diskutiert wird (vgl. etwa Just/Latzer 2017; Musiani
2013). Mit Blick auf den vorherigen Exkurs zu Behavioral Governance kann der Selekti-
onsmechanismus von Algorithmen aus der Steuerungsperspektive ebenfalls als ein In-
strument verstanden werden, das es ermdglicht, (den Raum fiir) soziales Verhalten zu
strukturieren.

Eine zweite relevante Form algorithmischer Steuerung ist das algorithmische, also
automatische, Entscheiden. Das geldufigste Beispiel fiir dieses Prinzip stammt auch hier
aus der Privatwirtschaft: die Kreditvergabe oder -ablehnung auf Basis des Credit Score
der Schufa oder das automatische Kaufen und Verkaufen von Aktien im Hochfrequenz-
handel. Hier wird zum einen ersichtlich, dass algorithmische Steuerung im Wesentli-
chen auf den mit der technologischen Entwicklung einhergehenden massiv gestiegenen
Kapazititen zum Sammeln, Speichern und Auswerten von Daten basiert. Zum anderen
ist es nicht zufillig, dass zur Erlduterung privatwirtschaftliche Beispiele herangezogen
werden. Denn das Eintreten des Staates in das Feld der algorithmischen Steuerung ist
durch die Ubernahme von Logiken, Konzepten und Technologien aus der Privatwirt-
schaft gekennzeichnet (vgl. Dencik et al. 2019: 2).

Ein zu kldrender Aspekt bei autonomer Entscheidungsfindung liegt in der Frage der
rechtlichen Verantwortungszuschreibung (vgl. Bull 2019: 64f.). Sie stellte sich nicht nur
beim Unfall eines autonom fahrenden Autos®, sondern etwa genauso bei Verwaltungs-

26  Siehe hierzu einleitend etwa D’Agostino und Durante (2018).

27  Wenn wir nicht (konsequenzenlos) dem Algorithmus die Verantwortung zuschreiben wollen, ka-
men fiir die Verantwortungsiibernahme infrage: der oder die Programmierer:in des Algorithmus,
der Hersteller des Autos, der oder die Verkidufer:in des Autos, die Person, die das Auto oder den
Algorithmus als verkehrstauglich zugelassen hat, der oder die »Mitfahrende«des Algorithmus etc.
Als eine Folge wird bei autonomen Autos deshalb etwa diskutiert, inwieweit Hard- und Software
so ausgelegt sein missen, dass ein:e »Fahrer:in«jederzeit eingreifen konnte und diese:r jederzeit
dafiir Sorge zu tragen hat, dieses auch zu konnen. Letztlich geht es dabei um die Frage, ob der
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entscheidungen. Hier besteht nicht nur die Gefahr einer Entscheidungsdelegation ohne
die Moglichkeit einer Verantwortungsiibertragung, vielmehr diirfen auch unter demo-
kratietheoretischen und legitimatorischen Gesichtspunkten die »rechtsstaatlichen Ent-
scheidungsbefugnisse der staatlichen Organe nicht durch den allumfassenden Einsatz
von Computern ausgehohlt werden« (ebd.: 65).

Eine zweite Form stellt das algorithmische Fiihren oder Managen dar. Wenn etwa die
Fahrer:innen beim Essenslieferdienst Foodora ihre Auftrige abarbeiten, dann folgen sie
dabei nicht den Anweisungen einer oder eines menschlichen Vorgesetzten, sondern ei-
ner App.

»Moreover, the massive amounts of fine-grained information about distributed enti-
ties allows for finding patterns in their behaviors and interactions and to produce in-
sights that can be used for the purpose of better understanding and ultimately coordi-
nating these behaviors« (Kénig 2020: 469).

Algorithmische Steuerung meint an dieser Stelle aber nicht automatisch die dystopische
Vorstellung einer Maschinenherrschaft.*®

Menschen kommen in der algorithmischen Steuerung also vor allem an zwei Stellen
vor (vgl. Bader 2016: 16f.): erstens als Lieferanten von Daten. Diese werden zum einen
analysiert, um gesamtgesellschaftliche Steuerungsziele und -notwendigkeiten zu iden-
tifizieren. Zum anderen sind sie die individuelle Basis, auf der die Algorithmen arbeiten.
Zweitens sind Menschen die Adressaten der algorithmischen Steuerung. »Wo ihr Platz
als Biirgerinnen und Biirger im Sinn der Zivilgesellschaft ist, bleibt in technologieorien-
tierten Konzepten vorerst offen« (ebd.: 16). Ebenso besteht die Gefahr, dass auch ande-
re Akteure, die bislang im politischen Prozesse eine Rolle gespielt haben, an Bedeutung
verlieren. Dencik et al. (2019:18) konstatiert ein »deskilling and disempowerment of pro-
fessionals as the use of data systems grows«. Dies kann zum einen auf die Implementa-
tion und Umsetzung politischer Entscheidungen und Steuerung bezogen werden. Jede
algorithmische Entscheidung oder Entscheidungshilfe steht prinzipiell im Spannungs-
verhiltnis zur Professionalitit der in der Verwaltung titigen Beschiftigten.” Zum ande-
ren verandert sich auch die Rolle von Expert:innen im politischen Prozess. Kénig (2020:
468) bezeichnet algorithmische Steuerung nicht umsonst als »apolitical«. Denn durch
algorithmische Entscheidungsfindung »authority and expertise is transferred to calcu-
lative devices seeking to capture risk over and above other forms of expertise« (Dencik et

Mensch als letzte Entscheidungs- und Gestaltungsmacht erhalten bleibt oder nicht. »Technische
Cerate sind und bleiben Instrumente menschlichen Handelns [Herv. i. O.]« (Bull 2019: 66).

28 »Dass allerdings die Algorithmen bald das Zepter schwingen, ist eine dystopische Phantasie, die
einen Menschen als Arrangement aus Halbleitern und Speichermodulen imaginiert, der als pro-
zessierendes Gerdt eindeutigen mathematischen Handlungsvorschriften zwingend erlegen wire«
(Feustel 2018:147). Gleichwohl kénnen Nudges in ihrer psychologischen Wirkung in diese Richtung
tendieren (siehe Kapitel VI.1.1.1).

29 Auch wenn eine Entscheidung gegen die Prognose des Algorithmus moglich bleibt, wird nicht nur
deren Begriindung schwieriger. Moglicherweise stellt sich auch die Frage der Konsequenzen an-
ders, sollte sich diese Entscheidung im Nachhinein als falsch herausstellen.
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al. 2019: 18). Zugleich muss der Einsatz von Algorithmen als Steuerungsinstrument als
hochpolitisches Unterfangen bezeichnet werden.

»Die Algorithmisierung von virtuellen und realen Riumen und Prozessen und die Or-
ganisation gesellschaftlicher Prozesse via digitale Plattformen lassen sich [...] auch als
Reaktion auf die Steuerungsproblematiken [politischer Institutionen und alterer so-
zialer Ordnungssysteme] lesen« (Mohabbat-Kar/Parycek 2018: 10).

Die Debatte um algorithmische Steuerung als politische Steuerung ist keine rein theo-
retische Diskussion um zukiinftige Potenziale. »The state is increasingly availing itself of
algorithmic decision-making systems to upgrade its steering capacities in various areas«
(K6nig 2020: 471).°° Mit dem Ziel eines effizienteren und effektiveren Verhiltnisses zwi-
schen Biirger:in und Staat (hier insbesondere auf der Ebene der Verwaltung) bestimmen
schon heute datengestiitzte Algorithmen mit tiber Ressourcenverteilung und Zuweisung
staatlicher Leistungen.* Kontrovers diskutiert wurde etwa der Einsatz algorithmischer
Unterstittzungssysteme bei der Entscheidung dsterreichischer Arbeitsimter iiber den
Zugang von Arbeitslosen zu Weiterbildungsférderung, basierend auf Wahrscheinlich-
keiten fiir einen erfolgreichen Wiedereinstieg in den Arbeitsmarkt.** Hieran wird auch
die Schattenseite einer genaueren, weil auf individuellen Daten basierenden Steuerung
deutlich: Statt der Losung von Problemen steht die Minimierung von Risiken im Zen-
trum. Uber algorithmische Systeme erfolgt ein Transfer von Risiko und Verantwortung
aufdie individuelle Ebene. Die Daten stehen fiir individuelle Verhaltensweisen, Charak-
teristika und Faktoren, aus denen dann ein vorliegendes, individuelles Problem abgelei-
tetwird. In der Folge geht es im besten Fall um eine individuelle Losung, im schlechtesten
Fall um den Ausschluss von einer moglichen Losung wegen geringer Erfolgswahrschein-
lichkeit — in keinem Fall aber um die kollektive Losung eines strukturellen Problems.

»In other words, these systems, in their emphasis on correlation over causation, can in-
dividualise social problems by directing attention away from structural causes of social
problems« (Dencik et al. 2019: 18).

Reinhard (2007: 26) fithrt mit Verweis auf Luhmann aus, dass das Recht einen Beitrag zur
Reduktion von Komplexitit leistet, indem es die »Fiille des Lebens [...] auf Standardfil-
le reduziert«. Es produziert damit Kontrollier- und Erwartbarkeit. Eine algorithmische
Regulierung dagegen funktioniert zwar im besten Fall auf Basis eines nicht nur von Ex-
pert:innen zu verstehende Regelsystems. Allerdings kommt der Algorithmus gerade zu
einem einzigartigen, auf den individuellen Faktoren (beziehungsweise Daten) des zu be-
arbeitenden Falls basierenden Ergebnis. Die Komplexitit wird hier nicht auf Standard-
fille reduziert, sondern ganz individuell behandelt.

30 Konig (2020: 472) nennt als Beispiele die Politikfelder Bildung, Verkehr, Gesundheit und Soziales
sowie die Strafverfolgung.

31 Fiir Grof3britannien siehe etwa die Studienergebnisse von Dencik et al. (2019).

32 Bemithungen um mehr Effizienz durch den Einsatz von Algorithmen sind dabei gerade nicht nur
unter der Perspektive eines besseren Mitteleinsatzes zu sehen, sondern auch als Antwort auf den
Kostendruck durch Vorgaben oder Kiirzungen in 6ffentlichen Haushalten.
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Im Fall des Algorithmus des Arbeitsmarktservices Osterreich (AMS) zur Berechnung
der Forderungsempfehlung auf Basis der Erfolgswahrscheinlichkeit auf dem Arbeits-
markt werden etwa Frauen (insbesondere mit Kind) und Altere per se automatisch und
damit systematisch abgewertet. Dem Vorwurf eines diskriminierenden Algorithmus
wird entgegengehalten, dass dieser nur die Realitit auf dem Arbeitsmarkt widerspiege-
le.® Der Algorithmus liefere eine »realititsgerechte Abbildung der Arbeitsmarktchancen
inkl. der Diskriminierungen« statt »weltfremde[r] Bilder«, so der AMS-Chef Johannes
Kopf (2019). Man kénnte daher sagen, er wurde explizit so designt, dass er bestehende
gesellschaftliche Ungleichheiten und Benachteiligungen auf dem Arbeitsmarkt wissens-
und willentlich reproduziert.

Eine weitere Gefahr besteht im Rahmen der Indienstnahme privatwirtschaftlicher
Akteure fur politische Steuerung. Hierbei kann es zu einer Einfithrung algorithmischer
Steuerung durch die Hintertiir kommen. Am eindriicklichsten wurde diese Problematik
in der Debatte um Zensur und Uploadfilter im Zusammenhang mit Artikel 17 (vormals
Artikel 13) der EU-Urheberrechtsreform 2019/790 (vgl. Europiisches Parlament 2019).
Uploadfilter stellen eine Form algorithmischer Steuerung dar, weil sie automatisch vor
der Verdffentlichung von Inhalten diese auf bestimmte Kriterien hin untersuchen, be-
werten und dann entscheiden, ob diese verdffentlicht werden oder nicht. Auf der einen
Seite der Debatte stand nun das Argument, dass eine verpflichtende Einfithrung von
Uploadfiltern (sowie der Begriff) im Text der Richtlinie iiberhaupt nicht vorkommt. Auf
der anderen Seite wurde dem entgegengehalten, dass es aufgrund der Verpflichtung -
die denjenigen Plattformen auferlegt wurde, die Inhalte verdffentlichen — bei aktuel-
lem Stand der Technik keine andere umsetzbare Losung auler Uploadfilter gebe. Nur
so kénnten die Plattformen ihrer Pflichten nachkommen und den ansonsten drohenden
Sanktionen entgehen (zur Vertiefung siehe Kapitel V.3).

Durch Algorithmen kann also sowohl im Sinne von strukturierenden Governance-
Instrumenten gesteuert werden als auch in Form harter Regulierung. K6nig (2020) zieht
dementsprechend Parallelen zwischen der Anwendung von algorithmic governance und
dem hobbesschen Leviathan, also der klassischen Steuerungsform des Government. Zu
den Griinden z3hlt er, dass es sich um eine technokratische Steuerungsform handelt. Als
duales Instrument verstanden, ist daher der offenere Begriff der algorithmischen Steue-
rung passender als der Begriff der algorithmic governance.

VI.1.1.3 Alter Wein in neuen Schlauchen

Handelt es sich bei Nudging und algorithmischer Steuerung wirklich um neue Steue-
rungsinstrumente? In den 1990er-Jahre hatte Derlien (1993: 514) etwa in Bezug auf die
»neuen« weichen Steuerungsinstrumente in der Governance-Debatte darauf hingewie-
sen, dass diese auch schon frither existiert hitten und angewandt worden seien:

33 Zwar hatte die Osterreichische Datenschutzbehorde den Testlauf im August 2020 wegen recht-
licher Bedenken gestoppt. Im Dezember 2020 entschied jedoch das Bundesverwaltungsgericht,
dass der Algorithmus genutzt werden kann. Ein automatisiertes Entscheiden wire verboten, aber
der Algorithmus stelle nur zusatzliche Informationen fiir die Berater:innen bereit, die letztendlich
entscheiden wiirden (vgl. Fanta 2020; Kéver 2020).
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»Der Eindruck der Neuigkeit >weicher< Instrumente entsteht wohl dadurch, daf das
Problem, an dem wir die Neuigkeit beobachten, ein relativ neues ist, ndmlich die Um-
weltschutzproblematik.«

Dieses Argument aufgreifend, lisst sich mit Blick auf Nudging und algorithmische
Steuerung feststellen, dass hier neben dem neuen Politikbereich der Digitalpolitik die
neue technologische — datengetriebene — Komponente den Eindruck der Neuigkeit
erweckt. Verglichen mit den etablierten Steuerungsinstrumenten (siehe Kapitel II1.2)
zeigt sich dann aber wenig Neues. Im Kern stellt Nudging eine weiche Form der indi-
rekten, horizontalen Steuerung iiber Anreize dar. Allerdings erfolgt ihre Umsetzung auf
subtilere Art und Weise. Dariiber hinaus findet Nudging besonders in technologischen
Bereichen (etwa durch entsprechend designte Apps oder Websites) Anwendung.

Auch der Neuigkeitsgehalt von algorithmischer Steuerung ist begrenzt. Eher lief3e
sich argumentieren, dass es sich im Kern gar nicht um ein Steuerungsinstrument han-
delt, sondern eher um Steuerungsvorbereitung. Algorithmische Steuerung meint pri-
mar automatisierte Entscheidungsfindung. Erst nach der Entscheidung folgt die eigent-
liche Anwendung eines Steuerungsinstruments. Algorithmische Steuerung ist also eine
Steuerung der ersten, innerorganisatorischen, Ebene und keine der systemischen Ebe-
ne.

VI.1.2 Veranderte Steuerungsformen?

Jenseits der vermeintlich neuen Steuerungsinstrumente ist auch ein Blick auf die eta-
blierten Instrumente notwendig. Verindert sich etwa die Art ihrer Anwendung oder die
Relevanz einzelner Instrumente im digitalen Zeitalter? Und spielen damit andere Steue-
rungsformen als bisher eine Rolle?

VI.1.2.1 Indienstnahme der Zivilgesellschaft: Neues Kooperationsparadigma?

Seibel (2017:165) konstatiert fiir die Verwaltung, dass »hybride Arrangements« als Misch-
formen von »Organisationsstrukturen und Steuerungslogiken« nicht nur in »traditio-
nellen und manifesten Formen von Hybriditit« vorzufinden seien, sondern auch »latente
Erscheinungsformen« beachtet werden sollten. Eine solche latente Form stellt im digi-
talen Zeitalter die Indienstnahme der Zivilgesellschaft dar, in der sich verinderte Steuerung
und Leistungserbringung miteinander verbinden.

Grundsitzlich lisst sich die Rolle von Zivilgesellschaft und biirgerschaftlichem En-
gagement in Bezug auf den Staat nicht von vornherein eindeutig festlegen. Gleichwohl
kommt ihr aus staatsfokussierter, etatistischer Tradition eine funktionale Bedeutung
zu. Dass zivilgesellschaftliche Akteure in die staatliche Aufgabenerfiillung eingebunden
sind, ist damit kein neuer Befund (siehe Kapitel IV.3). Beim Wandel hin zum Modell des
kooperativen Gewihrleistungsstaat spielt bezogen auf die Daseinsvorsorge vor allem die
Ubertragung der Leistungserbringung auf privatwirtschaftliche — unter den Begriffen
Privatisierung, Liberalisierung und Public-Private-Partnership — und gemeinwohlori-
entierte Akteure eine zentrale Rolle. Die Zivilgesellschaft tbernimmt unter staatlicher
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