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Arbeiten mit Kunstlicher Intelligenz

Wie Kl Arbeit strukturiert und was sie
mit der indirekten Steuerung verbindet

Wie sich die neuesten Entwicklungen bei der Kiinstlichen Intelligenz (KI) auf
Arbeit auswirken, hat die Forschung noch langst nicht erschopfend geklrt.

Es geniigt nicht, sich auf Fragen des Datenschutzes, der Transparenz und der
Leistungsiiberwachung zu konzentrieren. Vielmehr birgt das Arbeiten mit KI selbst
eigene Problematiken. KI kann ein michtiges befdhigendes Werkzeug sein, ihre
Anwendung strukturiert aber auch den Nutzungsprozess vor. Der Beitrag zeigt
steuernde und latent strukturierende Wirkungen von KI auf und identifiziert in der
Funktionsweise neuer KI-Generationen eine Ahnlichkeit zur indirekten Steuerung
von Arbeit. Aus dem Vergleich von KI mit herkémmlichen Konzepten der Arbeits-

steuerung ldsst sich Wesentliches iiber die Arbeitsgestaltung bei KI lernen.

NORBERT HUCHLER

1 Einleitung

Ungefihr seit zehn Jahren haben die Diskussionen um
die Digitalisierung von Arbeit mehrere Schiibe erfah-
ren - sowohl durch die Technikentwicklung angestofien
als auch durch Interessen von Forschung und Politik for-
ciert. Wahrend in einer ersten Phase ab 2012 die Konzep-
te Industrie 4.0 und Internet der Dinge und Dienste (Inter-
net of Things, IoT) die Diskussionen pragten (vgl. Huch-
ler/Pfeiffer 2018), riickt seitdem zunehmend das Thema
Kiinstliche Intelligenz ins Zentrum der Aufmerksamkeit.
Auch schon in den initialen Konzepten zur Industrie 4.0
und zum IoT wurde KI eine herausgehobene Bedeutung
beigemessen. Hier wurde sie als zentrale Instanz der ,in-
telligenten“  Echtzeit-Steuerung von sozio-technischen
Wertschopfungssystemen verstanden, die mithilfe eines
Datenabbilds bzw. eines ,digitalen Zwillings“ als Software
zur Prozessautomatisierung, Koordination, Optimierung,
Vorhersage, Entscheidungsunterstiitzung etc. zum Einsatz
kommen solle. Entsprechend wird KI als eine Schliissel-
technologie bezeichnet, mit der grofle Versprechungen
und hohe Erwartungen (Hirsch-Kreinsen 2023), aber auch
Problematiken fiir die Arbeitswelt und weit dariiber hi-
naus (z. B. Zuboff 2015; Crawford 2022) verbunden sind.
Unter dem programmatischen Sammelbegriff KI'
(vgl. Huchler 2023) lassen sich zahlreiche, hochst unter-

schiedliche und sehr breit gefasste technische Verfahren
subsummieren. Diese reichen von klassischen Formen der
»Wenn-dann“-Programmierung iber einfache Statistik
(Big Data) bis hin zur konnektionistischen, subsymboli-
schen KI (Neuronale Netze, Deep Learning); die Letztere
erfahrt mit Programmen wie ChatGPT aktuell grofe Auf-
merksambkeit.> Dieser Betrag nimmt die Besonderheiten
der konnektionistischen bzw. subsymbolischen KI in den
Blick. Sie grenzt sich von der symbolischen KI bzw. so-
genannten Expertensystemen dadurch ab, dass sie ohne
Wissen iiber die Losungswege auskommt und stattdessen
mit ausgekliigelten Verfahren statistische Korrelationen
bzw. Muster identifiziert, deren Ergebnisse dann bewer-
tet werden. Es werden so lange Annahmen mit Annah-
men kombiniert, bis die gewiinschten Resultate entste-
hen - ohne dass ein Einblick in die ,,Blackbox“ der sich

1 Der Begriff KI wurde auf der Dartmouth Conference 1956
eher als Vision platziert, der zufolge , grundsatzlich alle
Aspekte des Lernens und anderer Merkmale der Intelligenz
so genau beschrieben werden kénnen, dass eine Maschi-
ne zur Simulation dieser Vorgédnge gebaut werden kann”
(McCarthy et al. 1955; Ubersetzung N.H.).

2 Obwohl der subsymbolische Zweig in der KI-Forschung
schon seit Ende der 1980er Jahre Relevanz erlangt hat (vgl.
Smolensky 1988; Fodor/Pylyshyn 1988), befindet er sich
aktuell auf einem Hohenflug.
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solchermafien bildenden komplizierten Relationen bzw.
Vernetzungen moglich wire. Wihrend symbolische KI
noch ,hédndisch® schlau gemacht wird, setzt die subsym-
bolische KI also auf eine automatisierte Losungsfindung,
basierend auf Wahrscheinlichkeiten und Ergebnisbewer-
tung. So benétigt z.B. ChatGPT zur automatisierten Er-
stellung von Texten keine aufwindig erstellten Ontologien
und Taxonomien (aus Begriffsclustern, Relationen, Wis-
sensgrafen etc.), sondern wird auf Basis eines umfang-
reichen Datensatzes auf wahrscheinliche Kombinationen
und Konstellationen von Zeichen trainiert — unabhéngig
von Thema und Kontext. Es handelt sich also um ein ge-
nerisches Verfahren, das sich auf ganz unterschiedliche
Datenformen und -quellen anwenden lasst, nicht nur auf
Worter und Texte, sondern auch auf Zahlen, Pixel (Bil-
der), Tone (Sprache, Musik), Prozesse, Bewegungen etc.
Lernende bzw. trainierte KI steckt bereits in zahlreichen
Alltagsanwendungen (z.B. auf Smartphones) und stark
zunehmend auch in Softwaresystemen im Arbeitskontext
(z.B. in Office-Systemen).

Jenseits von Basisanwendungen und Hintergrundsys-
temen kommt die subsymbolische KI - als direktes inter-
aktives Arbeitsmittel — in der Arbeitswelt erst nach und
nach an. Noch vor kurzem wurde festgestellt, sie sei in
deutschen Betrieben kaum zu finden (Dukino et al. 2020)
oder werde jedenfalls nicht als KI erkannt (Giering/Kirch-
ner 2022). Jedoch kann man angesichts der jingsten Ent-
wicklungen im Bereich der automatisierten Verarbeitung
natiirlicher Sprache (Natural Language Processing, NLP)
von einer Beschleunigung der Entwicklung ausgehen. Die
Technologie erdffnet Anwendungen quer durch sdmtliche
Titigkeitsfelder — von Robotik, Produktionssteuerung,
Qualitatskontrolle und interner Logistik iber Wissensma-
nagement, Organisation und Entscheidungsfindung bis
hin zu Dokumentation, Sachbearbeitung, Personalarbeit,
Arbeitsanweisung sowie Kundeninteraktion (vgl. Pfeiffer
2020, S.467; Dukino et al. 2020, S.13f.). Ebenso breit ist
das Spektrum der Tiétigkeitsformen, in die sich KI inte-
grieren ldsst, etwa planen, koordinieren, entscheiden, op-
timieren, wahrnehmen und lernen (Dukino et al. 2020,
S.uff.)). Das grofite Rationalisierungspotenzial wird je-
doch in der Sach- und Wissensarbeit vermutet.

In einer groflen Uberblicksstudie zeigten sich im
Riickblick national wie international keine (oder nur sehr
geringe) Effekte des KI-Einsatzes auf Beschiftigung und
Einkommen im Mittel bzw. im Gesamteffekt (Spencer
etal. 2021). Dennoch wird eine Beschleunigung des per-
manenten Wandels von Arbeit (inkl. Substitution und neu
entstehender Arbeit) durch KI-Automatisierung und ein
gestiegener Bedarf an Qualifizierung und Weiterbildung
festgestellt (ebd.; vgl. auch die Beitrége von Ittermann und
Baumhauer/Meyer in diesem Heft). Die auf der gesell-
schaftspolitischen Ebene breit gefithrten Diskussionen um
(datenbasierte) Diskriminierung und Polarisierung (vgl.
auch den Beitrag von Carstensen in diesem Heft), um die
Algorithmisierung von Offentlichkeit, Macht und Kon-

trolle als neues 6konomisches Prinzip (Zuboft 2015), die
Bedrohung durch ,,Algokratie“ (Danaher 2016), das von
Daten durchdrungene ,algorithmische Leben (Amoore/
Piotukh 2016) oder die Verengung von entscheidungsre-
levanten Perspektiven und Zukunftsnarrativen durch KI
(Amoore 2020) betreffen natiirlich auch die Arbeitswelt,
z.B. in Bezug auf Autonomie und Kontrolle (Mazmanian
et al. 2013; Bader/Kaiser 2017; Kellogg et al. 2020), Leis-
tungsbeurteilung (Staab/Geschke 2019) sowie neue For-
men der ,Verhaltenssichtbarkeit® (Leonardi/Treem 2020)
sowie der digitalen Uberwachung am Arbeitsplatz insge-
samt (Christl 2021).

Diese und viele weitere Studien basieren in der Regel
auf einem breiten Begriff von KI, verbunden mit Algo-
rithmisierung und Digitalisierung, und fokussieren da-
bei auf den gezielten Einsatz der Technologie als Mittel
zur Steuerung und Uberwachung. Im Unterschied dazu
geht es im Folgenden um eine spezifische Form von KI
und die Folgen ihrer Nutzung. Nachfolgend werden die
Auswirkungen subsymbolischer KI-Systeme diskutiert,
die mit Beschaftigten direkt als Arbeitsmittel interagieren
(z.B. als Assistenzsysteme), sei es in Form von Wissens-
vermittlung, Zuweisung von Arbeit oder Prozessorganisa-
tion. Beispiele sind Entscheidungsunterstiitzung im Ein-
kauf, Chatanalyse im Service-/Callcenter, Optimierung
von Wegen in der Intralogistik, Personalanalyse und Aus-
wahl im HR-Bereich, (Vor-)Erstellen von Texten in der
Wissens- und Sacharbeit etc. Dabei fokussiert der Text
auf die ,indirekt* steuernden Wirkungen auf die Arbeit
iiber den Einsatz und die Gestaltung entsprechender Sys-
teme im Sinne einer Steuerung by Design. Es geht also we-
der um die Nutzung von KI als Instrument der direkten
Kontrolle und Erzeugung von (Leistungs-)Transparenz
bzw. fiir detaillierte Vorgaben und kleinteilige Uberprii-
fung (digitaler Taylorismus) noch um den Einsatz von KI
als Instrument der indirekten Steuerung iiber Zielsetzun-
gen, Kennzahlen und Ergebnismessung. Es geht vielmehr
darum, dass der KI-Einsatz schon fiir sich allein implizite
bzw. latente Steuerungswirkungen hat. Eine solche Struk-
turierung hat zwei unterscheidbare Quellen: zum einen
die spezifischen Eigenschaften der KI-Technik selbst, zum
anderen die Art und Weise ihres praktischen Einsatzes. Im
aktuellen Diskurs um Digitalisierung, KI und Arbeit kom-
men diese latenten Folgen der Arbeit mit KI bislang zu
kurz. Dies betriftt auch die Gewerkschafts- und Betriebs-
ratsarbeit. Mit der hier eingenommenen Perspektive ge-
hen eigene Implikationen fiir die Technik- und Arbeits-
gestaltung einher.

Hierunter wird daher zunichst ein kurzer Uberblick
iiber verschiedene Ansitze betrieblicher Steuerung gege-
ben und in Bezug auf die Rolle von Technik bzw. KI zwi-
schen einer technisch vermittelten Steuerung und einer in
die Funktionsweise von Arbeitsmitteln eingeschriebenen
Steuerung unterschieden (Abschnitt 2). Sodann werden
die technikimmanenten steuernden Wirkungen subsym-
bolischer KI beschrieben und Ahnlichkeiten zur nicht-
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technischen indirekten Steuerung von Arbeit aufgezeigt
(3). Anschlieflend wird Steuerung noch weiter gefasst und
es werden weitere latent strukturierende Selektivititen
von KI systematisiert (4). Abschlieflend werden Gestal-
tungsbedarfe unter anderem fiir die Gewerkschafts- und
Betriebsratsarbeit aufgezeigt (5).

2 Betriebliche Steuerung

Wie andere Technologien kann auch KI im Sinne einer
Rationalisierungsstrategie zur Steuerung von Arbeits-
und Leistungsverausgabung eingesetzt werden. Im Fol-
genden wird eine Systematik von Steuerungsformen ent-
wickelt und auf Technikgestaltung als Rationalisierungs-
mittel angewandt. Besonderes Augenmerk gilt dabei der
indirekten Steuerung als einer Steuerungsform, die auffal-
lige Analogien und Affinititen zu den technikimmanen-
ten Besonderheiten subsymbolischer KI aufweist.

Steuerungsformen in Unternehmen kénnen nach un-
terschiedlichen Rationalisierungszielen oder -strategien
eingeteilt werden (Nies 2021). Neben arbeitskraftorien-
tierten Strategien stehen Rationalisierungsstrategien, de-
ren Ziel in der Optimierung der betrieblichen und tiber-
betrieblichen Wertschopfung liegt, sowie solche, die auf
optimierte Verwertung gerichtet sind (etwa ein Geschifts-
modell) (Pfeiffer 2021). Unter den arbeitskraftorientier-
ten Strategien kann wiederum unterschieden werden zwi-
schen solchen, die auf rigide Verhaltenssteuerung und
Kontrolle fokussieren, und solchen, die auf Befihigung
und Ermachtigung der Arbeitskrifte zielen — auch in Be-
zug auf den Einsatz von Technik (vgl. Brodner 2015; Grote
2015). Im ersten Fall, der auch die vollstindige Ersetzung
einer menschlichen Tétigkeit durch Automatisierung ein-
schliefien kann, setzt das Unternehmen in erster Linie auf
Kosteneinsparung; im zweiten Fall vornehmlich auf Er-
hohung der Produktivitit der Mitarbeitenden. Konkret zu
beobachtende Steuerungsformen enthalten gewdhnlich
beide Elemente.

Diese Unterscheidung innerhalb der arbeitskraftori-
entierten Rationalisierung ist der Ausgangspunkt einer
idealtypischen Gegeniiberstellung von zwei Steuerungs-
formen: der direkten und der indirekten Steuerung (vgl.
Moldaschl/Sauer 2000). Wihrend direkte Steuerung auf
moglichst exakte Vorgabe und Kontrolle der Arbeitsaus-
fithrung abzielt und dementsprechend den tayloristischen
Systemen zugeordnet wird, verzichtet die indirekte Steue-
rung auf solche Vorgaben und Kontrollen einzelner Ar-
beitsschritte und iiberlédsst es weitgehend den Beschiftig-
ten, wie sie die vorgegebenen Ziele ihres Arbeitseinsatzes
erreichen.

Im Zuge der Entwicklung hin zur sogenannten VUKA-
Welt® wird es — so wird konstatiert — zunehmend relevant,

dass sich die Beschaftigten maoglichst umfinglich in ihre
Arbeit einbringen (Mack et al. 2016). Dies geht einher mit
einem ausgeweiteten Zugriff auf Subjektivitat (Subjekti-
vierung) — sei es auf Subjektivitit als Ressource (z.B. auf
Kreativitit und Emotionalitit als Facetten von Subjekti-
vitit) (Kleemann et al. 1999) oder auf das Arbeitsvermo-
gen (Pfeiffer 2004), sei es Subjektivitit als Handlungsprin-
zip (z.B. subjektivierendes Arbeitshandeln) (Bohle 2009)
oder als Ansatz der indirekten (Selbst-)Steuerung (Mol-
daschl/Sauer 2000). Hier stof3t die direkte tayloristische
Steuerung an ihre Grenzen und die Steuerung von Arbeit
verschiebt sich auf das Setzen und die Kontrolle von Rah-
men- bzw. Kontextbedingungen (z. B. Ergebnissteuerung)
(Huchler et al. 2007), wodurch Fremd- und Selbstorgani-
sation (Pongratz/Vof3 1997) wie auch Freiheit und Zwang,
Autonomie und Kontrolle (Wolf 1999) zunehmend inein-
andergreifen. Indirekte Steuerung basiert auf einer Exter-
nalisierung der Unwigbarkeiten, die mit der Bewiltigung
komplexer Arbeitsaufgaben verbunden sind, aus der Ma-
nagementsphdre in die Verantwortung der Beschéftigten.
Es gilt das Motto: ,,Es ist uns egal, wie ihr es macht, nur
das Ergebnis muss stimmen® (vgl. Moldaschl/Sauer 2000;
Moldaschl/Vof8 2003). Im Folgenden wird argumentiert,
dass der Einsatz von KI, aber auch die Technik selbst eine
gewisse Verwandtschaft zu einer solchen indirekten Steu-
erung von Arbeit aufweist.

Ubersicht 1 bietet eine Systematisierung der verschie-
denen Steuerungsansitze. Unterschieden wird zwischen
einer Selbststeuerung und einer Fremdsteuerung, wobei
die Letztere am Personal, an der Arbeitsorganisation und
an den Arbeitsmitteln ansetzen kann, sowie einem direk-
ten und eher indirekten Zugriff auf Arbeit.

In allen genannten Rationalisierungsstrategien und
Steuerungsformen kann auch KI als Mittel der Steuerung
eingesetzt werden. So kann z.B. ein Instrument zur di-
gitalen Leistungsiilberwachung (wie ein Datenarmband)
sowohl die Selbststeuerung wie auch die personelle oder
organisationale Fremdsteuerung instrumentell unterstiit-
zen. An allen ,, Angriffspunkten” in der Ubersicht kénnen
KI-Tools gezielt dafiir eingesetzt werden, die Arbeit direkt
oder indirekt, einschrinkend oder befihigend zu steuern.

Davon zu unterscheiden ist jedoch die Steuerung iiber
Arbeitsmittel. Denn die Funktionsweisen der Arbeitssyste-
me selbst haben einen indirekten Einfluss auf die Arbeit.
Im Mittelpunkt dieses Beitrags stehen die latenten steu-
ernden Wirkungen, die in die Funktionsweise und Gestal-
tung jener KI-Systeme eingeschrieben sind, mit denen di-
rekt gearbeitet wird (Steuerung by Design).

3 Das Akronym steht fir Volatilitat, Unsicherheit, Komplexi-
tat und Ambiguitat.
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Direkte und indirekte Steuerungsansatze

Angriffspunkt Zugriff Steuerung von Arbeit iiber-...

(z.B. gesetzte Ziele, begrenzte Ressourcen, bereitgestellte Mittel zur Losung)

Selbststeuerung

Subjekt direkt Selbst-Okonomisierung/Selbst-Rationalisierung (Arbeitskraftunternehmer)

indirekt  Selbst-Integration/Selbst-Sein (Huchler et al. 2007) —
Arbeitsethos, Produzent*innenstolz, Internalisierung von Kunden-/Qualitatsorientierung etc.

Fremdsteuerung
Personal direkt Detailanweisungen, Uberwachung
indirekt Ziele: individuelle/Gruppen-Ziele setzen und kontrollieren, sozialer (Gruppen-)Druck
Ressourcen: Personalmittel, Zeit
Mittel/Wege: unterstiitzende Flihrung, Flihrung als Dienstleistung, Qualifizierung, Kultur etc.
Organisation  direkt Regelgeleitete, eng definierte Prozesse, Verfahren, Ablaufe, Dokumentation (Blrokratie)
indirekt Ziele: Ziel-/Kennzahlensteuerung, Leistungsmessung, Profit Center etc.
Ressourcen: Arbeits- und Finanzmittel
Mittel/Wege: Unterstiitzung von Selbstorganisation, Bereitstellung von Wissen, Arbeitsmitteln
und Organisationskonzepten (z.B. Projektarbeit)
Arbeitsmittel  direkt Einpassung in enge getaktete, lineare, unveranderbare Ablaufe
(Objekte)

indirekt Ziele: feststehende Resultate/Anschlussprozesse (z.B. Losung von Problemen am

FlieBband, Eingabemasken, Enterprise-Resource-Planning-Systeme etc.)

Ressourcen: technische Arbeitssysteme

Mittel/Wege: Werkzeuge, befahigende und gestaltbare Assistenzsysteme

Quelle: Eigene Systematisierung, aufbauend auf Huchler et al. 2007

3 Technikimmanente Steuerung -
subsymbolische KI

In intelligent vernetzte, interaktive KI-Systeme sind nicht
nur die angestrebten Funktionalititen, mdglichen Schnitt-
stellen, vorgesehenen Datenquellen und -formate sowie
viele weitere Festlegungen eingeschrieben, sondern auch
die unternehmerischen Verwertungsziele, vor deren Hin-
tergrund sie ausgestaltet und eingesetzt werden. Das De-
sign des KI-Systems ist damit ebenfalls ein Gegenstand
der betrieblichen Arbeits- und Leistungssteuerung. Dabei
weist die Funktionsweise subsymbolischer KI eine Ver-
wandtschaft zur indirekten bzw. Ergebnissteuerung von
Arbeit auf.

3.1 Subsymbolische, konnektionistische KI

Von der Kombination von probabilistischem statistischem
Schlieflen und Machine Learning wird eine Steigerung der
Adaptivitat und Funktionalitit von technischen Systemen
fir den Einsatz in der Arbeitswelt erwartet. Mittels ver-
schiedener (automatisierter) Trainings- und Lernverfah-
ren sollen KI-Systeme dazu befihigt werden, selbst neue
Annahmen zu bilden und zu testen sowie (unbekannte)
Losungsstrategien zu entwickeln. Ziel ist die ErschliefSung

neuer Automatisierungspotenziale in Bereichen, die auf-
grund der kognitiven und/oder manuellen Komplexitat
der Arbeitstitigkeiten bislang als unerreichbar galten. Die
Erwartungen an K1 richten sich also nicht nur darauf, dass
sich relevante Arbeitsprozesse in Daten abbilden und re-
chenbar (objektivierbar) machen lassen. Vielmehr ist die
Uberlegung ausschlaggebend, dass Komplexitit und Un-
sicherheit nicht (mehr) durch lineare formale (also ex ante
aufwindig genau geplante) digitale Prozesse reduziert
werden miissen, sondern aufrechterhalten und situativ als
kalkulierbare Risiken (Wahrscheinlichkeiten) bearbeitet
werden konnen. Das Ziel besteht in einer hoheren Flexibi-
litat bei geringeren Organisationskosten.

Kern ist die Abkehr von (symbolischer) K1, die auf Ba-
sis von Expertenwissen aufwandig fiir spezifische Aufga-
ben ex ante programmiert werden muss, hin zu ebenfalls
sehr aufwindig programmierten und trainierten selbstler-
nenden, adaptiven bzw. generischen (subsymbolischen)
Systemen. Auf Basis von Wahrscheinlichkeiten sowie Ver-
such und Irrtum baut und optimiert das System selbst Lo-
sungswege in Form eines komplizierten Netzes aus Funk-
tionsbausteinen (,Neuronen®). Die Einzelprozesse bleiben
weiterhin deterministisch, jedoch werden sie permanent
angepasst. Die dabei zugrunde liegende ,Funktionsap-
proximation“ (Brodner 2022, S.34) bietet eine hohe Fle-
xibilitét, geht jedoch zugleich mit spezifischen Problemen

einher, da sie nicht auf Fachwissen, sondern auf Wahr-
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scheinlichkeiten bzw. Korrelationen aufbaut (Pfeiffer 2021,
S.283ff.). Selbst richtige Ergebnisse konnen damit auf
falschen Annahmen beruhen. Pfeiffer warnt diesbeziig-
lich vor den Folgen eines ,,unbewusst destruktive[n] Ein-
satz[es] (ebd., S.284). Auch Brodner (2019) verweist auf
die Risiken, die mit dieser Unsicherheit fiir die Beschiftig-
ten einhergehen konnen. Solche Risiken verstarken sich,
wenn KI-Systeme auf Basis von (gegebenenfalls fehler-
haften und in der Regel ausschnitthaften bzw. abstrakten)
Modellen und Simulationen trainiert werden.

Das ,theorielose® Vorgehen ist sehr aufwindig. Ent-
sprechende Verfahren miissen entwickelt und dann fiir
bestimmte Anwendungsfelder trainiert werden. Jedoch
sind die zugrunde liegenden Verfahren der generischen
KI breit anwendbar, und Trainingsprozesse konnen mit
Prozessen des automatisierten Lernens verbunden wer-
den - mit entsprechenden Skalierungseffekten. In der Li-
teratur wird kritisch angemerkt, dass dabei oft auf global
verteilte unsichtbare Arbeit bzw. ,ghost work™ (Gray/Suri
2019) zuriickgegriffen wird, z.B. bei der Datenaufberei-
tung und beim Training der KI, und soziale Ungleichheit
ausgenutzt und verfestigt wird.

3.2 Analogien und Affinititen
zwischen KI und indirekter Steuerung

Die Kombination aus probabilistischer und statistischer
Wahrscheinlichkeit und tiefem maschinellem Lernen
macht es moglich, Komplexitit zunédchst offenzuhalten
und nicht ex ante etwa durch Planungsprozesse zu beherr-
schen. Die unternehmerische Herausforderung, mit Kom-
plexitdt und Ungewissheit umzugehen, wird so zum Teil
auf die KI-Systeme (und ihre Anbieter/Entwickler) ver-
lagert, indem nicht mehr (wie bei der linearen Program-
mierung) die Lésungspfade von Anfang bis Ende durch-
programmiert werden, sondern Funktionen und Ziele
bestimmt sowie Mittel (Systemarchitektur, Lernalgorith-
men, Daten, Anschlussmoglichkeiten/Folgeprozesse) be-
reitgestellt werden. Der konkrete Bearbeitungsweg bleibt
offen, unbestimmt und teilweise ,,im Dunkeln® bzw. nicht
exakt kontrollierbar — auch hier gilt wie bei der indirekten
Steuerung: ,,Hauptsache, das Ergebnis stimmt® Dies ldsst
sich auch als Abkehr von der Wenn-dann-Programmie-
rung hin zu einer zielsetzenden Um-zu-Programmierung
beschreiben.

Das Vorgehen dhnelt der Ergebnissteuerung von Ar-
beit (Huchler etal. 2007): Es werden Ziele gesetzt oder
vereinbart, begrenzte Mittel zur Verfiigung gestellt und
die Ergebnisse kontrolliert — der Losungsweg wird jedoch
offengelassen. Damit wird auf Bearbeitungsformen jen-
seits der direkten bzw. linearen Top-down- und Ex-ante-
Planung bzw. -Programmierung gesetzt. Nur sind hier die
Adressaten zunichst nicht mehr die Beschiftigten, son-
dern die KI-Systeme. Ahnlich wie die indirekte Steuerung
von Arbeit (Erfahrungs-)Wissen und (Handlungs-) Kom-

petenzen der Beschiftigten situativ und flexibel nutzbar -

d.h. kontrollierbar und in den Wertschépfungsprozess
integrierbar — macht, bieten subsymbolische KI-Systeme
Losungswege, Daten wie auch Informationen (Schmiede
2006) an, die jenseits des formalen Wissens von Manage-
ment/Expert*innen und Entwickler*innen liegen. Da-
mit geht eine wesentliche Steigerung der Anpassungsfi-
higkeit und Flexibilitit technischer Systeme einher. Auch
wenn die vermeintlich neuen technischen Grundlagen
von KI teilweise auch skeptisch eingeschétzt werden (z.B.
Brodner 2022), kann man konstatieren, dass subsymboli-
sche KI eine neue Phase des technikzentrierten Umgangs
mit Komplexitit und Ungewissheit in Arbeitsprozessen
anstoft.

Vor diesem Hintergrund wird verstandlich, warum
konnektionistische bzw. subsymbolische KI-Technolo-
gien als ein evolutiondrer Schritt von der Automatisierung
durch Technik hin zur Autonomisierung der Technik in-
terpretiert werden; oder auch als Schritt vom passiven
Werkzeug zum Akteur (Rammert 1999; Gerst 2019, S.109).
Dies hat nicht nur damit zu tun, dass KI auch in kompli-
zierteren Settings und bei unvollstindigen Informationen
nicht vorausgeplante Aktionen anstof3en und schrittweise
optimieren kann. Der Akteurscharakter macht sich auch
daran fest, dass die lernende KI durch die Art, wie sie zu
ihrem Output gelangt, wie eine Blackbox erscheint. Ahn-
lich wie sich (selbstorganisierte) Arbeit und Kompetenzen
bzw. Subjektivitit in ihrem Kern nicht formal durchdrin-
gen lassen, macht es die Kompliziertheit bzw. hohe Men-
ge an Verkniipfungen in ,,neuronalen Netzwerken® extrem
aufwindig, diese nachzuvollziehen. So entsteht eine Un-
sicherheitszone, die nicht nur Fragen der Verantwortung,
Zurechenbarkeit und Regulierbarkeit aufwirft, sondern
die Technologie auch mystifizieren kann, indem ihr eigen-
stindiges Handeln zugeschrieben wird. Bei ,,hybriden Ar-
beitssystemen® (Weyer 2006, S.8) sollte jedoch zwischen
technikgebundenen Funktionsweisen und menschlichem
Handeln systematisch differenziert werden, z.B. in Bezug
auf geteilte Verantwortung und ,,Handlungstrégerschaft®
(Rammert/Schulz-Schaeffer 2002).

Fiir den hier angestellten Vergleich mit der indirek-
ten Steuerung von Arbeit kann konstatiert werden, dass —
verstarkt durch die Riickzugsmoglichkeit auf den Black-
box-Charakter von KI - auch hier eine gewisse Externa-
lisierung der Bearbeitung der unternehmerischen Risiken
stattfindet: in erster Instanz an das technische System,
in zweiter Instanz jedoch auch an die Integrations- und
Kompensationsarbeit der Beschiftigten. Denn mit KI-
Automatisierung geht nicht nur vorgelagerte Arbeit (Pla-
nung, Entwicklung, Datenaufbereitung, Training etc.) ein-
her, sondern systematisch auch parallel gelagerte Gewéhr-
leistungs-, Kompensations- und Erganzungsarbeit sowie
Arbeit zur Nachbearbeitung, Re-Integration bzw. Her-
stellung von Anschlussfihigkeit (Huchler 2022). Die um
KI-Systeme herum gelagerte und fiir deren Funktionieren
und sozio-technische Einbettung notwendige Arbeit wird
in der Regel unterschitzt (ebd.). Wird diese Arbeit jedoch
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systematisch nicht in den Blick genommen, kann dies zur
Intensivierung und neuen Belastungen fithren. Dieser Ef-
fekt kann noch durch die Unsicherheit verstarkt werden,
ob KI-Systeme die an sie gestellten Erwartungen tatséch-
lich erfiillen bzw. ob die Ergebnisse tatsidchlich stimmen —
bei gleichzeitig erhohtem Handlungsdruck (vgl. Brodner
2022). Denn der mit der Delegation an die KI mogliche
Riickzug des Managements wird untermauert durch eine
verschirfte und Legitimitdt generierende Faktizitit bzw.
Schein-Objektivitdt und Anonymitdt der Arbeitssteue-
rung mittels der (teils undurchschaubaren) Algorithmen.
Arbeit wird objektiviert und formalisiert auf das, was sich
rechenbar machen lisst, zur Systemlogik des KI-Systems
passt und durch sie belohnt wird. In Verbindung mit der
Undurchdringlichkeit ,,neuronaler Netze“ und der ver-
meintlichen Objektivitit datenbasierter Verarbeitung ent-
steht auf diese Weise ein neues operatives Regime techni-
scher Faktizitit. Dies kann zu Stress und Belastung fiih-
ren, wenn es mit der Arbeitspraxis in Konflikt steht.

Die Funktionsweise konnektionistischer bzw. sub-
symbolischer KI legt also Analogien und Affinititen zur
indirekten Steuerung von Arbeit und ihren typischen
Chancen und Problematiken nahe. Sie kann als Erwei-
terung des Sets betrieblicher Rationalisierungsstrategien
verstanden werden. Jedoch gilt es dabei nicht nur zu be-
achten, dass die Losungsansitze und Bearbeitungsformen
von KI und selbstorganisierter Arbeit hoch different sind,
sondern auch, dass KI-Losungen wiederum in und durch
Arbeit eingebettet werden miissen. Und ebenso ist die im-
plizite Steuerung iiber KI als Arbeitsmittel in den Gesamt-
zusammenhang betrieblicher Steuerung eingebettet.

3.3 Einschitzung:
Nachholende technikzentrierte Arbeitssteuerung

Was folgt aus der Affinitdt zwischen der Logik der indi-
rekten Kontrolle und der praktischen Funktionslogik sub-
symbolischer KI1? Die These lautet, dass es sich nicht um
zufillige Parallelen einer Managementstrategie und einer
technischen Praxis handelt. Beide Ansitze reagieren auf
gestiegene Anforderungen, indem gezielt gewisse Be-
standteile von Handlungsmacht dezentralisiert in die be-
arbeitenden Einheiten verlegt werden. Dezentrale Steue-
rung aus dem Arbeitsprozess heraus auf Basis von KI ist
ein Kern der Industrie 4.0 — der jedoch allein technik-
zentriert gedacht wird. Trotz der auffilligen Parallelen zu
den zahlreichen, schon lange bestehenden und beforsch-
ten, Konzepten dezentraler Arbeitsorganisation ist in den
technikgetriebenen Leitbildern eine hybride Arbeitssteue-
rung bzw. Koordination, die Menschen und Technik ein-
bezieht, noch kaum gedanklich durchdrungen.

Wihrend die arbeitsorganisatorische indirekte Steue-
rung die Koordination der Arbeit zur Erreichung der ge-
setzten Ziele den Beschiftigten tiberlasst (und so Hand-
lungsrdume schaftt und Verantwortungsgefithl vermit-

telt — bei zugleich immer restriktiver werdenden Rahmen-

bedingungen mit der Gefahr der [Selbst-] Uberforderung),
iibernimmt bei der technikzentrierten dezentralen Steue-
rung sozio-technischer Arbeitssysteme die Technik die
Koordinationsrolle. Insofern kann hier von einer nach-
holenden technologiebasierten Nachahmung postfordis-
tischer Arbeitsorganisationskonzepte der letzten 30 Jahre
gesprochen werden - ohne jedoch mit ihren Vorbildern
verbunden zu sein, etwa im Sinne eines komplementi-
ren hybriden Ansatzes. Eine interdisziplindre sozio-tech-
nische Betrachtung wire angebracht und wiirde helfen,
absehbare Folgeproblematiken zu verhindern und sozial
nachhaltigere Integrationsstrategien zu entwickeln.

4 Ein weiter Steuerungsbegriff:
die strukturierenden Selektivitaten
von KI

Die Strukturierungswirkung von KI auf Arbeit(skraft)
geht allerdings nicht in der technikimmanenten Affinitét
zur indirekten Steuerung auf. Mit KI sind dariiber hinaus
weitere strukturierende Selektivititen verbunden. Sie wir-
ken sowohl in der Anwendung als auch in ihrer techni-
schen Funktionsweise auf mehreren Ebenen selektiv auf
Wissen, Handeln und Prozesse. Dies soll im Folgenden
thesenformig systematisiert werden.

Selektivitit bei der Gestaltung von KI: Mit KI gehen
zahlreiche strukturierende Designentscheidungen ein-
her tiber Ziele, Funktionen, Erwartungen, Datenformen,
Schnittstellen (Input und Output), Formen des Outputs.
Dies betrifft nicht nur die Anschlussmoglichkeiten an den
KI-Output, sondern beeinflusst auch die vor- und nach-
gelagerten respektive parallel (z.B. gewéhrleistend) ausge-
fithrten Arbeiten rund um den KI-Einsatz.

Selektivitit der (Wirkungs-) Modelle bzw. ihrer Funktio-
nen und Annahmen: Ausgekliigelte statistische generative
bzw. kontextlose KI-Verfahren werden fiir ihr funktiona-
les Leistungsversprechen dennoch mit (teils impliziten)
Modellannahmen verkniipft, welche oftmals intranspa-
rent bleiben, aber starken Einfluss auf die Ergebnisse und
deren Interpretation haben. (So bauen z.B. Aussagen wie
sunser HR-KI-System findet zu 87 % fiir Sie die passende
Person® oft auf vereinfachten Modellannahmen tiber Eig-
nung bzw. Passung auf.)

Selektivitit durch Datenbias und Fortschreibung von
Vergangenem: K1 arbeitet nicht nur mit in der Regel ver-
zerrten und ausschnitthaften, sondern auch mit retrospek-
tiven Daten. Sie schreibt Vergangenheit fort, fokussiert auf
Korrelationen und betont Masse vor Besonderheit. Damit
hat KI einen standardisierenden und normierenden Cha-
rakter und tendiert zur Zuspitzung und Fortschreibung.

Selektivitit durch Lern-/Trainingsprozesse: Die Wir-

kung von KI wird auch durch das Training, die Bewertung
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(z.B. iberwachtes Lernen) oder die Gewichtung (ver-
starktes Lernen) beeinflusst. Fehler, Unvollstindigkeit,
Interessen und Interpretationen konnen auch durch das
Training eingeschrieben werden. Werden KI-Systeme an-
hand von Simulationen trainiert, konnen diese Probleme
(z.B. implizite Annahmen, Erwartungen, Vorstellungen
und Leitbilder etc.) automatisch verstarkt werden.

Selektivitit beim Einsatz bzw. durch die Nutzung: Ob
KI Handlungsrdume erweitert oder einengt, die arbei-
tenden Menschen qualifiziert oder dequalifiziert, belas-
tet oder entlastet, hdngt davon ab, wie und unter welchen
Rahmenbedingungen KI in der Arbeit eingesetzt wird.

Selektivitit der Erfassbarkeit: KI unterliegt sozio-mate-
riellen Grenzen aufgrund der Komplexitét der physischen
und sozialen Welt, erzeugt selbst stindig neue Bedarfe (re-
kursive Grenzen) und stof3t an die Grenzen des Formali-
sierbaren (Huchler 2022). Sie verarbeitet nur das, was in
Daten reprisentierbar ist.

Selektivitdt  durch ~ Wahrscheinlichkeitsorientierung:
Subsymbolische KI-Systeme basieren auf einer ,theo-
riefreien” Massensuche nach Korrelationen, auf deren
Grundlage Kategorien selbststindig gebildet werden (vgl.
Brodner 2022). Auf diese Weise kommen sie oft zu sehr
stabilen, aber eben auch unsicheren Ergebnissen.

Selektive Adaptivitit: In der Regel passt sich der
Mensch an die technischen Systeme an und nicht umge-
kehrt — selbst bei interaktiver KI, die flexibel auf das Ge-
geniiber reagiert. Die Anpassungsfihigkeit der techni-
schen Systeme, z.B. in der Interaktion mit den Beschif-
tigten, wird in der Regel als ,assimilierende Adaptivitat®
(Huchler 2019) entlang der gesetzten Eigenlogik der KI-
Systeme gestaltet. Das heift, es wird nur das berticksich-
tigt, was zum Systemzweck passt. Durch die Interaktion
wird kein Wandel des Systems selbst angestofien, was
Grundlage fiir eine wechselseitige ,komplementédre Adap-
tivitat (ebd.) wire.

Latente Selektivititen durch soziotechnische Anpassung:
Wie bei anderen Techniken auch passen sich die Gesell-
schaft und das individuelle Handeln an die Anforderun-
gen der Technik an, indem fiir die Entfaltung ihres Nut-
zens die ,richtigen® Bedingungen geschaffen und ihre
»richtige” Nutzung belohnt werden. Beschaftigte haben
sich schon immer an die Produktionsmittel angepasst und
wurden durch diese geformt. KI-Systeme wirken dabei
jedoch nicht nur auf der Ebene der Handlungsprozesse,
sondern vor allem auch latent auf kognitiver Ebene (Wis-
sen, Kompetenzen und Erfahrung sowie Ausdrucksfor-
men von Sozialitdit und Emotionen; z.B. bei Kommuni-
kationssystemen oder Steuerung tiber Mimik/Emotions-
erkennung etc.).

KI-Systeme wirken also sowohl in ihrer praktischen
Umsetzung als auch mit ihren technischen Eigenschaften
auf mehreren Ebenen strukturierend und damit auch la-
tent steuernd. Der Fokus auf Datenbias und Transparenz
allein reicht als kritische Perspektive auf KI und Arbeit bei

Weitem nicht aus. Die Problematiken von KI liegen eben

nicht nur technikextern in den Daten oder im Umgang
mit KI, sondern hangen auch von der Spezifik der Technik
selbst ab. Das bedeutet auch, dass KI nur fiir die Losung
bestimmter soziotechnischer Herausforderungen geeignet
ist. Werden die verschiedenen Selektivititen beim Ein-
satz von KI in der Arbeit nicht beriicksichtigt, kann dies
zu Qualitatsproblemen, Bearbeitungsliicken sowie Wi-
derspriichen und Konflikten mit der Arbeitspraxis fiih-
ren. Diese miissen dann oft durch informelle Mehrarbeit
kompensiert werden. Die Folge ist eine Intensivierung der
Arbeit durch KI (Brodner 2019). Mit dem Einsatz von KI
sind jedoch noch weitere soziale Implikationen verbun-
den, allen voran die Vorstrukturierung von Handlungs-
und Wissensraumen und in der Folge die Reduktion von
Moglichkeiten, Erfahrungen zu sammeln und Kompe-
tenzen aufzubauen, die Verringerung des Qualifikations-
bedarfs, aber auch des organisationalen Wissens, einge-
schrankte Vielfalt und Innovationsmdoglichkeiten, redu-
zierte Gebrauchstauglichkeit und Demotivation etc.

5 Fazit: Gestaltung von Arbeit mit KI

KI kann also ganz unterschiedlich steuernd und struktu-
rierend auf Arbeit einwirken. Natiirlich kann sie als In-
strument der digitalen Selbst- und (personalen, organi-
sationalen und technischen) Fremdsteuerung eingesetzt
werden und bestehende direkte und indirekte Steuerungs-
prozesse technisch verstirken. Bei KI-Arbeitssystemen
sind jedoch auch in ihre Funktionsweise steuernde und
strukturierende Wirkungen eingeschrieben. Hier weist
die subsymbolische KI Ahnlichkeiten zur indirekten Steu-
erung von Arbeit auf und geht dariiber hinaus mit weite-
ren Selektivitdten einher.

Durch die Verarbeitung von Komplexitét in Echtzeit
verspricht subsymbolische KI flexiblere und produktive-
re Losungen als bisherige lineare, ex ante programmierte
wissensbasierte Systeme. Dabei ahnelt sie in ihrer Logik
der indirekten, ergebnisorientierten Steuerung, die Kom-
plexitdt und Unbestimmtheit gezielt offenhdlt, um auf si-
tuative Bearbeitungsformen zugreifen zu konnen - z.B.
als Reaktion auf die zunehmende Dynamik kapitalisti-
schen Wirtschaftens. Denn auch hier wird der Fokus auf
den Input und den bewerteten Output gelegt, wihrend
der konkrete Bearbeitungsprozess im Dunkeln bzw. in der
Blackbox bleibt.

Insgesamt setzt die Steuerung von Arbeit tiber KI als
Arbeitsmittel bzw. das KI-Design an vier Punkten an:
a) Externalisierung der Bearbeitung unternehmerischer
Komplexitét an ein anonymes, undurchsichtiges System,
b) Fokussierung auf (KI-)Outputs, c) Faktizitat und zu-
geschriebene Objektivitdt bzw. Legitimitét datenbasierter

Prozesse sowie d) latente Formung der sozialen Umwelt
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(Beschaftigte, Arbeitsumgebung, Erwartungen, Kultur etc.) nach den An-
forderungen und Logiken des Systems (Selektivitdt). Dies ist mit gewissen
Risiken verbunden, z.B. der Gefahr eines Wissens- und Kompetenzver-
lusts oder auch der Nicht-Passung zu den Anforderungen der Arbeitspra-
xis und hieraus entstehenden Widerspriichlichkeiten und Belastungen.
Insofern ist es wichtig, beim Einsatz von KI in der Arbeitswelt die Er-
kenntnisse zur Organisation und Steuerung von Arbeit noch weiter sys-
tematisch mit den Besonderheiten von KI zusammenzudenken, um ent-
sprechende Folgeproblematiken fiir Betriebe und Beschiftigte frithzeitig
zu erkennen und bei der Gestaltung der Arbeit mit KI zu beriicksichtigen.

Einige wichtige Punkte der Arbeit mit KI werden bereits breiter dis-
kutiert, wie beispielsweise der Datenbias, Datenschutz, Transparenz sowie
(direkte) Leistungskontrolle und Automatisierungsfolgen wie auch Aus-
wirkungen auf Kompetenzen und Beschiftigung. Die Auswirkungen der
(dauerhaften) Arbeit mit KI auf die Beschiftigten (auch im Sinne eines
breit angelegten Arbeits- und Gesundheitsschutzes) und die damit ver-
bundenen eher latenten sozialen Risiken werden jedoch noch wenig be-
trachtet. Zudem sollten die Diskussionen um den sogenannten Daten-
bzw. Diskriminierungs-Bias breiter gefasst werden, indem auch hier die
strukturierenden Wirkungen der KI-Systeme bzw. ihrer spezifischen
Funktionsweise mit in den Blick genommen und die Probleme nicht al-
lein in der Datengrundlage verortet werden. Vor diesem Hintergrund be-
notigen die fragmentierten Losungsansitze wie Erklarbarkeit bzw. Nach-
vollziehbarkeit, Sicherheit und Robustheit, Vertrauen und Akzeptanz so-
wie KI-Kompetenzen und AI-Literacy eine intensivere arbeitssoziologi-
sche Einbettung. Fiir die Anwendungspraxis von KI wird es zunehmend
wichtig, endlich den Schritt von der Diskussion iiber Regeln und Ethik in
die konkrete Arbeitsgestaltung zu machen.

Auch fiir die Gewerkschafts- und Betriebsratsarbeit wire es wertvoll,
nicht allein die Themen Leistungssteuerung, Datenschutz und Diskri-
minierung in den Blick zu nehmen, sondern ebenso die Auswirkungen
des Einsatzes von KI und der Zusammenarbeit mit KI auf die konkrete
Arbeitspraxis zu fokussieren - z.B. mit Blick auf eine gesundheits- und
vor allem entwicklungsférderliche Arbeits- und Technikgestaltung. Bei-
spielsweise muss es darum gehen, in der Arbeit mit KI Wissen, Erfah-
rung, Kompetenzen sowie Handlungsraume aufrechterhalten und weiter-
entwickeln zu konnen sowie Belastungen und latente Gefihrdungen zu
vermeiden. Betriebsrate miissten hier noch viel mehr die Moglichkeiten
nutzen, interne wie externe Expert*innen mit ihrem Wissen hinzuzuzie-
hen. Auf diese Weise lieflen sich zugleich auch bislang schwer erreichbare
Beschiftigtengruppen (wie Hochqualifizierte) aktivieren. Denn es besteht
auch bei diesen Gruppen ein grofier Bedarf an Klarung im Umgang mit
KI. Ahnliches trifft auf die Gewerkschaften zu. Tarifpolitik allein reicht
nicht (mehr) aus, um die Interessen der Beschiftigten zu adressieren. Ins-
gesamt werden erweiterte Konzepte der Humanisierung der Arbeit mit
KI benétigt: neben Regeln, Verpflichtungen und partizipativen Einfiih-
rungsprozessen eben auch konkrete Anforderungen an die Arbeits- und
Technikgestaltung sowie Konzepte der sozial nachhaltigen Gestaltung
von KI-getriebenen Transformationsprozessen. Mit Blick auf die Zukunft
wird es wichtig, den permanenten und beschleunigten Wandel von Arbeit
durch KI-Automatisierung zu verstehen und zu gestalten. Wenn mit KI
zunehmend spezielle Anteile kognitiv anspruchsvoller und motivieren-
der Arbeit automatisiert werden konnen, KI aber zugleich an manchen
fiir Menschen einfachen Titigkeiten scheitert, dann entstehen neue Erfor-
dernisse: eine Diskussion um eine Neuschneidung der gesellschaftlichen

Wertigkeit von kognitiver und manueller Arbeit - bis in die Bildungsin-
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stitutionen hinein - sowie entsprechende neue Lernformen, die komple-
mentér zu KI ausgerichtet sind. Fiir eine Humanisierung der Arbeit mit
KI braucht es neue Konzepte der Arbeitsteilung zwischen Mensch und
KI sowie der co-evolutiondren bzw. komplementiren (wechselseitigen)
Kompetenzentwicklung. m
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