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Notation

Numbers and Arrays

a

Pac(b)

VI

A scalar (integer or real)

A vector

A matrix

Transpose of matrix A

Scalar product of a and b

Cross product of a and b

Partial derivative of y with respect to «
Jacobian matrix J € R™*" of f: R* — R™
Homogeneous representation of vector a
Estimate of vector quantity a

L2-norm of a

Determinant of A

Identity matrix with n rows and n columns

Zero matrix with n rows and m columns

A scalar angle

Pose vector parametrizing a kinematic chain
Gradient or perturbation of a pose vector

A kinematic chain

Parent joints of segment b in C
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Notation

R A rotation matrix R € SO(3)

M A matrix representing a rigid body motion M € SE(3)

m(a) Projection of a 3D point a to homogeneous pixel coordinates
K Matrix of camera intrinsics

N(u, %) Gaussian distribution with mean p and covariance ¥

S Perturbation-operator (&: G x g — G)

Exponential Mapping

G A Lie group

g A Lie algebra

G; Generator matrix associated to dimension ¢ of a Lie algebra

aora’ Wedge-operator to construct a Lie algebra element from a coordinate
vector a

AY Vee-operator to obtain coordinate vector from an element of a Lie
algebra

exp Matrix exponential to map from a Lie Algebra element to a Lie Group
element

log Logarithm to map from a Lie Group element to a Lie Algebra element

Sets and Graphs

R The set of real numbers
g A graph
veyY A vertex v in a vertex set V
eecé An edge e in an edge set £
c A cost variable
F Feasibility set
lel A label [ in a label set £
x A binary indicator variable
H An assignment hypothesis
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Abstract

This dissertation explores approaches to capture human motions with a small number
of sensors. Conventional methods either use a large number of static cameras, which
severely limits the recording space, or a high number of body-worn inertial sensors,
which is intrusive and only accurate for short time periods.

The first part of this thesis presents an approach that reconstructs the body pose
from only 6 inertial sensors. Conventionally, up to 17 sensors are needed to cover all
degrees of freedom of the body. Since fewer sensors inevitably lead to ambiguities,
previous approaches estimate the missing information from pre-recorded motion
databases. In contrast, in this work a model-based approach is proposed. More
specifically, a global optimization problem is solved to maximize the consistency of
measurements and model over an entire recording sequence. A key observation is
that the kinematic constraints imposed by a statistical human body model constrain
the search space significantly. This allows to utilize the acceleration data of inertial
sensors to compensate for the missing sensor information. The performance of the
method is demonstrated in challenging outdoor scenarios and accuracy is evaluated
on two benchmark datasets.

The second part of this thesis deals with a hybrid approach to fuse visual information
from a single hand-held camera with inertial sensor data. This approach combines
the advantages of both sensor modalities. It enables capturing multiple interacting
people and works even if many more people are visible in the camera image. In
addition, systematic errors of the inertial sensors can be compensated, leading to
a substantial increase in accuracy. In order to fuse the sensor modalities, visual
information from the camera has to be associated to inertial sensor data. This is
done automatically by formulating a discrete graph labeling problem. Subsequently,
all sensor information of an entire tracking sequence is transformed into a global
model-based optimization problem, which reconstructs body poses, camera pose
and sensor errors. In several experiments accuracy is evaluated quantitatively and
qualitatively. The combination of a single hand-held camera and body-worn inertial
sensors enables motion capture in new complex settings. Using the approach a
variety of motions are recorded, e.g. during shopping in a crowded pedestrian zone
or during a bus ride. These recordings are composed into a novel dataset, which
was made publicly available for research purposes.

Keywords: Human Pose Estimation, Inertial Sensors, Video, Non-static Camera,
Model-based Optimization, Sparse Sensors
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Kurzfassung

Diese Dissertation untersucht Ansétze zur Erfassung menschlicher Bewegungen mit
wenigen Sensoren. Herkommliche Verfahren verwenden entweder eine groe Anzahl
an statischen Kameras, was den Aufnahmebereich stark einschrankt, oder eine hohe
Anzahl am Korper getragenen Inertialsensoren, was als unangenehm empfunden
wird und nur fiir kurze Zeitrdume prézise funktioniert.

Im ersten Teil dieser Arbeit wird ein Ansatz vorgestellt, der die Koérperhaltung
aus den Messdaten von nur 6 Inertialsensoren rekonstruiert. Ublicherweise werden
bis zu 17 Sensoren benétigt um alle Freiheitsgrade des Korpers abzudecken. Da
weniger Sensoren zwangslaufig zu Uneindeutigkeiten fiihren, werden in bisherigen
Ansitzen die fehlenden Informationen aus zuvor aufgenommenen Bewegungsdaten-
banken geschétzt. Im Gegensatz dazu wird ein modellbasierter, generativer Ansatz
entwickelt. Sémtliche Messwerte eine Aufnahmesequenz werden in ein globales
Optimierungsproblem iiberfithrt und die Konsistenz von Messdaten und Modell
maximiert. Die modellierten kinematischen Einschrénkungen des menschlichen
Skelettes fithren zu einer wesentlichen Eingrenzung des Suchraums und erméglichen
so die Beschleunigungsdaten der Inertialsensoren zur Kompensation der fehlenden
Sensorinformationen heranzuziehen. Die Prézision des Ansatzes wird experimentell
untersucht und durch Bewegungsrekonstruktionen aus anspruchsvollen Auflenauf-
nahmen demonstriert.

Im zweiten Teil der Arbeit wird der vorhergehende Ansatz erweitert, um visuelle
Informationen von einer in der Hand gehaltenen Smartphone-Kamera mit den Daten
der Inertialsensoren zu fusionieren. Dieser Ansatz ermoglicht eine mobile Bewe-
gungserfassung von mehreren interagierenden Personen und funktioniert selbst wenn
im Kamerabild viele weitere Personen sichtbar sind. Zuséatzlich kénnen systematis-
che Fehler der Inertialsensoren geschétzt werden, was zu einer erheblich praziseren
Bewegungsschétzung fithrt. Um die verschiedenen Sensorinformation miteinander zu
fusionieren, muss zunéchst eine Zuordnung von Bildinformationen und Inertialsen-
sordaten stattfinden. Diese Zuordnung wird zeitlich konsistent durch eine diskrete
Optimierung mittels Graph-Labeling gelost. AnschlieBend werden sdmtliche Sensorin-
formationen einer gesamten Sequenz in ein globales Optimierungsproblem tiberfithrt
und neben der Korperhaltung nun auch die relative Entfernung zur Kamera, die Kam-
erapose und Sensorfehler geschitzt. Die Prézision des Ansatzes wird in zahlreichen
Experimenten evaluiert. Zusdtzlich werden die im Rahmen der Arbeit aufgenomme-
nen Bewegungssequenzen in Form eines neuartigen Datensatzes vorgestellt und fiir
Forschungszwecke bereitgestellt. Die Kombination von Smartphone-Kamera und
Inertialsensoren ermdglicht erstmalig eine mobile Bewegungserfassung von mehreren
Personen, die auch fiir Alltagssituationen wie beispielsweise beim Einkaufen in einer
belebten FuBgingerzone geeignet ist.

Schlagworter: Erfassung menschlicher Bewegungen, Inertialsensoren, Video, be-
wegliche Kamera, modell-basierte Optimierung, wenige Sensoren
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