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Kindheit ist heute eine Lebensphase, in der Medien einen zentralen Stel‐
lenwert einnehmen und Smartphones bereits zur gängigen Ausstattung
(fast) jedes Kindes gehören. Heranwachsende haben einen umfassenden
Zugriff auf verschiedenste Medieninhalte, Informationen und nutzen Platt‐
formen, über welche sie nicht nur kommunizieren und sich informieren,
sondern zugleich auch viele ihrer persönlichen Daten preisgeben. Social
Media-Profile beispielsweise werden mit persönlichen Daten und Informa‐
tionen sowie Fotos und Videos bestückt und mit Freund_innen bzw. ande‐
ren Nutzer_innen geteilt. Kinder und Jugendliche geben auf diese Weise
aktiv Daten und persönliche Informationen preis. Doch nicht nur die akti‐
ve Preisgabe von persönlichen Daten kann problematisch sein, sondern
auch die passive Sammlung, Analyse, Verwertung und Weitergabe von
Daten bringt große Herausforderungen mit sich. Unternehmen wie Google,
Facebook oder Amazon agieren intransparent, nutzen die Ansammlung
riesiger Datenmengen, um Entscheidungen über uns zu treffen und unsere
Entscheidungen zu beeinflussen.1 Prozesse der Digitalisierung führen auf
diese Weise zu einer Datafizierung2 von Kindheit.

Zudem kommen immer mehr Technologien zum Einsatz, die Eltern
von Unternehmen mit dem Versprechen für mehr Sicherheit und Frei‐
heit ihrer Kinder angepriesen werden. Angefangen von der Sensormatte
und den Babyphones mit Kamerafunktion fürs Säuglingsalter bis hin zu
GPS-Trackern und verschiedenen Handy-Überwachungs-Apps, wie z. B.
mSpy, findet sich einiges auf dem Markt. Zumeist sind Eltern motiviert,
solche Technologien zu nutzen, um ihrem Sicherheitsbedürfnis Folge zu
leisten und ihre Kinder zu schützen. Zugrunde liegt dieser Form der (gut
gemeinten) Überwachung in den meisten Fällen das Prinzip der Fürsorge.3
Aus (medien-)ethischer Perspektive stellt sich hierbei die Frage, welche

1 Vgl. Zuboff 2018.
2 Vgl. Lupton/Williamson 2017.
3 Vgl. Hagendorff/Hagendorff 2019.
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Auswirkungen dies auf den Einzelnen und die Gesellschaft hat. Mit Blick
auf Heranwachsende ist konkret zu fragen, wie sie sich unter den aktuell
beschriebenen Bedingungen entwickeln und wie sie zu selbstbestimmten,
verantwortungsvollen Bürger_innen werden können – und dies, ohne als
mögliches Resultat eine Abstumpfung gegenüber dem Entzug von Privat‐
heit in einer (Überwachungs-)Gesellschaft zu entwickeln, welche Techno‐
logien zum vermeintlichen Wohle und zum Schutz der Heranwachsenden
nutzt.

In diesem Beitrag wird in einem ersten Schritt das Mediennutzungsver‐
halten der Heranwachsenden in den Blick genommen, ebenso wie der
Umgang der Erziehungsberechtigten mit neueren Technologien im Span‐
nungsfeld von Fürsorge, Sicherheit und Überwachung. Dem grundrechtli‐
chen Schutz der Privatsphäre liegt ein Diskurs hinsichtlich des Werts von
Privatheit zugrunde. In einem zweiten Schritt werden daher ethisch-philo‐
sophische Perspektiven auf Privatheit aufgegriffen, um daran anschließend
der Frage nachzugehen, inwiefern der Schutz von Privatheit als Privatsache
angesehen werden kann und welchen Rahmenbedingungen es bedarf, um
die Verantwortung nicht auf Nutzer_innen allein zu übertragen. Ziel ist
eine gelebte Kultur von Privatheit. Dazu ist es – neben rechtlichen und
politischen Rahmenbedingungen – notwendig, zu überlegen wie bereits
Heranwachsenden ein Bewusstsein hinsichtlich Fragen von Privatheit ver‐
mittelt werden kann und wie sie in die Lage versetzt werden können, selbst‐
bestimmt und selbstverantwortlich zu handeln. Die gesamtgesellschaftliche
Bildungsinstitution „Schule“ hat die Aufgabe, Schüler_innen auf die Anfor‐
derungen der jeweiligen Gesellschaft vorzubereiten. Entsprechend wird in
einem letzten Schritt dieses Beitrags auf den Zusammenhang von Medien‐
ethik und Bildung eingegangen. Schließlich wird der Frage nachgegangen,
wie Medienkompetenz im Sinne medienethischer Bildung – welche vor
allem die Ausbildung kritischer Reflexionsfähigkeit in den Blick nimmt
und damit auch die Bewusstseinsbildung und den Umgang mit Fragen von
Privatheit – in der schulischen Praxis implementiert werden kann.

Status Quo: Digitalisierung und Datafizierung von Kindheit

Ähnlich wie das Jugendalter ist auch Kindheit als Lebensphase ein verhält‐
nismäßig neues Phänomen. Im Mittelalter wurden Kinder noch als „kleine
Erwachsene“ betrachtet. Erst seit dem 18. Jahrhundert werden Lebenspha‐
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sen wie Kindheit und Jugend unterschieden. Die Errungenschaft, Kindheit
als einen Schutzraum zu konzipieren, geht auf die wohlhabende bürgerliche
Gesellschaft zurück.4 Kindern wird damit die Möglichkeit gegeben, sich
in diesem geschützten Raum zu entfalten und Selbst-Bewusstsein, Selbst-
Wert(gefühl) und ein Selbst-Konzept zu entwickeln.5 Zielführend ist dabei,
dass sie lernen, ein freies, selbstbestimmtes und beziehungsfähiges Leben
zu führen.

Kindsein heute: Always on and mobile

Die Lebensphase Kindheit ist immer auch im Kontext gesellschaftlicher
Verhältnisse zu sehen, also unter den jeweils aktuellen Bedingungen, unter
denen Kinder heranwachsen. Heute ist Kindheit vor allem eine Zeit, die
geprägt ist durch den Aspekt der Mediatisierung.6 Die damit einhergehen‐
den veränderten Formen medialer Kommunikation, insbesondere geprägt
durch Prozesse der Digitalisierung, führen dazu, dass sich das Mediennut‐
zungsverhalten der Heranwachsenden ändert, damit verbunden sind u. a.
auch Fragen von Privatheit und Datenschutz.

Mit Blick auf die Mediennutzung zeigen die Ergebnisse der KIM-Studie
(2018), dass 98 Prozent aller befragten Kinder potenziell die Möglichkeit
haben, zuhause das Internet zu nutzen.7 Ist es bei den Sechs- bis Siebenjäh‐
rigen gut ein Drittel, welche zumindest selten das Internet nutzt, sind es
bei den Zwölf- bis 13-Jährigen bereits 94 Prozent der Kinder. Zudem zeigt
sich, dass bereits Kinder mit sechs Jahren über ein eigenes Smartphone
verfügen und Apps wie WhatsApp, Youtube und digitale Spiele nutzen.8
Damit bestimmte Dienste und Apps kostenlos genutzt werden können,
geben Heranwachsende häufig persönliche Daten preis, ohne sich darüber
Gedanken zu machen, von wem und für welche Zwecke die Informationen,
die sie weitergeben, genutzt werden.

Wirft man einen Blick auf die Ergebnisse der KIM-Studie (2016), die
Auskunft darüber geben, wie der Umgang mit im Internet hinterlegten
Informationen, welche die eigene Person betreffen, erfolgt und inwieweit

4 Vgl. Dammasch/Teising 2013, S. 8.
5 Vgl. Schweizer 2007.
6 Vgl. Krotz 2001.
7 Vgl. KIM-Studie 2018.
8 Ebd., S. 19ff.
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Privacy Optionen genutzt werden, zeigt sich folgendes Bild: Je älter die
Heranwachsenden werden desto mehr persönliche Informationen geben
sie preis. Bei den Zwölf- bis13-Jährigen sind es nur noch 40 Prozent der
Befragten, die angeben, keine persönlichen Informationen im Internet zu
hinterlegen, wobei es bei den Zehn- bis Elfjährigen noch 67 Prozent sind.9
Im Rahmen der Nutzung von Diensten und Apps wie TikTok, WhatsApp
etc. werden sowohl aus aktiv veröffentlichten Daten als auch durch die
passive – und mitunter intransparente – Sammlung umfangreich Daten ge‐
neriert. Auch die Daten von Kindern werden dabei zu „Gütern“, die mit Ver‐
marktungsinteressen verbunden sind und die jungen Nutzer_innen werden
zur „Quelle der Rohstoffversorgung“10. Studien zeigen, dass Kinder unter elf
Jahren aufgrund ihrer Entwicklung noch nicht imstande sind, das monetäre
Potenzial der Datengenerierung und -nutzung einzuschätzen.11 Das hängt
damit zusammen, dass die Fähigkeit zum abstrakten Denken sich erst im
Jugendalter ausbildet.12 Entsprechend schwierig ist es für Kinder, ihre Pri‐
vatsphäre selbst zu schützen. Da Heranwachsende viele Verhaltensweisen
durch Beobachtung und Nachahmung von Personen lernen, die für sie
als Vorbild dienen, sind insbesondere Eltern und Bildungseinrichtungen
von großer Bedeutung.13 Allerdings ist gerade Eltern und Erzieher_innen
häufig nicht bewusst, dass auch und gerade Kinder eine zu schützende
Privatsphäre haben.

Zeigten die Ergebnisse der Angaben der Haupterzieher_innen der mini‐
KIM-Studie 2014 noch, dass 41 Prozent der Befragten, die in einer Commu‐
nity angemeldet sind, Informationen über ihr Kind – z. B. Fotos/Bilder und
Videos des Kindes, Informationen über Erlebnisse/Aktivitäten des Kindes –
in ihrem Profil preisgeben14, so ist es den Ergebnissen der Studie aus
dem Jahr 2020 zufolge nur noch ein Viertel der Haupterziehenden15. Die
Studie „Die Allerjüngsten und digitale Medien“, welche in Österreich 2020
durchgeführt wurde, schließt an die Ergebnisse der miniKIM-Studie von
2014 an: Insgesamt 48 Prozent der Eltern machen wöchentlich Bilder ihrer
Kinder und teilen diese online. Anhand der Ergebnisse, wieviel Prozent
der Eltern wöchentlich bzw. täglich Fotos oder Videos von ihren Kindern

9 Vgl. KIM-Studie 2016.
10 Zuboff 2018, S. 110.
11 Livingstone u. a. 2019.
12 Vgl. Piaget 1981; Kohlberg 1974.
13 Vgl. Kiesel/Koch 2012.
14 Vgl. ebd., S. 30.
15 miniKIM-Studie 2020, S. 40.
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hochladen, haben die Autor_innen festgestellt, dass dies „auf ein Jahr hoch‐
gerechnet […] ungefähr 37 Millionen Fotos von Kleinkindern in Österreich
[sind]“16. Das Bewusstsein, dass auch Kinder ein Recht auf Privatsphäre
haben – ausführlicher dazu in Abschnitt „Kinderrechtliche Perspektive“ –
scheint in vielen Fällen nicht gegeben zu sein. Gerade mit Blick auf die Ver‐
öffentlichung von Fotos und Videos, welche Kinder beispielsweise weinend,
schlafend oder nackt zeigen, liegt nicht nur ein akuter Verstoß gegen das
Recht auf Privatsphäre des Kindes vor – es wird auch nicht mitbedacht,
dass diese Bilder im Internet in einem unerwünschten Kontext auftauchen
und Schaden anrichten können.

Im Spannungsfeld von Fürsorge, Sicherheit und Überwachung

Neben der aktiven und passiven Preisgabe von persönlichen Informatio‐
nen, die zu einer Verletzung der Privatsphäre von Heranwachsenden füh‐
ren, werden heute auch vermehrt Formen technischer Überwachung – vom
Säuglingsalter bis hin zur elterlichen Überwachung daheim als auch unter‐
wegs – , insbesondere durch Erziehungsberechtigte, genutzt.17 So lässt sich
beispielsweise mit der Smartfrog Kamera „rund um die Uhr [schauen], ob
es deinem Kind gut geht.“18 Die Hersteller_innen werben damit, dass „deine
Smartfrog IP Kamera dein Leben einfacher [macht]. Schütze deine Familie,
Haustiere und dein Zuhause.“ Die Handy-Überwachungs-App mSpy zur
elterlichen Kontrolle geht noch einen Schritt weiter, indem damit gewor‐
ben wird, dass SMS, Anrufe, GPS-Standorte, Messaging-Apps, Browsen
im Web, und andere Aktivitäten der Kinder auf allen Smartphones und
Tablets überwacht werden können19 – also die komplette Kontrolle und
Überwachung aller Medieninhalte der Heranwachsenden. Und auch auf
der Website von Weenect Kids, dem GPS-Tracker für Kinder, wird an die
Schutzfunktion der Eltern appelliert und damit geworben, dass man „mit
Weenect Kids […] in Echtzeit und ohne Distanzlimit feststellen [kann], wo
Ihr Nachwuchs gerade unterwegs ist. Selbst wenn Ihr Kind kilometerweit

16 IFES 2020.
17 Vgl. u. a. Deutscher Bundestag 2016; Stapf u. a. 2021.
18 Vgl. online: https://www.smartfrog.com/de-de/einsatzbereiche/ (letzter Zugriff:

18.08.2022).
19 Vgl. online: https://www.mspy.de/ (letzter Zugriff: 18.08.2022).
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entfernt ist, werden Sie es so überall und jederzeit wiederfinden können.“20

Die Nutzung solcher Technologien, welche den Eltern von Unternehmen
oftmals mit dem Versprechen für mehr Sicherheit und Freiheit ihrer Kinder
angepriesen werden, führen dazu, dass Kindheit heute nicht nur eine digi‐
talisierte und datafizierte Kindheit, sondern zugleich auch eine überwachte
Kindheit ist.

Dabei finden nicht nur Technologien, die vorrangig von Eltern genutzt
werden, Anwendung. Auch im Bildungsbereich kommt beispielsweise im‐
mer häufiger individualisierte Lernsoftware zum Einsatz. Auch hier werden
Informationen, z. B. über das Lernverhalten und den Lernfortschritt des
Kindes, gesammelt. Dies kann nützlich und sinnvoll sein, um individuelles
Lernen zu fördern und das Lerntempo und die Inhalte an die Kinder
anzupassen. Allerdings ist grundsätzlich (noch) zu klären, wer auf die
Daten Zugriff hat und zu welchem Zweck die Informationen von wem
genutzt werden (können). Im Jahr 2019 hat ein Experiment, welches in
einer Schule in China durchgeführt wurde, für Aufsehen in den Medien
gesorgt.21 Dieses bezieht sich auf den Einsatz von Überwachungssoftware
in Klassenzimmern. Ziel ist es, die Leistungen der Schüler_innen zu ver‐
bessern. Dazu „werden chinesische Kinder mit GPS-Trackern in ihren
Uniformen und Gehirnwellenmessgeräten auf dem Kopf ausgestattet“, in
den Klassenräumen befinden sich Kameras, die in Kombination mit Ge‐
sichtserkennungssoftware das Verhalten der Kinder überwachen.22 Auf die‐
se Weise wissen Lehrkräfte und Eltern zu jeder Zeit, wie sich die Kinder
verhalten, ob sie (geistig) anwesend sind und mitarbeiten. Dieses Beispiel
für die Nutzung von Überwachungstechnologien im Bildungsbereich ist –
auch wenn es bis dato nur einen experimentellen Charakter hat – aus euro‐
päischer Perspektive nicht nur datenschutzrechtlich problematisch. Es stellt
sich die grundsätzliche Frage, wie mit solchen technologischen Möglichkei‐
ten umgegangen werden soll und wo die Grenzen liegen. Was bedeutet
es für Heranwachsende, wenn sie ständig das Gefühl haben müssen, dass
kontrolliert werden kann, wie sie sich verhalten, wo sie sich aufhalten, wen
sie treffen, was sie sagen?

20 Vgl. online: https://www.weenect.com/de/gps-tracker-kind/weenect-kids/?campaigni
d=1575984679&gclid=EAIaIQobChMIo9_J0POE7QIVCOR3Ch291gu0EAkYASABEg
IpJfD_BwE (letzter Zugriff: 18.08.22).

21 Vgl. z. B. online: https://www.golem.de/news/datenschutz-chinesische-lehrer-ueberw
achen-gehirnwellen-ihrer-schueler-1910-144304.html (letzter Zugriff: 18.08.2022).

22 Vgl. online: https://www.golem.de/news/datenschutz-chinesische-lehrer-ueberwache
n-gehirnwellen-ihrer-schueler-1910-144304.html (letzter Zugriff: 18.08.2022).
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Werte wie Fürsorge und Sicherheit dienen oftmals als Begründung für
die Nutzung von Technologien, welche zu Kontrolle und Überwachung der
Kinder führen.23 Der Einsatz digitaler Technologien, die ohne das Einver‐
ständnis des Kindes von den Eltern genutzt werden, kann dazu führen, dass
aus Überwachungsbeziehungen Misstrauensbeziehungen werden.24 Wenn
die Eltern-Kind-Beziehung eine tragfähige und auf Vertrauen basierende
Beziehung ist, können Kinder – ohne den Einsatz von Überwachungstech‐
nologien – lernen, sich selbst zu regulieren und selbstverantwortlich zu
agieren, indem sie sich beispielsweise aus innerer Überzeugung heraus
an Regeln halten. Dies gilt es zu befördern. Das Ziel ist ein Vertrauensver‐
hältnis, das dabei hilft, Selbstverantwortung zu lernen und vernünftig mit
Risiken umzugehen.

Das Gefühl, überwacht zu werden, kann, neben dem damit verbundenen
Verlust an Freiheit(en), auch dazu führen, dass Kinder sich anders verhal‐
ten. Ein mögliches Resultat solch einer Kontroll- und Überwachungspra‐
xis könnte eine Abstumpfung gegenüber dem Entzug von Privatheit sein
und damit verbunden eine (Verhaltens-)Anpassung. Die Ausbildung von
Werten wie Selbstständigkeit, Selbstbestimmtheit, Verantwortung und dem
Bedürfnis nach Freiheit wird dadurch eingeschränkt. Im schlimmsten Fall
führt dies dazu, dass Heranwachsende zu Erwachsenen werden, die sich
in solchen überwachten Umgebungen arrangieren und sich nicht mehr als
freie Bürger_innen für freiheitlich-demokratische Grundrechte einsetzen.
Entsprechend sind Datenschutz und der Schutz der Privatsphäre eine Not‐
wendigkeit für eine gelingende Kindheitsentwicklung und eine funktionie‐
rende Demokratie.

Kinderrechtliche Perspektive

Wie in den vorherigen Punkten dargestellt, sind Schutzräume für Kinder
im digitalen Raum immer schwieriger aufrechtzuerhalten. Ein daran an‐
schließendes Beispiel sind auch Blogger_innen und Influencer_innen. Für
sie sind Kinderfotos ein regelrechtes Geschäftsmodell geworden, da sie
die Follower-Zahlen und somit die potenziellen Werbeeinnahmen steigern.
Um auf die Inszenierung und Vermarktung von Kindern und den leichtsin‐
nigen Umgang mit sensiblen Daten und veröffentlichten Identitäten von

23 Vgl. Hagendorff/Hagendorff 2019.
24 Vgl. Rooney 2010.
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Schutzbedürftigen aufmerksam zu machen, hat Toyah Diebel im März 2019
die Kampagne #deinkindauchnicht gestartet. Ziel ist es, die Persönlichkeits‐
rechte von Kindern zu schützen. Auf der Kampagnen-Webseite findet sich
neben nachgestellten Motiven, z. B. einer sabbernden Schläferin, die Frage:
„So ein Bild von Dir würdest Du nie posten?“, welche beantwortet wird mit
der klaren Antwort: „Dein Kind auch nicht.“25

Gerade mit Blick auf den Schutz der Privatsphäre von Kindern gibt
es rechtliche Vorgaben, denn eine zu schützende Privatsphäre lässt sich
nicht nur aus ethischer Perspektive als normativen Anspruch formulieren,
sondern auch aus rechtlicher Sicht. Das Recht auf Privatsphäre ist ein
Menschenrecht und wird in der UN-Kinderrechtskonvention (UN-KRK,
Art. 16) mit Blick auf Heranwachsende explizit formuliert, konkretisiert
und mit weiteren kindlichen Grundrechten verknüpft. Fragen der Privat‐
heit sind aus Perspektive der Kinderrechte auf das Wohlergehen von Kin‐
dern ausgerichtet und beziehen sich auf Schutz-, Förderungs- und Betei‐
ligungsrechte.26 Auf diese Weise soll gewährleistet werden, dass Kindern
Selbstentwicklungs- und Entfaltungsmöglichkeiten offengehalten werden
und sie dadurch eine gute und gelingende Kindheit haben können.

Auch wenn sie noch nicht die kognitiven Fähigkeiten ausgebildet haben,
um ihren Wunsch nach Privatsphäre artikulieren zu können, liegt dem
rechtlichen Anspruch des Schutzes der Privatsphäre von Kindern zugrun‐
de, dass sie grundsätzlich als handelnde Subjekte verstanden werden. In
Artikel 16 der Kinderrechtskonvention der Vereinten Nationen, welcher
sich auf das Recht auf Privatheit bezieht, wird festgehalten, dass „ (1) kein
Kind […] willkürlichen oder rechtswidrigen Eingriffen in sein Privatleben
oder rechtswidrigen Beeinträchtigungen seiner Ehre und seines Rufes aus‐
gesetzt werden [darf ]“27. Entsprechend hat „(2) das Kind […] Anspruch
auf rechtlichen Schutz gegen Eingriffe, Beeinträchtigungen oder Verletzun‐
gen dieser Rechte“ (ebd.). Dies gilt auch im digitalen Raum. Dabei kann
der Schutz der Privatsphäre von Heranwachsenden letztlich nur durch
einen angemessenen Datenschutz realisiert werden. Entsprechend sollte
garantiert werden, dass personenbezogene Daten nicht ohne Einwilligung
gesammelt und/oder an andere weitergegeben werden. Um ihre Rechte
sodann auch wahrnehmen und sich selbstbestimmt im digitalen Raum

25 Vgl. online: https://deinkindauchnicht.org/ (letzter Zugriff: 18.08.2022).
26 Vgl. Stapf 2020.
27 UN-KRK Art. 16.
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bewegen zu können, müssen Nutzer_innen dazu auch befähigt werden
(mehr dazu in Abschnitt „Medienethik und Bildung“).

Privatheit als Wert

Privatheitskonzepte haben ideengeschichtlich eine lange Tradition. Vor
allem in philosophisch-ethischer Perspektive ist Privatheit als normative
Kategorie als auch die Beschäftigung mit dem Verhältnis von Privatem
und Öffentlichem seit jeher ein Thema. Dabei geht unsere heutige Vorstel‐
lung einer politischen Öffentlichkeit – und im Zusammenhang damit auch
Fragen von Privatheit – wesentlich auf die klassische Antike und das aris‐
totelische Politikverständnis zurück. Die griechische Polis, welche einer be‐
stimmten Form politischer Organisation folgte, ist im Wesentlichen nichts
anderes als ein Bereich gesellschaftlichen Lebens und Gesprächsraum –
eine Öffentlichkeit –, an dem alle freien Bürger_innen teilnehmen können.
Ausgehend von den aristotelischen Grundannahmen wurden Konzepte von
Privatheit und Öffentlichkeit weitergedacht – z. B. von Hannah Arendt
(1960), Jürgen Habermas (1962) – und mit Blick auf die digitale Infrastruk‐
tur bzw. die Technologien, welche im Kontext der Digitalisierung neue
Dimensionen der Datensammlung, -auswertung und -verwertung eröffnen,
weitergedacht – z. B. von Beate Rössler (2001), Helen Nissenbaum (1998),
Forum Privatheit.

Philosophisch-ethische Perspektiven auf Privatheit

Privatheit ist ohne Öffentlichkeit nicht denkbar oder anders formuliert: Es
gäbe keinen Anspruch auf Schutz des Privaten, wenn es keine Öffentlich‐
keit gäbe. Es gibt eine Vielzahl an Theorien und Systematisierungen zum
Wert von Privatheit und dem Verhältnis von Privatem und Öffentlichem.
Der zentrale Gegenstand zeitgenössischer Privatheitstheorien hat sich auf‐
grund der Etablierung jeweils neuer technologischer Innovationen – ange‐
fangen mit der Einführung von Massenmedien (Presse, Fotografie, Fernse‐
hen) bis hin zu digitalen (vernetzten) Informations- und Kommunikations‐
technologien – kontinuierlich verändert und gibt immer wieder Anlass zur
Neuverortung des Privaten.28

28 Vgl. Behrendt u. a. 2019.
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In modernen, freiheitlich-liberalen Gesellschaften ist gängiger Weise eine
am Liberalismus orientierte Auffassung des Werts von Privatheit in die
politischen Diskussionen eingegangen. In der liberalen Tradition ethisch-
philosophischer Überlegungen werden zumeist Freiheit und/oder Autono‐
mie als zentrale Kategorien herangezogen, um Privatheit als Wert zu be‐
gründen und Konzepte von Privatheit zu entwickeln. Entsprechend ist die
Vorstellung von Privatheit als individuellem Wert, den es zu schützen gilt,
stark verbunden mit der Annahme autonomer Subjekte und bürgerlicher
Gesellschaftsformen seit der Aufklärung. Es wird davon ausgegangen, dass
ein Minimum an persönlicher Freiheit benötigt wird, also ein privater, ge‐
schützter Bereich, um die freie Entfaltung des Menschen zu gewährleisten.
Diesem Denkansatz folgt beispielsweise auch Beate Rössler (2001) – für sie
ist Privatheit die Voraussetzung für Autonomie. Dem liegt ein Verständnis
von Autonomie zugrunde, welches sich in einem existenziellen Sinn auf
lebensrelevante Fragen bezieht. Mit Blick auf informationstechnische Syste‐
me stellen Formen von Überwachung (und z. B. auch Voyeurismus) eine
Einschränkung autonomer Wahl- und Entscheidungsmöglichkeiten dar, da
man sich dadurch vermehrt so verhält, als wäre man unter Beobachtung,
was zu einem Verlust von Autonomie führt.29

Eine Position, welche an den Autonomiediskurs anschließt, Privatheit
allerdings nicht mit dem Anspruch auf Autonomie begründet, sondern als
Grundlage das Prinzip der Achtung vor Personen versteht, legt Stanley
Benn (1988) vor. Unter Rückbezug auf Immanuel Kant entwickelt Benn
eine Position, in der er Personen als selbstgesetzgebend (Zweck an sich)
versteht und das Prinzip der Achtung vor Personen (respect for persons)
als zentralen Punkt seines Ansatzes konzipiert.30 Nimmt man das Prinzip
der Achtung vor Personen ernst, bedeutet dies, dass die Interessen aller
Beteiligten gleichermaßen berücksichtigt werden müssen, dass also keine
Interessen per se als überlegen gegenüber anderen Interessen anzusehen
sind. Daraus ergibt sich für Benn das Prinzip der Nichteinflussnahme
(principle of noninterference), das auch beinhaltet, andere nicht zu manipu‐
lieren und/oder zu täuschen.31

Ein weiterer Ansatz, der in den letzten Jahren immer mehr Beachtung
fand, wurde in den 1990er Jahren von Helen Nissenbaum entwickelt. In
ihrem Konzept wird der Wert der Privatheit mit seiner Funktion für soziale

29 Behrendt u. a. 2019, S. 206ff.
30 Vgl. ebd., S. 103f.
31 Vgl. ebd., S. 108.
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Beziehungen begründet. Es geht ihr darum, das Phänomen der Privatheit
in der Öffentlichkeit aufzugreifen und konkrete Anwendungsfragen und
konkrete (Privatheits-)Situationen – z. B. bezüglich des Zugangs und der
Verarbeitung von nichtintimen persönlichen Informationen über Soziale
Medien – heranzuziehen, ethische Abwägungen zu treffen und daraus eine
normative Theorie der Privatheit zu entwickeln. Ihrer Auffassung nach hat
jede_r in spezifischen Situationen deutliche Intuitionen darüber, was ein
angemessener Umgang hinsichtlich Fragen von Privatheit ist und was nicht.
Privatheit ist mit Nissenbaum gesprochen relational und kontextuell – je
nach Situation und Beziehung, in der Fragen von Privatheit verhandelt
werden. Diesen Ansatz nennt Nissenbaum Privacy as Contextual Integri‐
ty.32 Demnach ist es relevant, welcher Art die Information ist, um die es
geht, in welchen Beziehungen die Beteiligten stehen und welche weiteren
Umstände berücksichtigt werden müssen.33 Der Contextual-Integrity-An‐
satz kann sinnvoll herangezogen werden, um konkrete Anwendungsfragen
und konkrete Fälle zu beleuchten und die Perspektive der Mehrdimensio‐
nalität bei Entscheidungsfragen zu berücksichtigen.

Es gibt eine Vielzahl an Theorien zum Wert von Privatheit, die kon‐
trovers diskutiert werden. Hier wurden drei Ansätze vorgestellt, die zen‐
trale ethische Gesichtspunkt von Privatheit bestimmen (Rössler; Benn)
sowie die anwendungsbezogene kontextuale Perspektive fokussieren (Nis‐
senbaum). Doch was bedeutet dies nun für die Praxis? Es geht zum einen
um die Frage, wie Nutzer_innen mit ihren personenbezogenen Daten und
privaten Informationen sowie den privaten Informationen anderer umge‐
hen sollen. Zu klären ist dabei, wie eine Privatheitspraxis etabliert werden
kann, bei der Mündigkeit als Zieldimension formuliert werden kann (mehr
dazu in Abschnitt „Medienethik und Bildung“). Zum anderen ist zu fragen,
welche Anforderungen Kommunikations- und Informationstechnologie er‐
füllen sollte und welche politischen und rechtlichen Regelungen es bedarf,
um die Privatsphäre der Nutzer_innen zu schützen.

Privatheit als Privatsache?

Seit den 2000er Jahren wurden die entscheidenden Grundlagen für die Ver‐
breitung der Kommunikations- und Informationstechnologien und für Big

32 Vgl. Nissenbaum 1998, S. 581f.
33 Vgl. Nissenbaum 2004.
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Data gelegt und damit für die umfassende internetbasierte Digitalisierung
von Wirtschaft und Gesellschaft. Digitale Dienste erleichtern uns in vieler‐
lei Hinsicht das tägliche Leben. Viele dieser Annehmlichkeiten zahlen wir
mit unseren persönlichen Daten. Die damit verbundene Datenökonomie
zeigt einen grundlegenden Wandel des Verhältnisses zwischen Unterneh‐
men und Verbraucher_innen auf und bringt zahlreiche Herausforderun‐
gen bezogen auf Fragen von Privatheit, Datenschutz und informationeller
Selbstbestimmung mit sich.

So kann Datamining beispielsweise zu Formen von Diskriminierung
und auch zur Endindividualisierung führen. Bestimmte Verhaltensweisen
können über Feedbackschleifen entsprechend verstärkt werden, wenn man
sich kontinuierlich auf statistisch erstellte, an den eigenen Bedürfnissen
und Verhaltensweisen angepasste Angebote einlässt.34 Mit Lawrence Lessig
(2001) gesprochen: „Das System beobachtet, was Sie tun, es presst Sie
in ein Muster, das Muster fließt dann in Gestalt von Angeboten an Sie
zurück, die Angebote verändern das Muster, und der Kreislauf beginnt
von vorne.“35 Aus diesen Gründen liegt es nahe, neben Privatheit auch
Transparenz als Wert zu formulieren und transparentere Standards in der
Datennutzung und -verarbeitung zu fordern. Eine Möglichkeit wäre dabei,
den Kund_innen Wahlmöglichkeiten zu lassen, so dass sie beispielsweise
entscheiden können, ob a) alle erhobenen Daten ohne Einschränkungen
ausgewertet und verarbeitet werden dürfen, b) nur ein Teil der Daten –
intern oder extern – ausgewertet und verarbeitet werden darf oder c) keine
Daten ausgewertet und verarbeitet werden dürfen.36 In jedem Fall bedarf es
einer erweiterten Informations- und Transparenzpflicht datenverarbeiten‐
der Institutionen, die darüber aufklären, auf welche Weise und zu welchen
Zwecken sie die erhobenen Daten weiterverarbeiten.

Privatsphäre-Einstellungen sind für die Hersteller_innen von techni‐
schen Geräten oder App-Anwendungen noch keine Selbstverständlichkeit.
Hierbei wäre es sinnvoll, den Schutz von Privatheit durch Privacy by De‐
fault zu etablieren. Dazu müsste in einem ersten Schritt eine entsprechende
Sensibilisierung und damit verbunden eine Werte-Haltung auf Seiten der
Unternehmen entwickelt werden.37 Datenschutz ist nicht nur in ethischer
Hinsicht geboten, auch aus ökonomischer Perspektive kann dies ein Wett‐

34 Vgl. Royakkers 2004.
35 Ebd., S. 273.
36 Vgl. Royakkers 2004, S. 139.
37 Vgl. Grimm 2020.
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bewerbsvorteil sein, z. B. bei der Entwicklung und Nutzung von KI, auto‐
nomen Fahrzeugen etc.

Durch die neuen technologischen Möglichkeiten stellen sich Fragen
nach der Fremd- und Eigenverantwortung im Umgang mit privaten Infor‐
mationen und personenbezogenen Daten neu. In jedem Fall sollte der
Schutz der Privatsphäre über bestimmte Rahmenbedingungen bei Unter‐
nehmen und Institutionen angesiedelt werden, welche die Daten erheben
und/oder verarbeiten. Zugleich gilt es, insbesondere schon den jungen
Nutzer_innen ein Bewusstsein und einen verantwortungsvollen Umgang
mit personenbezogenen Daten sowie den privaten Informationen anderer
zu vermitteln.

Medienethik und Bildung: Der Mensch als mündiges Subjekt

Die ethische Relevanz der Medien fokussiert vor allem auf den Aspekt
der Verantwortungsübernahme.38 Im Zentrum der Betrachtung steht der
Mensch als aktives Wesen, als handelndes Subjekt, und sein Umgang mit
Medien. Hier liegt die Annahme zugrunde, dass der Mensch als mündiges
Subjekt immer auch Träger von Verantwortung ist. Medienethische Reflexi‐
on und die Übernahme von Verantwortung sind aus ethischer Perspektive
immer auf die Selbstbindung der beteiligten Protagonist_innen angewiesen.
Verstanden als innere Steuerungsressource, kann die Medienethik nur wirk‐
sam werden, wenn alle am Mediengeschehen Beteiligten (einzelne Perso‐
nen sowie Institutionen) sich zu verantwortlichem Handeln verpflichtet
fühlen. Und hier setzt die Medienbildung an: Im Idealfall können die
Nutzer_innen ihre Mediennutzung kompetent steuern, aktiv und eigenver‐
antwortlich agieren und selbstbewusst und schließlich verantwortungsvoll
an der Gestaltung der Gesellschaft teilhaben.

38 Dabei bezieht sich die Frage nach der Zuschreibung und Übernahme von Verantwor‐
tung im medienethischen Diskurs auf alle am Medienprozess beteiligten Akteur_in‐
nen, also die Medienproduzent_innen und Distributor_innen (Einzelpersonen sowie
Unternehmen/Institutionen) sowie die Rezipient_innen (Vgl. Funiok 2005, 243ff.)
bzw. Produtzer.
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Mündigkeit als Bildungsziel

Legt man ein Verständnis von Bildung zugrunde, bei dem Bildung in
einem umfassenden Sinne als Person-Bildung (z. B. bei Kant, Humboldt,
Klafki) verstanden wird, ist die Zieldimension des Bildungsprozesses ein
mündiger Mensch, der zum autonomen Denken und Handeln befähigt ist.
Dabei schließt Bildung immer auch die aktive und kritische Auseinander‐
setzung mit Werten ein. So versteht beispielsweise Wilhelm von Humboldt
(1793/1980) Bildung als Anregung aller Kräfte des Menschen, damit diese
sich über die Aneignung der Welt entfalten und zu einer sich selbst bestim‐
menden Individualität und Persönlichkeit führen. Bildung wird als ein
aktiver Prozess gedacht, in dem das sich bildende Individuum Subjekt und
nicht Objekt des Geschehens ist. Es geht folglich um ein aktives In-Bezie‐
hung-setzen von „Ich“ und „Welt“ und fokussiert auf die eigenständige An‐
eignung von Lerninhalten durch die Auseinandersetzung mit der Umwelt.
Auch für Wolfgang Klafki ist Selbsttätigkeit eine entscheidende Komponen‐
te im Prozess der Bildung. Er versteht Bildung auch als „Befähigung zu
vernünftiger Selbstbestimmung“39. Es geht ihm dabei um die Ausbildung
freien Denkens und moralischer Urteilsfähigkeit. Eine Grundvoraussetzung
hierfür sind Freiheit und Autonomie. Klafki stellt sein Bildungsverständnis
in die Tradition der Aufklärung und knüpft an Kants Begriff der Mündig‐
keit an. Immanuel Kant geht davon aus, dass jeder Mensch die Bedingung
der Möglichkeit hat, ein mündiges Wesen zu werden bzw. zu sein. Er
fordert in seinem Aufsatz „Beantwortung der Frage: Was ist Aufklärung?“
(1783) dazu auf, dass jede_r sich ihres_seines eigenen Verstandes bedienen
solle (Sapere aude!). Dieser Appell der Aufklärung40 fokussiert darauf, zu
einer sittlich-reifen, aufgeklärten und emanzipierten Persönlichkeit zu wer‐
den, seine Vernunftbegabung zu nutzen, sich seines kritischen Verstandes
zu bedienen und schließlich die moralischen Urteile auch in Handlung
zu überführen. Es geht ihm um das Vermögen zur Selbstbestimmung und
Eigenverantwortung.

39 Klafki 1996, S. 19.
40 „Aufklärung ist der Ausgang des Menschen aus seiner selbstverschuldeten Unmün‐

digkeit. Unmündigkeit ist das Unvermögen, sich seines Verstandes ohne Leitung
eines anderen zu bedienen. Selbstverschuldet ist diese Unmündigkeit, wenn die Ur‐
sache derselben nicht am Mangel des Verstandes, sondern der Entschließung und
des Mutes liegt, sich seiner ohne Leitung eines anderen zu bedienen.“ (Kant 1783,
Beantwortung der Frage: Was ist Aufklärung?)
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(Medien-)Ethik als normatives Fundament von Medienbildung41

An dieser Stelle lässt sich auch der Anschluss an die Medienethik konkre‐
tisieren. Denn unter Rückbezug auf einen medienbildnerischen Ansatz,
bei dem die Person-Bildung als Zieldimension formuliert ist, wird Medien‐
kompetenz zu einem normativen Konzept. Ethik hat dabei vor allem unter
dem Blickpunkt der Medienkritik im Sinne der Fähigkeit zur Bewertung
und Beurteilung von Medieninhalten und Medienangeboten besondere
Bedeutung. Hier geht es darum, über das Medienwissen hinaus, medien‐
ethische Kriterien und Standards zu vermitteln. Die Begründung und For‐
mulierung solch normativer Kriterien ist ureigene Aufgabe der Ethik. Im
gesellschaftlichen und pädagogischen Kontext nimmt die Kritikfähigkeit
einen besonderen Stellenwert ein.

Bezogen auf mediale Inhalte findet sich denn auch solch eine kritische
Reflexivität in den meisten pädagogischen Konzeptionen von Medienkom‐
petenz wieder.42 Das bedeutet, Medienkompetenz kommt grundsätzlich
ethische Relevanz zu, weil die Klärung normativer Aspekte medialer Pro‐
duktion und Rezeption eine fundamentale Dimension dieser Kompetenz
ausmacht. Mit Blick auf das mediale Handlungsfeld im Bildungsbereich
lässt sich daher die (Medien-)Ethik zunächst als im begründungstheoreti‐
schen Sinne normatives Fundament von Medienbildung verstehen.43 Medi‐
enkritik als analytische, reflexive und ethische Fähigkeit im Sinne Baackes44

und verstanden als werturteilende Argumentationskompetenz45 bezieht
sich in ihrer normativen Fundierung folglich auf die (Medien-)Ethik.

Hier schließt ein Verständnis von Medienbildung an, bei dem die Aus‐
bildung kritischer Reflexionsfähigkeit und Werturteilskompetenz als eine
Kernaufgabe von Medienkompetenz formuliert werden. Wichtig ist, dass
die Heranwachsenden einen kompetenten Umgang erlernen, der über
den Bereich der Nutzungskompetenz hinausgeht und vor allem auf eine
kritische Haltung im Kontext der Gestaltung und Produktion sowie der
Veröffentlichung eigener (und fremder) Medieninhalte abzielt.46 In diesem
Sinne soll nicht nur ermöglicht werden, in der Auseinandersetzung mit

41 Die nachfolgenden Ausführungen finden sich in abgewandelter Form in den Beiträ‐
gen Rath/Köberer (2014, 2019).

42 Vgl. u. a. Baacke 1996; Tuloziecki 1997.
43 Vgl. Rath/Köberer 2013, 2014, 2019.
44 Vgl. 1996, S. 120.
45 Vgl. Marci-Boehncke/Rath 2007.
46 Vgl. Köberer 2011.
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(neuen) Medien, eine reflexive Urteilskompetenz auszubilden. Zielführend
ist vielmehr, über die Urteilsfähigkeit hinaus handlungsfähig zu werden
und damit nicht nur Werturteile fällen zu können, sondern diese auch in
Handlungen umsetzen zu können.

Privatheit als Thema im Unterricht

Aus medienbildnerischer Perspektive kann die Nutzung von (digitalen)
Medien in der Schule mindestens zwei Dimensionen umfassen: Einerseits
können Medien als didaktisches Instrument und als Lern-Werkzeug im
Unterricht dienen, andererseits können Medien als Weltbild- und Wertge‐
neratoren selbst thematisiert und zum Gegenstand von Unterricht gemacht
werden. Insbesondere die zweite Dimension ist von Bedeutung, wenn es
darum geht, sich in selbstreflexiver Form mit der Welt – in dem Fall
mit der durch Prozesse der Digitalisierung geprägten Welt und den damit
verbundenen (individuellen und gesellschaftlichen) Folgen – auseinander‐
zusetzen. Hier schließen bildungspolitische Konzepte und Vorgaben für die
schulische Bildung, wie beispielsweise die KMK-Strategie (2016) Bildung
in der digitalen Welt als auch der Europäische Rahmen für die Digitale
Kompetenz Lehrender (DigCompEdu) (2017) an. Benannt werden dabei
sowohl Kompetenzerwartungen, die sich an die Lernenden richten als
auch Kompetenzanforderungen, die sich an die Lehrenden richten. Ein
übergeordnetes Ziel der KMK-Strategie Bildung in der digitalen Welt ist
es, die Schüler_innen aller Schularten zu befähigen, „die eigene Medien‐
anwendung kritisch zu reflektieren und Medien aller Art zielgerichtet,
sozial verantwortlich und gewinnbringend zu nutzen“. Diese Zielsetzung
ist „damit perspektivisch in jedes fachliche Curriculum“47 einzubringen. Er‐
gänzend zu den Kompetenzen, welche Schüler_innen für den kompetenten
Umgang mit digitalen Medien benötigen, werden auch Handlungsfelder
für die Aus- und Fortbildung von Lehrkräften benannt. Konkretisiert wird
hier auch der medienethische Bezug, indem formuliert wird, dass Lehrende
unter anderem in der Lage sein sollten „durch ihre Kenntnisse über Urhe‐
berrecht, Datenschutz und Datensicherheit sowie Jugendmedienschutz den
Unterricht als einen sicheren Raum zu gestalten und die Schülerinnen und
Schüler zu befähigen, bewusst und überlegt mit Medien und eigenen Daten

47 Köberer 2011, S. 25.
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in digitalen Räumen umzugehen und sich der Folgen des eigenen Handelns
bewusst zu sein“48.

In den letzten Jahren wurden vermehrt Konzepte der Privatheitskompe‐
tenz (privacy literacy) formuliert, welche hier anschlussfähig sind.49 Dabei
geht es einerseits darum, Wissen über Datenerfassungs- und Datenverwer‐
tungskontexte zu vermitteln, also die technische (Anwendungs-)Ebene in
den Blick zu nehmen. Dazu müssen Kinder die verschiedenen Formen
von Privatheit kennen und auch lernen, diese Einstellungen selbst anzupas‐
sen. Andererseits geht es um Bewusstseinsbildung, die Ausbildung von
Reflexionsfähigkeit und eine damit verbundene Sensibilisierung der Heran‐
wachsenden hinsichtlich des individuellen als auch des gesellschaftlichen
Wertes von Privatheit. Zielführend ist im Sinne medienethischer Bildung,
über die Urteilsfähigkeit hinaus handlungsfähig zu werden und damit nicht
nur Werturteile fällen zu können, sondern diese auch in Handlungen zu
überführen und dadurch befähigt zu werden, Gesellschaft mitzugestalten.

Fazit

Aus ethischer Perspektive sollten Prozesse der Digitalisierung, die Entwick‐
lung und Nutzung (neuer) Technologien, so ausgerichtet sein, dass sie
einem „guten“ bzw. „gelingenden“ Leben dienen und sich am demokrati‐
schen Wertesystem orientieren. Dabei gilt es, Grundrechte wie Autonomie,
Freiheit, Gerechtigkeit und Privatheit zu wahren und den Schutz von Pri‐
vatsphäre und individueller Freiheit zu gewährleisten. Dies impliziert auch,
den Spielraum zu haben, selbstbestimmt zu entscheiden und zu handeln.
Ein besonderer Schutzanspruch kommt hierbei Heranwachsenden zu. Kin‐
der sind aktive und zugleich verletzliche Gesellschaftsmitglieder, da sie
u. a. entwicklungspsychologisch noch nicht über entsprechende kognitive
Voraussetzungen verfügen wie Erwachsene. Das Kind steht zwischen den
Spannungsfeldern eines_r eigenständigen Akteurs_in und den notwendi‐
gen Einschränkungen, die zu seinem_ihrem Schutz nötig sind. Dies zeigt
sich auch anhand der Diskussion über einen angemessenen Schutz von
Privatheit der Heranwachsenden.

Privatsphäre-Einstellungen sind für die Hersteller_innen von techni‐
schen Geräten oder App-Anwendungen noch keine Selbstverständlichkeit.

48 Köberer 2011, S. 27f.
49 Vgl. u. a. Grimm/Neef 2012; Trepte u. a. 2015; Wissinger/State 2017.
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Dies sollte allerdings der Standard sein, insbesondere, wenn Medienange‐
bote sich an Kinder richten. Dies sollte bereits bei der Entwicklung von
Technologien bzw. digitalen Angeboten berücksichtigt werden. Eine Mög‐
lichkeit, den Schutz von Privatheit durch Privacy by Default und Privacy by
Design zu etablieren, wäre es, staatliche Anreizsysteme zu schaffen, damit
die Umsetzung solcher Maßnahmen nicht zu einer Benachteiligung der
Unternehmen führt, sondern zum Wettbewerbsvorteil wird. Speziell mit
Blick auf Heranwachsende sollte sich auf rechtliche und technische Stan‐
dards geeinigt werden, wie z. B. das Verbot von personalisierter Werbung
und Tracking oder auch das regelmäßige Löschen von Daten („Recht auf
Vergessenwerden im Netz“).50

Mit Blick auf den Schutz der Privatsphäre von Kindern gibt es recht‐
liche Vorgaben (UN-KRK) und hier sind nicht nur Unternehmen und
Entwickler_innen in den Blick zu nehmen, sondern auch die Eltern, die
oftmals unreflektiert Fotos und Videos über Social Media-Kanäle teilen
und/oder auch Technologien nutzen, mit denen sie ihre Kinder und deren
Tätigkeiten kontrollieren können. Neben Fragen, welche die Eltern-Kind-
Beziehung und deren möglicherweise gestörtes Bindungsverhalten bzw.
Misstrauensverhältnis aufgrund von Privatheitsverletzungen betreffen, ist
zudem zu bedenken, dass es zu indirekten Privatheitsverletzungen kommen
kann.51 Je nachdem, welche Technologien genutzt werden, wird nicht nur
in die Privatsphäre des eigenen Kindes, sondern auch in die der anderen
Kinder eingegriffen (z. B. durch GPS-Tracker, Überwachung von Social
Media-Aktivitäten, Geräte zum Video- oder Audiomitschnitt etc.). Zudem
ist zu bedenken, dass die meisten Technologien nur mit Internetanbindung
funktionieren. Sobald Daten über Server laufen oder in Clouds gespeichert
werden, haben nicht nur die Endverbraucher_innen, sondern auch die
Unternehmen, welche die Technologien zur Verfügung stellen – und mögli‐
cherweise auch weitere Akteure – Zugang zu den Daten und können diese
verwerten.

Letztlich ist der von Shoshana Zuboff (2018) beschriebene „Überwa‐
chungskapitalismus“ mit seiner ökonomischen Ausbeutung personenbezo‐
gener Daten keine notwendige Folge der Technisierung, sondern durch
menschliche Profitinteressen induziert. Auch wenn die Situation augen‐
scheinlich nicht umfassend zu verändern ist, so gibt es einen Weg, begin‐

50 Vgl. Roßnagel 2020; Roßnagel/Geminn 2020.
51 Vgl. Biczók/Chia 2013.
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nend mit einem Aufruf zur Tat, nicht das Gegebene als unveränderbar
zu akzeptieren, denn nach Zuboff „beginnt der Kampf um die Zukunft
des Menschen mit unserer Entrüstung. Wenn die digitale Zukunft uns ein
Zuhause sein soll, ist es an uns, sie dazu zu machen.“52. Entsprechend sind
alle gefordert, sich den gesellschaftlichen Veränderungen nicht kritiklos
anzupassen, sondern sie in ihrem jeweiligen Rahmen gestaltend zu beglei‐
ten. Wenn ein wesentliches Bildungsziel ist, Menschen zu befähigen, zu
(selbst-)reflexiven und mündigen Subjekten zu werden, dann gilt es auf
bildungsinstitutioneller Ebene, Selbstbewusstsein und Ich-Stärke zu fördern
sowie die Bereitschaft, Verantwortung – für sich selbst, sein Handeln als
auch die Gemeinschaft – zu übernehmen. Dies ist eine Voraussetzung,
um Heranwachsenden eine gute und gelingende Kindheit zu ermöglichen.
Ergänzend müssen rechtliche und technische Standards etabliert werden,
welche den Schutz von Privatheit – gerade mit Blick auf Heranwachsende –
gewährleisten.
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