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Kurzfassung

Industrie 4.0 ist ein neues Paradigma, das eine zentrale Rolle in der Entwicklung der
zukiinftigen Automatisierungssysteme spielt. Die neue Generation der industriellen Au-
tomatisierungstechnik zielt auf die Erhthung der Wandelbarkeit der Automatisierungssy-
steme ab. Dabei ist die Vernetzung und die Kooperation mit der IT-Welt eine wichtige
Voraussetzung, um die angeforderte Wandelbarkeit zu erreichen. Daher miissen neue Ar-
chitekturen und Losungen eingesetzt werden, um eine Kooperation zwischen den Automa-
tisierungssystemen und der I'T zu realisieren. Ziel dieser Arbeit ist ein Architekturentwurf
fiir die Steuerungsgerite der prozessnahen Komponenten, um diese mit einer hoheren Ver-
netzung und Wandelbarkeit auszustatten. Die Hauptanforderungen, welche von der Archi-
tektur erfiillt werden, sind:

e Der parallele Betrieb von Anwendungen unterschiedlicher Kritikalitéit

e Das dynamische Deployment von neuen Anwendungen zur Laufzeit

Die Realisierung eines sicheren Gateways fiir die Kommunikation zwischen Systemen
der Automatisierungsebene und iibergeordneten I'T-Systemen

e Die offene Kommunikation mit der I'T-Welt
e Die Realisierung eines lokalen Software- und Zugriffsverwaltungssystems

Die vorgeschlagene Architektur besteht aus einem Mehrebenen-Komponentenmodell und
wird als komponentenbasierte Architektur fiir Automatisierungssysteme (KAS) bezeich-
net. Die unterste Ebene der KAS-Architektur ist die Ebene der Partitionen. Die KAS-
Architektur setzt Hypervisor-Virtualisierung ein, um eine Trennung der Anwendungen
mit unterschiedlichen Anforderungen auf der gleichen Hardware zu ermdoglichen. Die An-
wendungen werden in vorkonfigurierten Partitionen gekapselt und betrieben. Um die Mo-
dularisierung der Anwendungen zu erhchen werden Container als zusétzliche Virtuali-
sierungskomponenten eingesetzt. Containertechnologien ermoglichen die Kapselung und
Verwaltung der Anwendungen in unterschiedlichen Containern innerhalb einer Partition.
Dadurch kénnen beispielsweise unterschiedliche Versionen der Anwendungen in einer Par-
tition verwaltet werden. Die Container bilden die zweite Komponentenebene in der KAS-
Architektur. Die letzte Komponentenebene stellt die Kapselung in die Funktionsbausteine
dar. Fiir die Verwaltung der gesamten Komponentenhierarchie ist in der KAS-Architektur
ein Verwaltungssystem vorgesehen, das die erforderlichen Dienste zur Komponentenver-
waltung zur Verfiigung stellt. Das Verwaltungssystem ist eine Systemfunktionalitit der
KAS-Architektur und in einer eigenen Partition gekapselt. Eine weitere Systemfunktion
der KAS-Architektur ist das Interface. Dieses wird ebenfalls in einer eigenen Partition ge-
kapselt. Diese Interface-Partition ist die einzige Partition, die mit externen Komponenten
auBlerhalb der Kernautomatisierung kommunizieren darf. In der Arbeit werden fiir die Va-
lidierung der KAS-Architektur beispielhaft Anwendungspartitionen fiir die Prozessfithrung
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Kurzfassung

und die Simulation entwickelt. Mit Hilfe dieser Anwendungen kénnen realistische Szenarien
der Automatisierungsebene prototypisch implementiert und getestet werden. Die Ergeb-
nisse zeigen, dass die KAS-Architektur eine leistungsfihige und iibersichtlich verwaltbare
Systemumgebung darstellt, um fiir neue Anforderungen eine hohe Flexibilitét zu bieten,
sowie der durchgéingigen Interoperabilitdt der Automatisierungsebene zu geniigen, ohne
die Integritat der Kernautomation zu gefihrden.
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Abstract

Industry 4.0 is a new paradigm that plays a central role in the development of future
automation systems. The new generation of industrial automation aims to increase the
agility of the automation system. In this context, cooperation with the IT world is an
important prerequisite to achieve the requested agility. Therefore, new architectures and
solutions have to be developed to realize a cooperation between the automation systems
and the IT. The goal of this work is an architecture design for the control devices in order
to provide them with a higher level of connectivity and agility. The main features, which
are fulfilled by the architecture, are:

e The parallel operation of applications of different criticality

e The dynamic deployment of new applications at runtime

The realization of a secure gateway for communication between automation level
systems and higher level I'T systems

The open communication with the I'T world
e The realization of a local software and access management system

The proposed architecture consists of a multi-level component model and is referred to as a
component-based architecture for automation systems (KAS). The lowest level of the KAS
architecture is the partition level. The KAS architecture employs hypervisor virtualization
to enable separation of applications with different requirements on the same hardware. Ap-
plications are encapsulated in preconfigured partitions. Containers are used as additional
virtualization components to increase modularization of applications. Container techno-
logies enable the encapsulation and management of applications in different containers
within a partition. This means, for example, that different versions of the applications
can be managed in one partition. The containers are the second component level in the
KAS architecture. The last component level represents the encapsulation in the function
blocks. For the management of the entire component hierarchy in the KAS architecture
a management system is developed. The management system is a system functionality of
the KAS architecture and is encapsulated in its own partition. Another system function of
the KAS architecture is the interface. This is also encapsulated in its own partition. The
interface partition is the only partition that is allowed to communicate with outside of
the core automation domain. In this work, application partitions for process control and
simulation are developed as examples for the validation of the KAS architecture. These
applications can be used for a prototype implementation of automation level scenarios. The
results show that the KAS architecture provides a powerful and clearly manageable system
environment to meet the new requirements for agility as well as continuous interoperability
of the automation level without compromising the integrity of the core automation.
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