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»-Dann driick ich auf‘s Mikro, wenn's hier mal um Dinge geht...":
Kreative Privatisierung. Der Umgang mit Privatheitsanspriichen
in der Smart Speaker-Nutzung

Lukas Schmitz

Zusammenfassung

Der vorliegende Beitrag erortert den Umgang mit dem Datenkapitalismus
im héuslichen Umfeld am Beispiel der Smart Speaker-Nutzung. Menschen
nutzen Smart Speaker im Alltag aus Motiven der Erleichterung und produ-
zieren dabei Daten, die von Unternehmen angeeignet werden; dabei bleibt
zumeist unklar, wie diese Daten ausgewertet werden und welches Risiko
fir die Nutzer:innen damit verbunden ist. Mithilfe einer pragmatistischen
Theorie des Attachments wird gezeigt, dass Menschen dieses Risiko unter
Riickgriff auf Formen des Vertrauens sowie Strategien der Analogisierung
bearbeiten. Auf diese Weise wird ein tiefergehendes Verstindnis der kreati-
ven Auseinandersetzung von Nutzer:innen mit antizipierten Privatheitsbe-
drohungen erarbeitet, das ermdglicht, den je spezifischen Umgang nicht
als paradox - im Sinne eines Widerspruchs zwischen Sensibilitt in Privat-
heitsfragen und ergriffenen Mafinahmen - , sondern als erfahrungsgeleitete
Auseinandersetzung zu beschreiben.

1. Einleitung

Privatheitsfragen gehdren zu den dringendsten Herausforderungen in Zei-
ten der fortschreitenden Digitalisierung jedweder Lebensbereiche. Mit dem
steigenden Zugriff privatwirtschaftlicher Akteure auf Datensétze, die Eigen-
schaften und Verhalten von Nutzer:innen verschiedener Dienstleistungen
sammeln und prognostizieren, gewinnen diese Fragen an Brisanz. Sie ver-
langen nach einer Antwort, die den Anspriichen eines sich digitalisierenden
Gemeinwesens (in staatlicher und wirtschaftlicher Hinsicht) einerseits und
einer demokratisch integrierten und selbstbestimmten Biirger:in anderer-
seits Rechnung tragt. Dass die Sammlung von Daten Voraussetzung von
Gesellschaft ist und eine Losung nicht darin bestehen kann, diese nicht zu
erheben, ist mittlerweile ein Gemeinplatz der Privatheitsforschung gewor-
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den. Jedoch ist insbesondere der Umgang mit der Kapitalisierung ebenjener
Daten eine besondere Herausforderung - zu unklar ist das Ausmafl der
Sammlung sowie die Art der Verwertung, zumal die Mdglichkeiten der
Biirger:innen, Handlungsmacht in dieser Frage zu gewinnen, beschrinkt
sind (Lamla 2019). Seien es Unkenntnis {iber technische Mdglichkeiten
der Kontrolle der eigenen Daten, der bewusste Verzicht auf Kontrolle
zugunsten sozialer Teilhabe oder schlicht Unlust, sich mit den haufig
komplizierten Zusammenhéngen zu beschiftigen - potenzielle Gefahren
des Datenkapitalismus sind offenbar und dennoch scheint im alltdglichen
Umgang das stille Einvernehmen, Daten fiir Bequemlichkeit der Nutzung
digitaler Dienstleistungen preiszugeben, etabliert.

Die Diskussion ebendieser Fragen ist wihrenddessen in verschiedenen
Diskursen verortet, sei es in der Medienberichterstattung, der akademi-
schen Sphire, parlamentarischer Diskussion und Gesetzgebung, Verlautba-
rungen zivilgesellschaftlicher Akteure oder in den individuellen Reflexio-
nen der Staatsbiirger, in denen Auswirkungen der um sich greifenden
Datensammlung behandelt werden.

Allerdings hinkt der Diskurs dabei der Wirklichkeit hinterher. Daten
werden fortlaufend gesammelt und der Begleitdiskurs erortert allzu
hdufig eine Perspektive ex post — als nachtragliche Korrektur von
Fehlentwicklungen oder einer verspéteten Einsicht in kritische Potenziale
technischer Neuerungen. Ganz unabhingig von bestehenden, moglichen
und kiinftigen Regelungsverfahren, die den Einzelnen vor Ubergriffen
(gleich welcher Art: sei es in personalisierter Werbung oder im potenziellen
Angriff auf Personlichkeitsrechte) schiitzen, sehen sich Menschen
gegenwirtig der Frage ausgesetzt, wie sie dem Datenkapitalismus im Alltag
begegnen. Die Antworten dafiir kénnen verschieden ausfallen: Pladieren
die einen fiir eine systemische Losung, da es schwerfdllt, durchgehend
Aufmerksamkeit fiir potenziell bedrohlichen Datenfluss aufzubringen,
verorten andere die Kontrollgewalt iiber den Datenkapitalismus in einem
selbstbestimmten Akteur, der - vermeintlich gut informiert und privat-
heitssensibel - selbst alles N6tige aufbringt, um seine Privatheit (worin
auch immer sie besteht) zu schiitzen.

Dieser Aufsatz erortert den Umgang von Menschen mit Fragen der Pri-
vatheit am Beispiel der Smart Speaker-Nutzung im héuslichen Bereich:!

1 Als Smart Speaker werden hier Sprachassistenten wie Amazon Echo, Google Nest oder
Apple Home Pod verstanden, also Lautsprecher mit integrierten Mikrophonen, die
auf Sprachbefehle hin verschiedene Funktionen ausfithren konnen, so etwa Internet-

216

18.01.2026, 09:53:23.


https://doi.org/10.5771/9783748940173-215
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

»Dann driick ich aufs Mikro, wenn's hier mal um Dinge geht..

Wie begegnen Menschen dem Umstand, dass sie in ihrem hiuslichen Be-
reich potenziell Daten produzieren, die {iber den Smart Speaker von einer
dritten Partei nutzbar gemacht werden kénnen? Nach welchen Kriterien
werden in der Smart Speaker-Nutzung Privatheitsanspriiche formuliert,
wo sind die Grenzen der Umsetzung dieser Privatheitsanspriiche und auf
welche Art stellen Nutzer:innen ihre personliche, gefiihlte Privatheit wieder
her? Insbesondere das Bild des selbstbestimmten, rationalen Akteurs, der
eine informierte Entscheidung iiber seine Privatheit trifft, soll dabei kritisch
hinterfragt werden. Es bestehen bereits einige Ansétze dazu, das sogenannte
Privacy Paradox (Barnes 2006),% also die Beobachtung, dass Personen im
Gesprich ihre Privatheit als zentralen Wert adressieren, aber im konkreten
Handeln diese Sensibilitdt missen lassen, zu dekonstruieren (Trepte u. a.
2020; Solove 2021; Agi/Jullien 2018). Daran ankniipfend verfolgt dieser
Aufsatz einen Ansatz, der unter Riickgriff auf eine pragmatistische Theorie-
tradition eine Perspektive eroffnet, die das Handeln von Personen nicht
als Ergebnis von objektiv gebotenen (und entsprechend subjektiv ausge-
deuteten), rationalen Kriterien behandelt, sondern als individuelle Ausein-
andersetzung und Aushandlung, die vor dem Hintergrund personlicher
Erfahrung vorgenommen wird.

Fiir die Auseinandersetzung mit diesen Fragestellungen greife ich zuriick
auf Interviewmaterial aus zehn Besuchen in Haushalten, die mit Smart
Speakern ausgestattet sind. Im Ergebnis zeigt sich, dass die Auseinander-
setzung mit Privatheitsfragen in der Smart-Speaker-Nutzung als kreative
Aushandlung begriffen werden muss, die in spezifischen, scheinbar teils wi-
derspriichlichen oder inkonsistenten, Formen der Privatisierung miindet.
Nach einer soziologischen Begriffsbestimmung der Privatheit (2.1) wird ein
Uberblick iiber den Forschungsstand zu Smart Speakern und Privatheit
bereitgestellt (2.2). AnschliefSend wird eine pragmatistische Theoriegrund-
lage erarbeitet (3) sowie das methodische Vorgehen vorgestellt (4); daraus
resultieren empirische Ergebnisse zur ,Kreativen Privatisierung® (5), die
abschlieflend in einem Fazit zusammengefasst werden (6).

recherche, Koordinierungsleistungen (Terminplanung, Steuerung von IoT-Vernetzun-
gen) oder Unterhaltungsfeatures.

2 Eine frithe Beobachtung dieses Phdnomens findet sich auch bei: Acquisti, Grossklags
(2005): Privacy and Rationality.
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2. Forschungsstand
2.1 Privatheit als soziologischer Begriff

Bevor der Umgang von Personen mit Fragen der Privatheit in Bezug auf
Smart Speaker behandelt wird, wird hier zunéchst ein soziologischer Be-
griff der Privatheit erarbeitet. Zu beriicksichtigen ist, dass der Diskurs um
den Begriff der Privatheit iberaus differenziert ist, sodass keine umfassende
Zusammenfassung der vielfaltigen Auspragungen gegeben werden kann,
die sich auch nach wissenschaftlicher Disziplin massiv unterscheiden.?
Auch die Anspriiche an einen Privatheitsbegriff differieren je nach diszipli-
nérer Verortung stark: Wahrend in der Informatik etwa der Schwerpunkt
héufig auf technischen Moglichkeiten zu Datenkontrolle liegt, ist die Sozial-
wissenschaft eher an einer theoretischen Bestimmung und insbesondere im
Falle der Sozialphilosophie auch der normativen Dimension des Begriffs
interessiert.

Héufig beschreiben theoretische Perspektiven auf Privatheit ein spezifi-
sches Verhiltnis des Subjekts zu einer iibergeordneten Struktur, zumeist
einem bestimmten Begriff der Offentlichkeit. In klassischen soziologischen
Ansitzen steht dabei mal das Private, mal das Offentliche im Fokus, et-
wa indem das Private als Vorbereitungsraum fiir 6ffentliches, politisches
Wirken und also als Grundlage fiir eine funktionierende Demokratie be-
schrieben wird (Arendt 2002) oder indem ein Idealbild von Offentlichkeit
gezeichnet wird, in dem Privatleute bar jeden Eigeninteresses einen Diskurs
um die objektiv bestmogliche Organisation des Staates fithren (Habermas
1990).

Mittlerweile besteht jedoch Konsens darin, dass Offentlichkeit und Pri-
vatheit keinen Gegensatz bilden, sondern ein komplementires Antithesen-
paar im Wandel. Laut Armin Nassehi muss etwa die systematische Daten-
sammlung im 19. Jh., nicht allein als Ubergreifen staatlicher Gewalt auf pri-
vate Lebenswelten verstanden werden, sondern Staatlichkeit — und damit
auch eine spezifische Arena der Offentlichkeit — lisst sich vielmehr nur auf
Grundlage systematischer Datensammlung herstellen. Die staatliche Daten-
sammlung wiederum bringt auf diese Art eine Blaupause fiir Normalitdt
in der individuellen Lebensfithrung hervor. Biirgerliche Vorstellungen von
Privatheit sind entsprechend als Ergebnis von Selbsttechniken zu verstehen,

3 Fir eine ausfithrliche Darstellung des soziologischen Privatheitsdiskurses siehe: Lamla
u.a. (2022): Privatheit und Digitalitit.
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die sich als Reaktion auf dufiere Erwartung und Datensammlung herausbil-
den (Nassehi 2019, S.307f.). Die vermeintlichen Gegensatze Privatheit und
Offentlichkeit bringen sich also wechselseitig hervor und sind nur in dieser
Verwobenheit zu denken.

Privatheit zeichnet sich, um diese Verwobenheit weiterhin zu unterstrei-
chen, zudem auch durch bestimmte Praktiken der Offenbarung aus - wenn
man etwa an ein geteiltes Geheimnis in einer privaten Beziehung denkt.
Anderseits funktioniert Offentlichkeit nur iiber spezifische Praktiken der
Privatisierung: Hoflichkeit als gesellschaftliche Umgangsform, und damit
in der Sphire des Offentlichen verortet, beispielsweise ist haufig dadurch
gekennzeichnet, dass bestimmte Dinge nicht zur Sprache kommen; auch
dass man sich an offentlichen Orten i. d. R. bemiiht, seine Umgebung
nicht durch lautes Sprechen zu storen, verdeutlicht die enge Verzahnung
der Sphiren (Roessler/Mokrosinska 2013).

Neuere Ansitze konzentrieren sich daher auch weniger auf das grund-
sitzliche Verhiltnis von Privatheit und Offentlichkeit als Gegensatzpaar,
sondern erarbeiten differenziertere Kartierungen, indem sie etwa den Be-
griff der Privatheit theoretisch in verschiedenen Dimensionen bestimmen
oder sich den Praktiken der Privatisierung - héufig unter den Vorzeichen
der Digitalisierung — widmen. Der Begrift der Privatheit spielt verschiede-
ne Rollen und wird in hochst unterschiedlichen Zusammenhiangen in An-
schlag gebracht. Die aktuelleren Ausarbeitungen versuchen entsprechend,
dieser Vielfalt gerecht zu werden, indem sie den Begriff theoretisch dyna-
misieren.

So entwirft Beate Roessler einen multidimensionalen Zugang zum Pri-
vatheitsbegriff, indem sie drei Ausrichtungen des Privaten beschreibt. Sie
differenziert zwischen dezisionaler, informationeller sowie lokaler Privat-
heit: Wahrend dezisionale Privatheit die Freiheit zur selbstbestimmten
Entscheidung beschreibt, umfasst informationelle Privatheit die Art und
Weise, selbstbezogene Aufschliisse in sozialen Beziehungen zu moderieren.
Lokale Privatheit schliefilich zielt auf eine spezifische Rdumlichkeit ab, die
dem Menschen als Schutzraum die Moglichkeit zur freien Entfaltung bietet
(Roessler 2001).

Helen Nissenbaum dagegen versteht Privatheit nicht als Kontrollbegriff
ausgehend vom Individuum, sondern, nicht zuletzt vor dem Hintergrund
fortschreitender Digitalisierung, als kontextabhangig. So beschreibe Privat-
heit nicht das Recht, personliche Informationen zu kontrollieren, sondern
jenes ,to live in a world in which our expectations about the flow of per-
sonal information are, for the most part, met“ (Nissenbaum 2010, S.231).
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Eine Privatheitsverletzung liege nicht vor, wenn eine Person keine absolute
Kontrollgewalt {iber diese Informationen hat, sondern wenn die impliziten
Normen der jeweiligen Kontexte verletzt werden. Privatheit besteht so ver-
standen in Contextual Integrity.

Auch fir Christina Nippert-Eng (2010) ist Privatheit kein holistischer
Begriff, sondern Gegenstand der Aushandlung in Praktiken des Teilens
oder Verbergens. Absolute Privatheit als solche gebe es nicht, vielmehr
versuchten Menschen, sich gewissermaflen situativ private Inseln zu schaf-
fen, in denen sie Kontrollgewalt iiber zu teilendes oder nicht zu teilendes
besitzen.

Den Praktiken des Teilens und Verbergens wenden sich auch Alice Mar-
wick und danah boyd zu. In ihrer Arbeit zum Verhalten von Teenagern
in sozialen Medien zeigen sie, dass diese ihre Privatheit auf kreative Weise
in Auseinandersetzung mit der Technik herstellen. Insbesondere soziale
Netzwerke arbeiten mit einem solch hohen Maf an Sichtbarkeit, dass eine
absolute Kontrolle kaum mdglich ist. Entsprechend bilden Teenager krea-
tive Weisen des Umgangs heraus, mit denen sie einerseits ihre Privatheit
schiitzen und andererseits nicht auf soziale Teilhabe verzichten miissen;
dabei argumentieren Marwick/boyd, dass soziale Medien grundsitzlich die
Art und Weise verdandern, wie Privatheit verhandelt wird (Marwick/boyd
2014).

Eine umfassende Bestimmung des Begriffs der Privatheit, der in einem
spezifischen Verhiltnis der Verwobenheit von Privatheit und Offentlichkeit
besteht, bietet Carsten Ochs. Dafiir nahert er sich dem Begriff aus zwei
Richtungen. Einerseits beschreibe das Private vom Individuum ausgehend
gedacht sogenannte Erfahrungsspielraume: Durch bestimmte Praktiken der
Beschrinkung oder Offnung dieser Spielrdiume mache sich das Individuum
bestimmte Erfahrungen zuginglich oder schliefle diese aus. Andererseits
werde iiber den Begriff der Privatheit auch markiert, in welchem Mafle
eine Offentlichkeit im Sinne von dem Individuum distanten Akteuren wie
Staaten oder Unternehmen, an diesem teilhaben kénnen: Das Maf, in dem
das Individuum diesen Zugriff zulasse, bestimme Privatheit als Teilhabebe-
schrankung (Ochs 2022).

Der soziologische Privatheitsbegriff kann also verschiedene Auspragun-
gen haben - gemein ist insbesondere aktuelleren Arbeiten aber der Fokus
auf Aushandlungsprozesse sozialer Teilhabe in Auseinandersetzung mit
kontextbestimmenden Faktoren. Insbesondere das konkrete Tun, also die
situative, kontextgebundene Herstellung von Sicherheit, steht dabei im Vor-
dergrund.
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Hintergriinde, die Smart Speaker als problematisch in Privatheitsfragen
kennzeichnen, liegen freilich in der engen Verzahnung von Fragen der
Privatheit mit Prozessen der Digitalisierung. Der Smart Speaker sammelt
und speichert Daten - entsprechend gilt er auch als Projektionsfliche fiir
Diskurse um Privatheit in Zeiten fortschreitender Digitalisierung.

Haufig liegt in diesen ein Fokus darauf, wie sich die soziale Welt mit
der digitalen Transformation verdndert: Insbesondere Datenerfassungs-
und -verwertungspraktiken stehen dabei im Vordergrund (Palen/Dourish
2003; Gstrein/Beaulieu 2022). Problematisiert wird dabei der — von Shos-
hanna Zuboff benannte — Uberwachungskapitalismus, indem argumentiert
wird, dass gegenwirtig einem System Vorschub geleistet werde, das in der
Sammlung und Kapitalisierung personenbezogener Daten totalitire Ziige
trage (Zuboff 2018). Uberhaupt ist die fortschreitende Digitalisierung be-
reits langer ein kritisches Thema fiir die Privatheitsforschung. Rief Reg
Whitaker bereits 1999 das Ende der Privatheit aus (Whitaker 1999), kam
sie als paradoxes Phdnomen einige Jahre spéter doch wieder zu unverhoft-
ter Prominenz: Susan Barnes’ bereits oben erwihntes Privacy Paradox
ist mittlerweile nachgerade ein gefliigeltes Wort geworden und beschreibt
die Beobachtung, dass Personen sich i. d. R. selbst als privatheitssensibel
beschreiben, jedoch in der Interaktion diese scheinbare Sensibilitit nicht
an den Tag legten (Barnes 2006). Aus soziologischer Perspektive ist mit
der Zuschreibung paradoxen Verhaltens unter Verweis auf eine objektive
Rationalitdt jedoch nicht viel gewonnen. Entsprechend néhern sich viele
sozialwissenschaftliche Perspektiven dem Begriff der Privatheit aus praxeo-
logischer Perspektive, die akzeptiert, dass Handlungen von Subjekten nicht
als intentional vorauszusetzen sind; vielmehr wirken Habitualisierungen
und Routinisierungen handlungsleitend und je nach Medium, Sozialisati-
on und Lebensphase entstehen neue Erfordernisse und Praktiken. (Roess-
ler/Mokrosinska 2013; Marwyck/boyd 2014; Steijn/Vedder 2015; Suh/Har-
gittai 2015).

2.2 Smart Speaker und Privatheit

Bevor in der Folge das theoretische Programm dieses Aufsatzes niher
ausgefithrt wird und der konkrete Umgang mit antizipierten Privatheitsbe-
drohungen durch Smart Speaker im hduslichen Umfeld eingegangen wird,
stellt der folgende Abschnitt einen Uberblick zu bestehender Forschung zu
Smart Speakern bereit. Gerade in Bezug auf Privatheitsfragen existiert eine
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grof3e Bandbreite an Forschungen, die im Folgenden skizziert wird.

Einige Publikationen widmen sich der Frage, was Menschen zur Nutzung
von Smart Speakern bewegt. Dabei sind es insbesondere Motive der Er-
leichterung, die herausstechen, etwa in Bezug auf die Optimierung alltagli-
cher Aufgaben wie dem Schreiben von Einkaufslisten, Unterhaltung oder
Bequemlichkeit (Rzepka 2019; Malodia 2024). Gleichwohl stellen Privat-
heitsbedenken ein Hindernis dar: Je ausgepragter diese sind, desto weniger
werden Smart Speaker genutzt (Buteau/Lee 2021).

Dabei herrscht Konsens, dass Nutzer:innen sich des Ausmafles der Da-
tensammlung nicht bewusst sind (Gautam 2022; Kréger u. a. 2022; Malkin
u. a. 2019). Zudem verfiigten sie nicht tiber die technischen Kompetenzen,
dies einzuschdtzen (Zeng u. a. 2017; Lau u. a. 2018a). Und auch, wenn
Sensibilitdt in Bezug auf Privatheitsfragen vorhanden ist, ist es unwahr-
scheinlich, dass weitreichende Schutzmafinahmen getroffen werden - ein
Umstand, der in der Forschung als Privacy Pragmatism bzw. Privacy Cyni-
cism beschrieben wird (Hoffmann u. a. 2016; Lutz/Newlands 2021). Was
jedoch die Mafinahmen angeht, die Menschen zum Schutz ihrer Privatheit
ergreifen, ist die Forschungslage nicht eindeutig: So geben Nutzer:innen
auch bei geringer Kenntnis der tatsachlichen Bedrohung vorsorglich etwa
bestimmte Informationen nicht an ihren Smart Speaker weiter (Brause
2020). Andererseits herrsche insgesamt wohl eine geringe Motivation, die
eigene Privatheit zu schiitzen — weil Nutzer:innen sich keine Sorgen ma-
chen oder sich schlichtweg nicht damit auseinandersetzen. Dabei verfiigen
sie liber elaborierte Begriindungsfiguren, warum sich Schutzmafinahmen
nicht lohnen, etwa, weil sie den Wert der preisgegebenen Informationen
als gering einschétzen oder argumentieren, dass ihre Informationen ohne-
hin schon an anderer Stelle erhoben werden (Lau u. a. 2018a). Auch die
bewusste Aufgabe von Privatheit, um bestimmte Funktionen nutzen zu
koénnen, spielt dabei eine Rolle (Lau u. a. 2018b).

Die folgenden Abschnitte haben zum Ziel, genau diese Perspektiven auf
Privatheit systematisch in den Blick zu nehmen: Was bewegt Menschen
dazu, in ganz unterschiedlicher Art und Weise mit Privatheitsbedrohungen
umzugehen? Im Kontext der Nutzung von Smart Speakern werden, um
Beate Rossler erneut aufzugreifen, verschiedene Dimensionen von Privat-
heit angesprochen und potenziell bedroht; sei es in Bezug auf die raum-
liche Integritat des hduslichen Umfelds oder in der Entscheidungsgewalt
dariiber, welche Daten gesammelt und ausgewertet werden. Zu welchen
Schritten greifen Nutzer:innen, um diesem Umstand zu begegnen? Dafiir
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wird zunichst eine theoretische Grundlage bereitgestellt, bevor diese Fra-
gen in der Analyse empirischen Materials beantwortet werden.

3. Eine pragmatistische Theorieperspektive

Nutzer:innen weisen i. d. R. Sensibilitdt in Bezug auf Privatheit auf, han-
deln in der konkreten Nutzung das potenzielle Risiko aber in ganz indi-
vidueller Weise aus. In diesem Abschnitt wird diese Aushandlung unter
Riickgriff auf eine pragmatistische Theorietradition als erfahrungsgeleiteter
Umgang mit einer neuartigen Technologie beschrieben. Es wird herausge-
stellt, dass menschliches Handeln nicht in einer Umsetzung von intentional
und objektiv-rational geleiteten Motiven besteht, sondern in einer indivi-
duellen Auseinandersetzung mit der Umwelt auf Grundlage personlicher
Erfahrungswerte. Mit dem Begriff des Attachments wird verdeutlicht, dass
diese Erfahrungen die Person konstituieren und somit den jeweiligen Um-
gang mit der Umwelt prégen.

Der Pragmatismus setzt sich seit seinen Anfangen im 19. Jahrhundert
kritisch mit dem Begriff der ,objektiven Wahrheit, der bis dahin grof3e Teile
der damals zeitgenossischen Philosophie prégte, auseinander. Diese Per-
spektive scheint daher geeignet, auch einen monolithischen Begriff der Pri-
vatheit, wie er im ,Privacy-Paradox’ zum Ausdruck kommt, zu dekonstruie-
ren. Fiir William James (1842-1910), einen Griindervater des Pragmatismus,
bedeutet ebendieser die ,Herrschaft der empirischen Stimmung und ehrli-
ches Aufgeben des rationalistischen Temperamentes® (James 1994, S.22).
Nicht mehr an einer objektiven Ratio soll das Handeln von Menschen
gemessen werden, sondern durch ein Ernstnehmen der Empirie in einer
gleichsam unendlichen Differenzierung aufgehen. Entsprechend schreibt
James: ,Der Pragmatismus fiihlt sich nicht wohl, wenn er weit weg ist von
Tatsachen. Der Rationalist fiihlt sich nur in der Nahe von Abstraktionen
behaglich“ (ebd., S.35). Insoweit beschreibt der Pragmatismus zunéchst
eine Methode, die ,aus jedem [...] Wort seinen praktischen Kassenwert
heraus[zu]bringen® (ebd. S.23) bestrebt ist - um soziale Zusammenhéinge
zu verstehen, pladiert James fiir einen ,radikalen Empirismus® Nicht in der
begrifflichen Abstraktion der Phanomene liege entsprechend der Erkennt-
nisgewinn, sondern vielmehr in der empirischen Ausdifferenzierung.

Ahnlich skeptisch ist der Pragmatismus in Bezug auf Intentionalitit,
die menschliches Handeln stets als geplant und zweckgerichtet beschreibt;
Hans Joas versteht die pragmatistische Perspektive als ,einen Bruch mit

223

18.01.2026, 09:53:23, Er—


https://doi.org/10.5771/9783748940173-215
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Lukas Schmitz

einem teleologisch verengten Verstindnis von Intentionalitdt® (Joas 1996,
S.366). So seien Handlungsverldufe ,auch bei individuellem Handeln nie
auf einzelne Intentionen zuriickzufithren“ (ebd., S.228). Vielmehr stelle
sich die Wirklichkeit der Person als widerstdndig dar: Personen begegnen
Phéanomenen stets vor dem Hintergrund in Routinen geronnener Erfah-
rung - nur passen diese haufig nicht zu den etablierten Weisen, der Welt
zu begegnen. Daher sei es ein stetiges Ausprobieren und Testen, ein ,kreati-
ve[s] Verarbeiten von Widerfahrnissen, welches das Handeln charakterisie-
re (ebd., S.366).

Unter Riickgriff auf einen weiteren Autor in pragmatistischer Tradition,
Antoine Hennion, wird deutlich, dass Personen ihre Privatheit in Bezug auf
die Smart-Speaker-Nutzung stets vor dem Hintergrund eines spezifischen
Attachments vornehmen. Das Attachment - als die Erfahrungen, die der
jeweiligen Person zu eigen sind und diese entsprechend konstituieren -
pragt die Art und Weise, wie Menschen mit der Umwelt interagieren.
Handlungen sind daher nicht allein als Ergebnis von Intentionalitit zu
verstehen, sondern als Ergebnis eines Wechselspiels mit dem jeweiligen
Attachment (Hennion 2017, S.74). Dieses bezieht sich auf eine individuel-
le Verhaftung in materiellen Konstellationen, personlichen Beziehungen,
Ideen und Diskurse, die performativ aktualisiert werden; auf diese Weise
modelliert und reflektiert sich die Person auf eine Weise, die ihre eigene
ist. Das Attachment ist gleichsam ,,die Rechnung, welche die Vergangenheit
der Gegenwart présentiert” (Hennion 2011, S. 94). Personen bilden in ihrer
individuellen Gewordenheit einen Nexus aus Erfahrungen, Wissensbestan-
den und Praktiken, der vorpragt, wie neue Erfahrungen bearbeitet werden.
Dieser Nexus symbolisiert gewissermaflen den Werkzeugkoffer (im Sinne
von zur Verfiigung stehenden Mitteln), mit dem Personen ihre Umwelt
bearbeiten; gleichzeitig beschrankt er die Person in ihren Handlungsmog-
lichkeiten insofern, als die geronnene Erfahrung auch die Grenzen des Zu-
griffs definiert. Personen wechseln entsprechend zwischen ‘aktiv’ und ‘pas-
siv’: Aktiv in der bewussten Bearbeitung der Umwelt unter Riickgriff auf
etablierte Praktiken, passiv im Ausgesetzt-Sein dieser spezifischen Gewor-
denheit (Hennion/Gomart 1999, S. 243).

Das Attachment beschreibt also eine je individuelle Verhaftung in mate-
riellen Settings, Praktiken und Diskursen, die den Menschen als solchen
hervorbringen und die ihm in besonderer Weise gewohnt sind. Soziales
Tun besteht in dieser Perspektive aus einem Wechselspiel aus Sich-hervor-
bringen und Hervorgebracht-werden, das zwischen der Person und ihrer
Umwelt besteht. Der Begriff des Attachments erkldrt, warum sich die Zu-
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gange, die technischen Kompetenzen und auch die Antizipation von Ge-
fahrdungspotential in Bezug auf Privatheit in der Smart-Speaker-Nutzung
so unterschiedlich darstellen. Anstatt diese nach Konsistenz zu bewerten,
miissen diese vielmehr als Ausdruck eines individuellen Weltzugriffs per-
spektiviert werden. Fiir eine verstehende Auseinandersetzung des Umgangs
von Personen mit Privatheitsbedrohungen in der Smart Speaker-Nutzung
muss also, um dem pragmatistischen Imperativ nachzukommen, zunéchst
die Komplexitit empirischer Vielfalt ernst genommen werden, die sich am
deutlichsten in einer materialnahen Analyse zeigt; der Begriff des Attach-
ments hilft dann dabei, diese Komplexitit theoretisch einzuordnen.

In Bezug auf die Datensammlung von Smart Speakern lautet die leiten-
de Hypothese, dass der Umgang mit Privatheitsfragen durch Kenntnis
potenzieller Risiken und technischer Zusammenhinge grundiert ist, die
von Person zu Person differieren. Dies bedeutet zundchst: Wer iiber kein
entsprechendes Attachment verfiigt, hat auch kaum eine Vorstellung davon
1) was Daten iiberhaupt sind 2) wie sie angeeignet werden konnen und
von wem das auf welche Weise technisch bewerkstelligt wird sowie 3) was
mit den Daten anschlieflend passiert, etwa wie und zu welchem Zweck
sie ausgewertet werden. Privatheit als relevantes Thema wird in den Inter-
views durchaus reflektiert adressiert — der jeweilige Umgang macht jedoch
deutlich, dass die Bearbeitung der Thematik stets vor einem spezifischen
Attachment vorgenommen wird. Wie also handeln Personen in Bezug auf
Smart Speaker, und worin besteht die Kreativitdt der Auseinandersetzung?
Was sind die Attachments, gleichsam die Blaupausen der Erfahrung, die
mit dem neuen technischen Artefakt in Einklang gebracht werden miissen,
wo die Bruchlinien? Im folgenden Abschnitt wird zunédchst der methodi-
sche Zugang dargestellt, bevor anschlieflend verschiedene Dimensionen
(im pragmatistischen Sinne:) kreativer Privatisierung als Ausdruck des per-
sonenspezifischen Attachments erarbeitet werden.

4. Methodischer Zugang

Der Datenkorpus, der die Grundlage der folgenden Auswertung bildet,
umfasst Material aus ethnografischen Besuchen in zehn Haushalten. Die
Datenerhebung fand also im hauslichen Umfeld der Studienteilnehmer:in-
nen statt. Flir die Rekrutierung der Studienteilnehmer:innen wurde zu-
néchst eine Zeitungsannonce geschaltet; anschliefflend wurde das Sample
nach einem Schneeballsystem ergénzt, um eine hohere Heterogenitit zu
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erreichen. Hatten sich auf die Annonce zunichst tiberzeugte Nutzer:innen
von Smart Speakern gemeldet, wurde in der Folge insbesondere darauf
geachtet, auch kritischere Stimmen einzufangen, etwa von Personen, die
den Smart Speaker kaum benutzen oder wieder abgeschafft hatten. Die
Haushalte befanden sich im stadtischen wie im ldndlichen Bereich und wa-
ren unterschiedlich mit smarter Technik ausgestattet; es wurden hausliche
Umgebungen sogenannter ,early adopter® ebenso erhoben wie Haushalte,
die lediglich iiber einen einzigen Smart Speaker verfiigten - in einem Falle
wurde der Smart Speaker sogar ,aus Versehen® angeschafft, namlich in eine
Lautsprecherbox integriert. Die Gesprachspartner:innen lebten entweder
alleine oder in Partnerschaft. In letzterem Fall wurde entweder mit beiden
Partner:innen gesprochen oder mit einer Person, wobei darauf geachtet
wurde, nicht nur mit jenen Interviews zu fithren, welche die Anschaffung
der Smart Speaker urspriinglich initiiert hatten. Das Alter der befragten
Personen variierte ebenso wie der Bildungsgrad (im Studium; abgeschlos-
sene Ausbildung; Hochschulabschluss). Bis auf eine Ausnahme lebten in
den erhobenen Haushalten keine Kinder.

In der Erhebungssituation wurde zunéchst eine Techniksichtung vorge-
nommen, in der simtliche smarten Gerite, insbesondere Smart Speaker,
in Augenschein genommen wurden: Wo stehen diese und wie fiigen sie
sich in das héusliche Arrangement ein? Wie sind sie miteinander vernetzt
und wie werden sie gesteuert? Wofiir werden sie benutzt? Im Fokus stan-
den dabei insbesondere die individuellen Motive der Nutzer:innen fiir
die jeweilige Smart Speaker-Nutzung (Hine 2019). Fiir eine umfassende
Rekonstruktion der Forschungsumgebung wurde der gesamte Besuch mit
einem Sprachrekorder aufgenommen sowie Feldnotizen fiir erginzende
Beobachtungen angelegt; auflerdem wurde das Gezeigte iiber Fotomaterial
dokumentiert. Anschlielend wurde mit den Studienteilnehmern ethnogra-
fische Interviews gefiihrt, in denen diese die Smart-Speaker-Nutzung aus-
fithrlich reflektierten (Spradley 2016). Der Hausbesuch wurde schliellich
in einem Protokoll festgehalten, um den Charakter der Forschungssituation
zu konservieren.

In der Auswertung nach den Maf3gaben der Grounded Theory wurde
das Interviewmaterial transkribiert und anschlieflend mitsamt der Feldno-
tizen offen kodiert; im Analyseprozess wurden dabei stetig Memos ange-
legt. So ergaben sich sukzessive iibergeordnete Muster aus dem Material,
die anschlieflend theoretisch perspektiviert wurden (Pentzold u. a. 2018).
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5. Kreative Privatisierung

In den Interviews wurde durchgehend das Bewusstsein artikuliert, dass
Smart Speaker Daten sammeln. Gleichwohl bestanden graduelle Unter-
schiede abhingig von der technischen Kompetenz der Gesprachspart-
ner:innen. Es war bekannt, dass Smart Speaker, um reagieren zu kénnen,
Sprachdaten verarbeiten und zu diesem Zwecke diese zumindest temporar
speichern miissen. Ebenso wurde reflektiert, dass Unternehmen auf diese
Daten zuriickgreifen, um ihr jeweiliges Angebot zu verbessern, etwa in
Bezug auf personalisierte Werbeanzeigen auf Grundlage der jeweiligen Nut-
zung - dass, abgesehen von den Herstellern wie Google oder Amazon, je
nach Anwendung, eine ganze Reihe an Unternehmen auf die erhobenen
Daten zugreifen, kam allerdings nicht zur Sprache. Welche Daten dabei
konkret gesammelt werden, wie diese ausgewertet werden und welche
Konsequenzen das potenziell haben kann, blieb fiir die Nutzer:innen un-
klar. Den Umgang von Personen mit diesen Unwiégbarkeiten in Bezug auf
Privatheit in der Smart-Speaker-Nutzung bezeichne ich im Anschluss an
Hans Joas als ,kreative Privatisierung”. Kreativ meint — wie oben - ein je
individuelles Vernetzen von Erfahrungsbestinden, Kompetenzen, Routinen
und Bewertungen, das vor dem Hintergrund des jeweiligen Attachments
vorgenommen wird.

Im Folgenden werden zwei verschiedene Arten des in diesem Sinne krea-
tiven Umgangs mit dem diffusen Gefiihl potenziell bedrohter Privatheit
vorgestellt:

o Vertrauen: Aufgrund der Komplexitit technischer Zusammenhénge, der
Unmoglichkeit, das konkrete Vorgehen der datenerhebenden Unterneh-
men zu eruieren und der Schwierigkeit, das in der Zukunft liegende
Risiko einzuschitzen, rekurrieren Befragte auf eine Praxis des Vertrauens
im Sinne einer SchliefSung kontingenter Zusammenhénge.

« Analogisierung: Die Unsicherheit in Bezug auf das Maf der Privatheits-
bedrohung fithrt zu einem Riickgriff auf Strategien der Analogisierung,
die Sicherheit versprechen, indem sie einen scheinbar vordigitalen Zu-
stand herbeifiihren.

5.1 Blindes Vertrauen?

Fiir Niklas Luhmann ist Vertrauen ein Schlieffungsmechanismus fiir kon-
tingente Zusammenhédnge - die Welt habe sich ,zu unkontrollierbarer
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Komplexitit auseinandergezogen® (Luhmann 2000, S.27) und die Ent-
scheidung, zu vertrauen, mache ein Handeln im ,hier und jetzt“ moglich
(ebd., S. 28). Auflerdem gehe ,Vertrauen stufenlos in Kontinuititserwartun-
gen Uber® (ebd., S.29). Damit ist gemeint, dass in der Entscheidung,
zu vertrauen, zugleich die Erwartung angelegt ist, dass sich die Dinge
nicht unvorhergesehen entwickeln - der schlimmste anzunehmende Fall
ist nicht mafigeblich fiir diese Entscheidung. Damit erschliefle Vertrauen
»-Handlungsmaglichkeiten, die ohne [es] unwahrscheinlich und unattraktiv
geblieben, also nicht zum Zuge gekommen wiren® (ebd., S.30). Insofern
mische sich im Terminus des Vertrauens ,Wissen und Nicht-Wissen“ (ebd.,
S.31). Dies bezieht sich auf Situationen, in denen Unsicherheit herrscht
und etwas auf dem Spiel steht; die Art des Vertrauens beschreibt den
spezifischen Umgang mit diesen. Insofern ist Vertrauen als ,Losung fiir
spezifische Risikoprobleme® zu verstehen (Luhmann 2001, S. 144).

Den Studienteilnehmer:innen ist bewusst, dass sie haufig zum einen
nicht tiber die notigen Informationen oder Fertigkeiten verfiigen, die sie
brauchten, um potenzielle Gefahrdungen fiir sie abzuschitzen, und zum
anderen die Motivation derer, die Daten sammeln, nicht grundsétzlich be-
werten konnen, ohne eine komplizierte systemkritische Perspektive einzu-
nehmen. Sie fangen entsprechend an, auf verschiedene Weise zu vertrauen.
Anhand empirischer Beispiele zeige ich im Folgenden, in welcher Form
dieses Vertrauen vor dem Hintergrund spezifischer Attachments an Gestalt
gewinnt und sich etwa als Vertrauen in 1) Bezug auf Staatlichkeit, 2) die
beteiligten Unternehmen, oder 3) als ;Trade-Off* zeigt.

Zunichst berichte ich dafiir aus einem Videointerview mit einer Perso-
nalerin, wohnhaft im ldndlichen Bereich Sachsens. Sie wohnt mit ihrem
Partner in einem Neubau, der von Grund auf ,smart’ gestaltet ist. Entspre-
chend besitzen sie auch mehrere Smart Speaker in verschiedenen Ausfiih-
rungen. Im Gespréch iiber potenzielle Bedrohungen von Privatheit durch
Alexa, schildert sie mir, wieso sie sich dahingehend eigentlich keine Sorgen
mache:

»Da ist man ja in Deutschland, glaub ich, gut aufgehoben (lacht) was
das Thema angeht, aber ich glaube, da macht man sich, wenn man [wo-
anders] wohnen wiirde, anders Gedanken driiber, ja, durchaus, aber ich
glaub, in Deutschland muss man sich da keine Gedanken machen und
deswegen hab’ ich mir da ehrlich gesagt auch noch nicht so viele Gedan-
ken driiber gemacht, dass das da irgendwelche personlichen Nachteile
haben konnte...“ (Ausschnitt Transkript 4)
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Die angerufene Instanz, der Vertrauen geschenkt wird, ist hier also der
deutsche Staat. Zundchst wird darauf verwiesen, dass Deutschland in Pri-
vatheitsfragen im internationalen Vergleich eine Sonderstellung habe. Dies
konnte sich auf spezifische gesetzliche Regelungen beziehen oder ganz
allgemein auf den rechtstaatlichen Charakter; vermutlich ist (so liefle das
Lachen schlielen) aber auch insgesamt eine gewisse Regelungswut, die als
stypisch deutsch’ markiert wird, angesprochen. Anschlieflend verweist sie
darauf, dass sie sich damit grundsitzlich nicht viel beschaftigt habe. Hier
kommt ein spezifisches Attachment zum Ausdruck, das in der Gewohnheit
besteht, innerhalb eines gesetzlich verfassten Rahmens bislang keine Will-
kiir erfahren zu haben. Dies bildet den Erfahrungshintergrund der Person,
von dem aus sie die Entscheidung, zu vertrauen, reflektiert. Hier kommt
idealtypisch zum Ausdruck, was Luhmann mit Kontinuitatserwartung des
Vertrauens beschrieben hat - da sich diese Einstellung bisher bewéhrt habe,
bestehe keine Notwendigkeit fiir eine kritischere Reflexion.

Im niachsten Beispiel ist nicht die Staatlichkeit Adressat des Vertrauens,
sondern die Unternehmen, die Smart Speaker im Portfolio haben. Ich
unterhalte mich mit einem jungen Familienvater, der als Ingenieur eine
gewisse technische Grundaffinitdt aufweist. In Privatheitsfragen macht er
sich ebenso keine Gedanken und begriindet dies so:

»Jaaa, ein gewisses Vertrauen muss man sowieso in die Hersteller haben,
weil, natiirlich ist da Missbrauch, na was heifft Tiir und Tor geéftnet,
die Frage ist, was konnen die denn damit anfangen? Das miisste ja
dann irgendein Hacker sein, der einen dann damit erpresst oder so.
[....] Das ist halt das Risiko, das wir eingehen, aber ich hab jetzt nicht
irgendwie Bedenken, dass also Google oder Amazon oder Apple jetzt
irgendwie die Daten gegen einen verwenden. Also, die werden sicher
Target-Werbung machen oder so, ok. [...] Es ist mir bewusst, ja, es ist
halt Aufwand und Nutzen. Oder: Nutzen und Gegenwert. Sozusagen.*
(Ausschnitt Transkript 8)

Hier wird direkt ein Vertrauen in die Hersteller angesprochen: Zunéchst
wird ein kritisches Bewusstsein markiert: Die Tatsache, dass Daten gesam-
melt werden, sei grundsitzlich problematisch. Sogleich wird aber differen-
ziert: Im Grunde bestehe nur ein Problem, wenn Dritte auf die Daten
zugreifen konnten, von den Unternehmen an sich gehe keine Gefahr aus
(freilich liee sich einwenden, dass auch Unternehmen als Dritte gelten
missten, ein Umstand, der vom Gespréachspartner aber nicht angefiihrt
wird). Dahingehend préazisiert der Studienteilnehmer an anderer Stelle im
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Interview, dass die Unternehmen ja in staatliche Regelungszusammenhénge
eingebunden seien und insofern bei Zuwiderhandlung verklagt wiirden -
tiber Umwege ist also auch hier die Staatlichkeit Adressat des Vertrauens.
Dass Unternehmen die Daten allerdings kapitalisieren, wird nicht kritisch
gesehen, sondern vielmehr als ,Trade-Off* markiert. Gleichwohl wird in
der kurzen Passage deutlich, dass das ,Risiko’ nicht vollends tiberschaut
werden kann; dennoch werden Begriindungsfiguren in Anschlag gebracht,
die als Ausdruck eines spezifischen Attachments gelesen werden konnen:
Die Verbindung von Problembewusstsein, technischer Argumentation und
Zustimmung zum Geschéftsmodell als individueller Perspektive meines
Gesprachspartners kennzeichnen diese konkrete Form des Vertrauens.

Das Motiv des ,Trade-Offs, das bereits im vorangegangenen Beispiel
zutage trat, findet sich differenzierter im néchsten Interviewausschnitt. Im
Gesprach mit einer jungen Akademikerin kommen wir ebenso auf Privat-
heitsfragen zu sprechen und sie duflert eine dezidierte Meinung:

»Es ist ja eigentlich scheiflegal, ob du jetzt Alexa hast oder nicht, deine
Daten werden so oder so abgezogen, es sei denn wahrscheinlich, du
hast noch ein altes Nokia und keinerlei Social Media Account, aber
auch dann nimmst du dich ja quasi aus dem gesellschaftlichen Leben
raus. Grad in [meinem] Alter jetzt, das ist halt...ja, im Endeffekt kann
man zwar immer sagen, wir haben eine freie Wahl, aber im Endeffekt,
wenn du auch partizipieren willst, hast du keine ganz freie Wahl, wiirde
ich sagen, ist es nicht. Weil du...im Endeffekt hast du einfach nur die
Entscheidung zwischen: Ich gebe vielleicht auch nur einen Teil meiner
Daten ab oder ich exkludier mich halt sozial total. Das hat jetzt nichts
mit Alexa zu tun, weil Alexa braucht man nicht, um sozial teilhaben
zu miissen, aber ich glaub, dass da die Hemmschwelle auch einfach
ist, ja, jetzt hast du deine Daten...also wie gesagt es haben schon zwei
GrofSkonzerne meine Daten, tut dann wirklich weh, wenn die ein dritter
auch noch hat?“ (Ausschnitt Transkript 7)

In diesem Exzerpt wird eine Fiille an Begriindungen in Anschlag gebracht,
die alle in ein Motiv sozialen Anschlusses miinden; die Befragte abstrahiert
vom Thema Smart Speaker und macht generell zum Thema, dass der
Verzicht auf Teilhabe an (technischer) Innovation in die soziale Isolation
fithre. Sie habe dahingehend nicht einmal ,freie Wahl® - sie tauscht also
imaginar das Risiko potenziellen Datenmissbrauchs gegen die Moglichkeit,
an Gesellschaft teilzunehmen. Diese Risikobereitschaft charakterisiert die
Haltung der Gesprachspartner:in als Vertrauen in Abgrenzung zu reiner
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Zuversicht. Die komplexe Struktur der Gegenwart, in der die Differenzie-
rung sozialer Sphéren durch die iibergreifende Datensammlung gleichsam
technisch aufgehoben wird, fithrt weiterhin zu der Argumentation, dass
ein selektives kritisches Bewusstsein ohnehin nicht zielfithrend sei. Ent-
sprechend fiihrt sie an, dass ihre Daten ohnehin in der Welt seien und
sich also in dieser Sache eine Sensibilitit in Privatheitsfragen schlicht nicht
lohne. Hier kommt das Attachment in doppelter Hinsicht zum Tragen:
Einerseits bildet die — auch generationstypische - selbstverstandliche Ein-
bindung in gesellschaftlichen Fortschritt (Smartphone, Social Media) den
Hintergrund der Entscheidung, an einen lohnenden Trade-Off als Grund-
lage des Vertrauens zu glauben. Andererseits ist auch hier, wie bereits oben
ausgefiihrt, die Kontinuitatserwartung Teil der Erwdgung — man sei das
Risiko ja in der Vergangenheit bereits eingegangen, da konne ein weiteres
Mal ja nicht schaden. Das Vertrauen als Schlieffungsmechanismus wird
dabei argumentativ von einer fatalistischen Perspektive grundiert, die man
durchaus als zynisch verstehen kann (Hoffmann u. a. 2016; Lutz/Newman
2021). Wihrend sich in den vorangegangenen Beispielen das Vertrauen
also auf konkrete Akteure, niamlich den Staat oder Unternehmen bezieht,
wird hier darin vertraut, dass sich der Trade-off auszahlt: Einerseits durch
soziale Teilhabe, die durch die freiwillige Abgabe von Daten durch Nutzung
spezieller Technologien ermdglicht werde, anderseits, indem sich potenziel-
le Bedrohungen schlichtweg nicht realisieren.

Vertrauen darauf, dass die Smart Speaker-Nutzung tiber den Abfluss
von Daten nicht zum eigenen Nachteil wird, ist ein zentrales Motiv in
der Antwort auf die Frage, wie Menschen mit der potenziellen Bedrohung
ihrer Privatheit umgehen. Dabei hat dieser Abschnitt verdeutlicht, welch
unterschiedliche Gestalt dieses Vertrauen vor dem Hintergrund verschie-
dener Attachments annehmen kann. Diesem Vertrauen gehen, wie von
Luhmann ausgefiihrt, verschiedene Reflexionen voran, die dem jeweiligen
Vertrauen ihren individuellen Charakter verleihen und sind gewissermafien
als Riickversicherungen zu verstehen, die dem jeweiligen Umgang mit Pri-
vatheitsbedrohungen durch Smart Speaker begleiten. Welche Reflexionen
vorgenommen werden, ist dabei von Person zu Person verschieden und
griindet in der jeweiligen Verhaftung in Gewohnheiten, Diskursen und
Uberzeugungen. Die Reflexionen sind dabei durchaus widerspriichlich
strukturiert und nur bedingt geeignet, das Vertrauen angemessen zu be-
griinden, etwa wenn in Zeiten globaler Informationsfliisse die Hoffnung
auf den Staat als Kontrollgewalt angefithrt wird. Die angefithrten Begriin-
dungen fiir das Vertrauen spiegeln entsprechend eher die individuelle dis-
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kursive Verhaftung der Person wider als eine objektiv-rationale Abwégung.
Insofern ist Vertrauen aus pragmatistischer Perspektive als Teil einer indi-
viduellen Praxis im Sinne einer erfahrungsgeleiteten Auseinandersetzung
zu verstehen, die in ganz verschiedenen und meist widerspriichlichen -
weil eben das personliche Attachment und nicht eine objektiv-rationale
Auseinandersetzung widerspiegelnden — Begriindungsfiguren miindet.

5.2 Analogisierung

Ebenso wie das Vertrauen eine Moglichkeit darstellt, Unsicherheit und
Nicht-Wissen bearbeiten zu kénnen und Handlungsfihigkeit zu ermdgli-
chen, gilt dies auch fiir die im Folgenden beschriebenen Strategien der
Analogisierung. Helen Nissenbaum hat bereits herausgearbeitet, dass Pri-
vatheit keinen statischen Wert darstellt, sondern je nach Kontext eigene
Erfordernisse des Abschlusses oder der Offnung nétig sind (Nissenbaum
2010). Ebenso ist auch das Zuhause als Privatraum nicht durchgehend
gleich strukturiert. Vielmehr konnen auch innerhalb eines Haushaltes ver-
schiedene Kontexte nebeneinander existieren, die unterschiedlichen Um-
gang mit potenziellen Privatheitsbedrohungen nétig machen. Um dem
Umstand zu begegnen, dass Smart Speaker potenziell auch ungewollt sowie
trotz etwaiger Einstellungen Daten aufzeichnen, berichten Befragte, dass sie
in besonderen Fillen einen riaumlichen Kontext zu schaffen bestrebt sind,
der ihnen sicher erscheint. Entsprechend berichten zahlreiche Gesprachs-
partner:innen umgekehrt, dass sie ungern einen Smart Speaker im Bade-
oder Schlafzimmer aufstellen. So berichtet meine Gesprachspartnerin:

»Naja, die zeichnet ja auch auf, die speichert, was machst du in deinem
Schlafzimmer? Wie gesagt, ich hab da tatsdchlich auch ofter nachge-
dacht, ich hab das dann alles ausgestellt, die speichert ja nichts, aber da
ist auch wieder die Frage, wie sehr glaubst du dem...aber dann ist auch
wieder die Frage, gut, was horst du da? [Im Zweifel] schieb ich’s einfach
auf meine Schwester (lacht) die klingt genauso wie ich (lacht) [...] es ist
ja auch noch was anderes, wenn's deine Kiiche ist oder dein Schlafzim-
mer. Das ist ja doch nochmal vielleicht ne andere Ebene. (Ausschnitt
Transkript 7)

Auch hier wird also darauf verwiesen, dass das Zuhause in Bezug auf die
Anforderungen an Privatheit unterschiedlich kartiert ist. In diesem Fall hat
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sich die Person fiir eine Alexa im Schlafzimmer entschieden, aber offenbar
ausfiihrlich reflektiert, wie sie im Falle eines Datenmissbrauchs reagieren
wiirde, wenngleich sie die Aussage in einen Scherz kleidet; es bleibt den-
noch zu bezweifeln, dass eine akustische Ahnlichkeit der Stimmen zu einer
tatsachlichen ,Obfuscation fiihrt, also der Unmdglichkeit einer Personali-
sierung durch Verschleierung. Welche konkreten Folgen ein Abhdren des
Schlafzimmers haben konnte, wird nicht ausgefiihrt, jedoch scheint hier
Scham eine Rolle zu spielen. Diese Scham speist sich aus Erfahrungen im
Analogen - der Smart Speaker wird gewissermafien vermenschlicht, indem
er behandelt wird wie ein potenzieller Stalker. Dies sagt wenig aus iiber die
tatsichliche potenzielle Verwendung von Sprachdaten, verdeutlicht aber,
dass das Analoge als Blaupause der Erfahrung die Referenz fiir die Ein-
schdtzung von Privatheitsbedrohungen bildet.

Analogisierung ist ein hdufig gewéhltes Mittel fiir die Bearbeitung von
potenziellen Privatheitsbedrohungen. Die Grundlage dafiir kann freilich
stark differieren. So berichtet mir im nichsten Interviewausschnitt ein Ge-
sprachspartner, dass er gelegentlich Themen bespreche, die sich am Rande
der Legalitit bewegten:

LAber...nee, z. B. Kontonummern et cetera, ne? Sowas ist dort nicht
hinterlegt und sowas kriegen die dort auch nicht raus, und sowas nenn
ich auch nicht, indem ich sage, Alexa hier ist meine Kontonummer, ne?
[...] In diesem Raum ist das vollig ok, da kann man frei sprechen. Wenn,
dann driick ich auf‘s Mikro, wenn’s hier mal um Dinge geht, die...das
mach ich auch:* (Ausschnitt Transkript 5)

Zuniachst definiert mein Gesprachspartner Informationen, die er nicht tei-
len wiirde; dies betrifft - wenig tiberraschend - Finanzdaten. Dabei ist
aufschlussreich, dass er es laut Aussage vermeidet, seine Kontonummer in
der Nihe der Smart Speaker laut auszusprechen; er behandelt den Smart
Speaker entsprechend wie eine dritte Partei und sensible Daten in seinem
Wohnraum wie ein Geheimnis. Zwar ist nicht klar, ob die Informationen
zum eigenen Nachteil eingesetzt werden konnen, aber die bewéhrte Praxis

4 Der Begriff der Obfuscation bezeichnet eine Verschleierungstaktik, die sich die Eigen-
heiten digitaler Technik zu eigen macht. In ihrem gleichnamigen Buch geben die
Autor:innen Nutzer:innen eine Handreichung, ihre digitalen Spuren durch bestimmte
Praktiken vor Missbrauch zu schiitzen (Nissenbaum/Brunton 2016). Die Verschleie-
rung der eigenen Informationen als spezifischen Umgang mit Fragen der informatio-
nellen Selbstbestimmung als Subjektivierungsangebot des 21. Jahrhunderts beschreibt
Carsten Ochs als blurry self (Ochs 2022, S. 435f.).
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des Verheimlichens wird nichtsdestotrotz angewandt. Anschlielend kommt
er auf Situationen zu sprechen, in denen er den Smart Speaker ausschalten
wiirde: ,,[W]enn’s hier mal um Dinge geht® bezieht sich auf, so wird an
anderer Stelle deutlich, Gespriche iiber Drogenkonsum. Hier &ffnet sich
also ein Graben, der mit Vertrauen nicht {iberbriickt werden kann und
der eine Handlung nétig macht, die dieses Unsicherheitsgefiihl bearbeitet.
Dabei bleibt unklar, ob den Mikrofonschalter zu driicken geeignet ist, die
rdumliche Integritdt wiederherzustellen. Ein anderer Gesprachspartner be-
merkt auf meine Frage hin, ob er ab und an das Mikrofon stumm schalte,
entsprechend: ,Wenn ich [mit dem Abhdren in bestimmten Situationen]
ein Problem hitte, dann wiirde ich wahrscheinlich eher den WLAN-Ste-
cker, also den Rooterstecker ziehen:“ (Ausschnitt Transkript 7). Hier zeigt
sich also eine weitergehende Praxis der Analogisierung. Man konnte kon-
statieren, dass im ersten Fall ein Vertrauen in das Versprechen der Anbieter,
die Aufzeichnung iiber die Mikrofontaste kontrollieren zu kdnnen, besteht,
das im zweiten Fall als Teil des Risikos minimiert werden soll. Dennoch
ist das Ziel, ndmlich das Herstellen eines analogen Zustandes identisch; die
Wahl der Mittel differiert mit unterschiedlichem Attachment, das sich hier
in einer spezifischen Risikoabwiagung dufSert.

Abschlielend berichte ich von einem Gesprachspartner, der ebenfalls in
einer lindlichen Region beheimatet ist. Er ist Pendler und daher unter der
Woche viel unterwegs; in Bezug auf Smart Speaker ist er duflerst bewandert
und programmiert sogar eigene ,Skills; also Anwendungen fiir den Smart
Speaker; so beispielsweise auch ein elektronisches Tiirschloss, das sich auf
einen Sprachbefehl hin 6ffnet. Gefragt, ob das fiir ihn nicht ein Risiko
darstelle, kontert er mit dieser launigen Erkldrung:

»Ich wohn hier [...] im Dorf, und es sind so viele alte Leute hier bei mir
rundrum - wir sind, glaube ich, mit die Jiingsten - die sind den ganzen
Tag daheim. Also, ich brauch eigentlich auch gar keine Alarmanlage.
Weil, wenn ich Besuch bekomme, dann wissen die das auf jeden Fall,
und wenn meine Partnerin nicht da ist, dann weif8 auf jeden Fall meine
Partnerin spitestens einen halben Tag spiter, dass hier Besuch da war.
Und so ist's auch andersrum. Wenn fiir sie Besuch da ist, und ich bin
nicht da, und ich komm das Wochenende heim, dann hab’ ich garantiert
einen halben Tag spiter die Information, wer hier in der Woche alles
ein- und ausgegangen ist. Das funktioniert ganz gut bei uns (lacht).
(Ausschnitt Transkript 1)
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Auf ein potenzielles Risiko durch die Programmierung des Tiirschlosses
iber den Smart Speaker wird hier gar nicht dezidiert eingegangen. Viel-
mehr wird mit der Eigenheit des Sozialraumes eines kleinen Dorfes ar-
gumentiert: Die nachgerade panoptischen Zustinde machen einen Miss-
brauch der Technologie unwahrscheinlich. Es wird auf einen Raum verwie-
sen, der iibersichtlich und vorhersehbar strukturiert ist. Daher ist auch
nachrangig, ob diese Beschreibung tatsichlich den Hintergrund fiir die
Risikoeinschitzung bildet. Vielmehr ist der Verweis auf analoge Prinzipien,
die das Sozialleben in diesem Dorf kennzeichnen, zentral. Die Potenzialitat
eines Missbrauchs der Smart Speaker-Technologie wird verhandelt, aber
entkriftet durch den Verweis auf etablierte analoge Praktiken der Beob-
achtung und miindlichen Kommunikation. Bemerkenswerterweise wird
hier, in humoristischer Weise und provokanter Zuspitzung, die Bereitschaft
angezeigt, sich {iberwachen zu lassen. Wenn sie der eigenen Sicherheit
zutréglich ist, sei eine - hier beinahe fiirsorgliche — Uberwachung durchaus
wiinschenswert.

Das Analoge bildet also einerseits den Ausgangspunkt der Einschitzung
der Privatheitsbedrohung durch den Smart Speaker wie den Fluchtpunkt
der Versicherung. Im Analogen haben Menschen gelernt, Privatheitsbedro-
hungen zu moderieren; durchgehend muss in verschiedenen Kontexten
und sozialen Konstellationen das Verhiltnis von Offenbarung und Ver-
heimlichung austariert werden. Im Kontakt mit dem Smart Speaker 15st
sich diese Gewissheit auf, weil die Kriterien der Einschatzung verschwim-
men; es bedeutet einen immensen Aufwand, eine gewissenhafte Priifung
der tatsidchlichen Bedrohung vorzunehmen, und zugleich verbleibt vieles
im Unklaren und kann nicht abschlielend eingeschitzt werden.®> Es zeigt
sich auflerdem in diesem Zusammenhang, dass Dimensionen der Privat-
heit , wie von Beate Rossler erarbeitet (lokal, informationell, dezisional)
zwar theoretisch unterscheidbar, allerdings empirisch miteineinander ver-
zahnt sind - die Entscheidung iiber den Informationsfluss etwa ist stets

5 So macht beispielsweise das BSI (Bundesamt fiir Sicherheit in der Informationstech-
nik) acht Empfehlungen, um die eigene Privatsphire vor potenziellen Ubergriffen
via Smart Speaker zu schiitzen: 1. Separates WLAN einrichten; 2. Smart Speaker mit
Bedacht platzieren; 3. Personalisierte Sprachprofile; 4. Passwortsicherung; 5. Daten-
schutzeinstellungen anpassen; 6. Gespeicherte Daten kontrollieren; 7. Nur vertrauens-
wiirdige (sic!) Erweiterungen installieren; 8. Smart Speaker abschalten, vgl.: https://so
cial.bund.de/@bsi/112002894812746815 (zuletzt aufgerufen am 28.2.2024). Diese Maf3-
nahmen benoétigen einigen Aufwand oder Technikkompetenz; bemerkenswerterweise
werden auch hier Techniken der Analogisierung empfohlen (Nr. 2 und 8).
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lokal gebunden und macht eine Umsetzung in einem konkreten materiellen
Arrangement notig.

Das Analoge, als primére Referenz personlicher Erfahrung - kondensiert
im Attachment - bildet den Hintergrund der Einschétzung uniiberschauba-
rer Zusammenhinge. Zugleich ist die Uberfiihrung in das Analoge, etwa
durch das Ziehen des Steckers, eine Strategie, einen kontrollierbaren Raum
zu schaffen, und mithin das Mittel, Sicherheit zu schaffen in Situationen,
in denen Vertrauen keine Option ist. Dabei wirkt die Analogisierung auf
eine denkwiirdige Weise unzeitgemdfl und spiegelt gewissermaflen eine
Uberforderung angesichts der rasanten digitalen Transformation. Kreativ
sind diese Formen der Privatisierung in pragmatistischem Sinne allemal,
als sie eine individuelle und erfahrungsgeleitete Auseinandersetzung be-
schreiben; dem Anspruch, tatsdchlichen Privatheitsbedrohungen angemes-
sen zu begegnen, werden sie dabei jedoch nicht gerecht. Das Attachment
als Theorieangebot ist geeignet, zu erklaren, wieso Personen auf diese Stra-
tegien zuriickgreifen — in der Empirie tritt die Verhaftung der Gesprachs-
partner:innen in analogen Zusammenhingen deutlich zu Tage und bildet
den Hintergrund der jeweiligen Formen der Privatisierung. Dies verweist
jedoch zugleich auf eine iibergeordnete Problematik: Die Komplexitat der
datendkonomischen Infrastrukturen im Kontext der digitalen Transforma-
tion fiihrt zu einer Hilflosigkeit, die entweder nur durch Vertrauen - be-
gleitet von spezifischen Rationalisierungen und gelegentlich garniert mit
Fatalismus und Zynismus - oder durch gleichsam antiquierte Strategien
der Analogisierung, die hochstens situativ Sicherheit verschaffen, aufgelost
werden kann.

6. Fazit

Dieser Beitrag hat gezeigt, dass Menschen potenzielle Privatheitsbedrohun-
gen durch Smart Speaker vor dem Hintergrund eines spezifischen Attach-
ments vornehmen. Wie Menschen sich dieser Bedrohungen bewusst sind,
wie sie ein potenzielles Risiko bewerten und welche Schritte sie zur Wah-
rung ihrer Privatheit unternehmen, ist dabei von Person zu Person ver-
schieden und als erfahrungsgeleitete Auseinandersetzung zu verstehen. Das
Attachment prigt dabei einen bestimmten Umgang mit Privatheitheitsan-
spriichen vor; das betrifft Routinen der Selbstinformation zur Bearbeitung
von Unsicherheit oder die Verarbeitung von potenziellem Risiko ebenso
wie konkrete Schritte der Privatisierung. Menschen behandeln Fragen der
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Privatheit in der Smart Speaker-Nutzung mit den Mitteln, die sie fiir geeig-
net halten und die ihnen als Bearbeitungsmodi vertraut sind. Dabei wurde
gezeigt, dass diese Bearbeitungen in bestimmten Formen des Vertrauens
sowie der Analogisierung miinden; diese weisen insofern Ahnlichkeit auf,
indem sie in unterschiedlicher Intensitdt Risiko bearbeiten. Freilich sind
sie i. d. R. nicht geeignet, ein Risiko tatsdchlich aufzulésen: Ob Vertrauen
sich gelohnt hat, ist allein im Nachhinein zu beurteilen, und auch, ob
Analogisierung zum Schutz der Privatheit geeignet ist, bleibt zumindest
fraglich. Dass Menschen trotz ausgestellter Sensibilitit keine umfassenden
Mafinahmen zum Schutz ihrer Privatheit ergreifen oder diese sich nicht
eignen, das Risiko auszuschlieflen, ist, soviel ist deutlich geworden, zwar
als widerspriichliches, allerdings nicht zielfiihrend als paradoxes Verhalten
zu bezeichnen. Die jeweilige Form des Vertrauens oder der Analogisierung
und die entsprechende argumentative Manifestation griindet vielmehr in
einem spezifischen Attachment, das Ausdruck der jeweiligen Erfahrungsbe-
stande der Person ist.

Eine pragmatistische Perspektive legt nahe, dass sich mogliche Inkonsis-
tenzen nicht zuletzt aus der fehlenden Widerstindigkeit des digitalisierten
Umfelds ergeben - abgesehen etwa von personalisierter Werbung bleibt
das Potential vollkommen unbestimmt, in welchem MafSe Datensammlung
auf die Lebenswirklichkeit der Nutzer:innen zuriickwirkt. Das Risiko ist
schlichtweg nicht greifbar, da mogliche Konsequenzen nur in den seltens-
ten Fillen auftreten, sondern i. d. R. Gegenstand fiktiver Gedankenspiele
bleiben. Es besteht daher kaum eine Veranlassung, Privatisierung als An-
spruch ernstzunehmen und entschiedene MafSnahmen zur Privatisierung
im Alltag zu ergreifen. Insofern verweist das vermeintliche Paradoxon ei-
nes nachldssigen Umgangs mit Privatheitsbedrohungen durch den Smart
Speaker, bei gleichzeitigem Bewusstsein iiber die Datenaneignung durch
privatwirtschaftliche Akteure, auf konkrete Defizite: Die unzureichende
Kenntnis in Bezug auf technische Zusammenhinge und die Verwertungs-
ketten in einer globalen Datendkonomie und damit einhergehenden Risi-
ken. Diese Umstinde machen deutlich, dass die digitale Transformation
in einem Tempo von Statten geht, das es schwerlich moéglich macht,
in Privatheitsfragen aufgrund eigener Erfahrungsbestdnde angemessen zu
agieren; insofern stellen Konzepte wie informationelle Selbstbestimmung
Nutzer:innen héufig vor kaum zu l6sende Aufgaben - eine Erkenntnis, die
als Aufforderung fiir systemische Losungen dieser Fragen auf rechtlicher
Ebene ebenso wie fiir verstirkte, institutionell verankerte und gesamtgesell-
schaftlich angelegte Aufklarungsarbeit verstanden werden muss.
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