Zweiter Teil
Die Maschine lernt — auch anhand urheberrechtlich
geschiitzter Daten?

Das auf viele urheberrechtliche Sachverhalte zutreffende Gleichnis ,,Zwerge
auf den Schultern von Riesen‘!'* beschreibt Modelle maschinellen Lernens
ziemlich genau. Ohne Trainingsdaten ist selbst das beste (trainingsdatenba-
sierte) Modell nicht zu verwenden,'" und mit der Qualitit und Quantitit die-
ser Daten steigen und fallen die Qualitit der Ergebnisse sowie die Nutzbarkeit
des Modells. Auf das Gleichnis iibertragen sind die Modelle vergleichsweise
kleine Gebilde — Zwerge — die auf monumentalen Datensammlungen — Rie-
sen — aufsetzen. Aus dieser Perspektive wird die Relevanz der Trainingsdaten
besonders deutlich.

Im Zuge dessen stellen sich die Fragen, was im Trainingsprozess eigentlich
mit den Trainingsdaten passiert: Werden etwa urheberrechtlich relevante
Handlungen vorgenommen? Inwiefern konnten die Trainingsdaten im fertigen
Modell enthalten sein? Liegt eine Bearbeitung oder eine freie Benutzung
vor, oder findet das Urheberrecht hier gar keine Anwendung? Wie stehen
die Text- und Data-Mining-Schranken § 60d UrhG bzw. § 44b UrhG-E zu
maschinellen Lernprozessen?

Von der Diskussion in dieser Arbeit ausgenommen ist die Frage, wie eine
Sammlung von Trainingsdaten selbst geschiitzt sein kann. Die fiir alle Text-
und Data-Mining-Verfahren gleichermallen vorzunehmenden Handlungen
zur Sammlung der Daten bzw. Datenkorpuserstellung im Vorfeld bediirfen
keiner gesonderten Betrachtung fiir Zwecke des Machine Learnings. Hier
diirften die allgemeinen Regeln des Datenbankschutzes nach § 4 Abs. 2 UrhG
und §§ 87a ff. UrhG anwendbar sein, ohne dass sich aus der Natur des Machine
Learning-Kontextes Besonderheiten ergeben.!!

114 Ursprung vermutlich in einem Brief von Peter von Blois an Reginald, Bishop of
Bath, Epistolae 92 (1180), zitiert in Merton, On The Shoulders Of Giants, S. 216 f..

115 Es sei denn, es handelt sich um ein trainingsdatenloses selbstlernendes Modell, das
allein anhand von Regeln und Reinforcement lernt, wie z. B. AlphaGo, vgl. https://
deepmind.com/research/case-studies/alphago-the-story-so-far (Stand: 22.02.2021),
das als Input lediglich das Go-Feld bekommt.

116 Den Schutz als Datenbankwerk gem. § 4 Abs. 2 UrhG eher ablehnend, fiir eine
Anwendung von §§ 87a ff. UrhG und auch weitere Schutzmdglichkeiten diskutierend
Hacker, GRUR 2020, 1025, 1028.
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§ 3 Urheberrechtlich relevante Vorgidnge im maschinellen
Lernprozess

Zunichst erfolgt eine Analyse der technischen Vorginge des Einlesens und
des Trainings anhand der eingelesenen Daten (Trainingsdaten), um daraus
auf eventuell urheberrechtlich relevante Vorgidnge zu schlussfolgern. Daran
schlieft sich eine Darstellung der geltenden und der im Rahmen der Umset-
zung der DSM-Richtlinie zu erwartenden Schranken an, um eine Einordnung
aus der Perspektive unterschiedlicher Nutzergruppen vornehmen zu kénnen.

A. Technische Beleuchtung des maschinellen Lernprozesses

Um die eingangs gestellten Fragen zu beantworten, erscheint es dienlich, den
ablaufenden Prozess genauer unter die Lupe zu nehmen und dabei den Fokus
auf die Trainingsdaten zu legen. Dabei ist freilich eine Betrachtungsweise
zu finden, die so abstrakt ist, dass sie auf eine Vielzahl unterschiedlicher
ML-Modelle anwendbar ist, und gleichzeitig konkret genug, um die urheber-
rechtlichen Fragen zufriedenstellend beantworten zu kdnnen.

Der Prozess des maschinellen Lernens lisst sich grob in vier Phasen
unterteilen, die in Abbildung 3.1 gezeigt sind. Die erste Phase umfasst die
Sammlung und Organisation der Daten, die hier nicht weiter thematisiert wer-
den. Wenn die Datensammlung abgeschlossen ist, werden die Daten entweder
direkt in das den Trainingsprozess ausfiihrende Programm oder zunichst in
ein anderes Programm eingelesen, dass die Daten fiir den Trainingsprozess
anpasst und aufbereitet. Daran schlief3t sich der eigentliche Trainingsprozess
an, mit dem Ziel, ein trainiertes Modell zu produzieren (hier abgebildet sind
zwei Moglichkeiten, die auch im weiteren Verlauf diskutiert werden: Modelle
in sog. Baumstrukturen und in sog. Netzwerkstrukturen). Wenn das Modell
trainiert ist, kann es eingesetzt bzw. fiir den Einsatz bereitgestellt werden.

Nicht abgebildet, weil fiir die Fragestellung in diesem Kapitel nicht rele-
vant, ist die Entwicklung des Modells, das die Trainingsdaten spiter verwen-
det. Diese Entwicklung kann vor der Trainingsdatensammlung stattfinden
(sodass gezielt nach Daten fiir das Modell gesucht werden kann), oder anhand
vorhandener Daten erfolgen und mitunter auch wihrend des Trainingspro-
zesses iterativ Anpassungen erfordern.
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Abbildung 3.1: Phasen des Machine Learning-Prozesses, eigene Darstellung.

Die folgenden Ausfiihrungen beschrinken sich auf die Einlese- und Trai-
ningsvorgange.

I. Einlesevorgang und Analyse bzw. Aufbereitung der Trainingsdaten

Grundsitzlich wird im Einlesevorgang jeder Datensatz der Datenbasis einzeln
auf die gleiche Weise analysiert (und nicht etwa die Trainingsdatensammlung
als Ganzes).!!” Welche Analyseschritte vorgenommen werden, ist davon ab-
hingig, fiir welche Vorgehensweise der Entwickler sich entscheidet, weshalb
diese Vorbereitung bzw. Aufbereitung der Trainingsdaten fiir jedes ML-
Modell unterschiedlich gestaltet sein kann. Beispiele fiir Analyseschritte sind
das Einlesen eines Bildes in ein von dem Modell verarbeitbares Dateiformat
oder ein Zusammenschneiden des Bildes auf eine bestimmte Grofle, sowie
die Bereinigung der Daten von sogenannten ,,Ausreillern, die aufgrund
ungewdhnlicher Werte zu Verzerrungen fiihren konnten. '

117 Vgl.  z.B. die Vorgehensweise des FEinlesens von  Trainings-
datenbildern in image_dataset.py ab Zeile 211 bzw.
paths_and_labels_to_dataset(...) und path_to_image(...),
https://github.com/tensorflow/tensorflow/blob/v2.4.1/tensorflow/python/keras/
preprocessing/image_dataset.py (Stand: 22.02.2021).

118 Osinga, Deep Learning Cookbook, S. 22 f.; Johnstone, What it Means to ,,Clean*
Data and ,,Train* Machine Learning Algorithms.

64

- am 12.01:2026, 08:20:25. [T


https://doi.org/10.5771/9783748912453-61
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

A. Technische Beleuchtung des maschinellen Lernprozesses

1. Einlesen einzelner oder aller Datensitze

Die Trainingsdatensammlung kann in unterschiedlichster Form vorliegen:
Beispielsweise als eine Vielzahl von Dateien in Ordnern (jede Datei ent-
spricht dann einem Trainingsdatum) oder auch als einzelne Datei (etwa ein
Textdokument'!® oder eine MySQL-Datenbank!?°).

Der Unterschied ist aber fiir die urheberrechtliche Analyse unerheblich,
da es letztendlich auf den Zustand vor dem Beginn und nach dem Abschluss
des Einlesevorgangs aller Daten ankommen wird.

2. Umwandlung der Daten in ein maschinenlesbares Format

Damit ein Machine Learning-Modell mit der Trainingsdatensammlung arbei-
ten kann, muss es auf diese Daten zugreifen konnen. Die zu nutzende Datei
wird dafiir voriibergehend in den Arbeitsspeicher geladen. Fiir das Training
von KNN wird der Input in einen Tensor'?' oder eine andere Repriisentati-
onsform der Daten ,,libersetzt“. Die folgenden Ausfiihrungen beschrinken
sich auf die Vorgehensweise mit Tensoren. Fiir eine Bilddatei mit einer Di-
mension von 20 mal 20 Pixeln bedeutet das, dass ein Tensor entsteht, der
fiir jedes Pixel drei Werte (RGB) enthilt.!>? Oder anders gesagt: es entsteht
im Arbeitsspeicher ein Konstrukt dhnlich einem Setzkasten mit drei Etagen,
wobei jede Etage aus 20 mal 20 Feldern besteht. Die oberste Etage enthilt die
Rotwerte (R), die mittlere die Griinwerte (G) und die untere die Blauwerte
(B). Angenommen, das Pixel in der oberen linken Ecke des Bildes hat den
Farbwert ,,255, 242, 0“2 (gelb, vgl. Abbildung 3.2), dann erhilt das Feld
der obersten Schicht in der oberen linken Ecke den Wert ,,255, das Feld der
Griinschicht den Wert ,,242° und und das Feld der Blauschicht den Wert ,,0%.
Der Machine Learning-Algorithmus arbeitet nur auf der Tensor-Version des
Inputs.

119 Dann kdnnte etwa jedes Wort oder jeder Satz ein Trainingsdatum darstellen.

120 MySQL ist ein Datenbankformat, das bspw. ein Backup einer Datenbank in einer
einzigen Datei speichern kann, vgl. z. B. https://dev.mysql.com/doc/refman/8.0/en/
mysqldump.html (Stand: 22.02.2021).

121 Tensoren sind Vektoren mit mehreren Dimensionen, vgl. z. B. Osinga, Deep Learning
Cookbook, S. 1.

122 Der Tensor hitte also die Form (20,20,3) — vgl. https://www.tensorflow.org/tutorials/
load_data/images#visualize_the_data (Stand: 22.02.2021).

123 In der hier gewihlten Schreibweise ist Schwarz definiert als 0, 0, O und WeiB als
255, 255, 255.
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Abbildung 3.2: Bild mit 4x4 Pixel, eigene, stark vergroerte Darstellung.
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Abbildung 3.2 veranschaulicht die Umwandlung der Werte. Links ist ein
Ausgangsbild — also ein Beispiel fiir mogliche Trainingsdaten — abgebil-
det,'?* rechts die Farbwerte in den ,,Setzksten®, die ausgelesen werden. Aus
den ermittelten Werten konnte das Ausgangsbild wiederhergestellt werden,
die Werte sind lediglich eine maschinenlesbare Transformation des Aus-
gangsbildes, die dann im Trainingsvorgang verwendet wird. Die Art der
Repriésentation ist stark abhéngig von der Art der verwendeten Ausgangsda-
ten und dem geplanten Vorgehen im Trainingsprozess.

Ein Blick in die Praxis offenbart, dass etwa eine in TensorFlow bzw.
Keras iibliche Vorgehensweise nicht einen Tensor fiir jedes einzulesende
Bild erzeugt, sondern einen image_batch-Tensor der Form (<Anzahl
Bilder>,<Anzahl Pixel vertikal>, <Anzahl Pixel horizontal>, <Farbkanile>),
der die Werte aller eingelesenen Bilder enthiilt.'*> Auf das Beispielbild in 3.2
iibertragen hitte der Tensor also die Form (1, 20, 20, 3). Dies stellt jedoch
lediglich eine Moglichkeit dar, Daten einzulesen, die Umsetzung ist von
den Vorlieben des Entwicklers und der eingesetzten Technologie sowie der
Beschaffenheit der Trainingsdaten abhingig.

Im Anschluss an die Umwandlung in das Tensor-Format erfolgen mogli-
cherweise noch weitere Anpassungsschritte: Fiir KNN empfiehlt TensorFlow
beispielsweise die Umwandlung der RGB-Werte, die zwischen 0 und 255

124 Die Farbnamen dienen nur der Veranschaulichung der Pixelwerte.

125 Dies ist der Fall bei Verwendung der Funktion
image_dataset_from directory(...), vgl. https://www.tensorflow.
org/tutorials/load_data/images (Stand: 22.02.2021). Diese Funktion erzeugt
ein Dataset-Objekt, das unter anderem den image_batch-Tensor und den
labels_batch-Tensor enthilt.
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A. Technische Beleuchtung des maschinellen Lernprozesses

liegen, in eine Reprisentation die sich zwischen 0 und 1 bewegt.!*® Dadurch
entsteht ein neues Dataset, bzw. ein neuer Tensor, der die angepassten
Werte enthilt.

II. Trainingsvorgang

Im Rahmen des Trainingsvorgangs werden die zuvor eingelesenen und vor-
bereiteten Daten im Modell durchlaufen. An dieser Stelle wird von der Wie-
dergabe mathematischer Funktionen zur Erkldrung des Trainingsvorgangs
abgesehen, da diese nicht dem Verstindnis zutriglich wiren. Stattdessen
erfolgt eine abstrakte Beschreibung.

Im Rahmen eines typischen Trainingsvorgangs laufen die folgenden Schrit-
te ab (der genaue Prozess ist davon abhingig, was mit welchen Mitteln mit
dem Modell erreicht werden soll):'?’

Abhingig von der Wahl und der Art des ML-Modells wird zunéchst jeweils
ein Tensor eingelesen und dann durch das Modell ,,geleitet™.

Fiir den Fall von KNN bedeutet das, dass fiir jeden Wert des eingelese-
nen Datums ein Inputneuron den Wert iibergeben bekommt, ggf. analysiert
und je nach Ergebnis der Analyse und Architektur des Netzes das Ergebnis
an alle oder ausgewihlte Neuronen der nichsten Schicht weiterleitet. Das
weitergeleitete Ergebnis ist mithin unter anderem abhingig von der dem
Neuron zugewiesenen Funktion, bzw. den dem Neuron zugewiesenen Werten
fiir Gewicht und Bias (vgl. oben § 2 B.IL.2.). Weitergegeben wird also nicht
ein Teil des Trainingsdatums, sondern das Ergebnis einer Berechnung. Die
Neuronen der letzten Schicht reprisentieren das Ergebnis des Durchlaufs:
so konnte fiir {iberwachtes Lernen jedes Neuron der letzten Schicht einem
Label entsprechen. Das Neuron, das in der letzten Schicht aktiviert wird,
entspricht dem Label, das das KNN im aktuellen Zustand dem eingelesenen
Trainingsdatum zuweisen wiirde. Um den Lerneffekt zu erzielen, erfolgt ein
Abgleich des errechneten Ergebnisses mit dem im Voraus dem Trainings-
datum zugeordneten Label. Bei Abweichungen nimmt ein Lernalgorithmus
Anpassungen der variablen Werte in den Neuronen im KNN vor. Dieser Op-
timierungsvorgang erfolgt so lange, bis entweder zum Beispiel eine gewisse

126 Vgl. https://www.tensorflow.org/tutorials/load_data/images#standardize_the_data
(Stand: 22.02.2021).

127 Vgl. z.B. Beschreibung auf https://pytorch.org/tutorials/beginner/blitz/neural
networks_tutorial.html#sphx-glr-beginner-blitz- neural-networks- tutorial-py (Stand:
22.02.2021).
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§ 3 Urheberrechtlich relevante Vorginge im maschinellen Lernprozess

Fehlerquote unterschritten wird oder eine zuvor definierte maximale Anzahl
Trainingsvorgédnge durchgefiihrt wurde.

Die Einzelheiten dieser Vorgehensweise sind abhidngig vom eingesetzten
System, jedoch hier nicht weiter relevant.'”® Bemerkenswert ist, dass die
gesamte Vorgehensweise einen Optimierungsprozess darstellt, in dem sta-
tistische Funktionen zum Einsatz kommen und in dem nicht das gesamte
Trainingsdatum gleichmiBig verwertet wird, sondern indem lediglich an-
hand der eingelesenen Trainingsdaten Optimierungen der Werte im Modell
vorgenommen werden.

B.  Urheberrechtliche Relevanz des Einlese- und des Trainingsvorgangs

Auch in urheberrechtlicher Hinsicht ist zwischen dem Einlesevorgang und
dem Trainingsvorgang zu unterscheiden. Im Rahmen des ersten konnten
urheberrechtlich erhebliche Vervielfiltigungs- und Bearbeitungshandlungen
angenommen werden (dazu sogleich), wihrend zweite nur mit Referenzen
bzw. Reprisentationen der bereits eingelesenen Daten arbeitet und diese in
der Regel nicht weiter vervielfiltigt. Auch fiir das TDM wurde festgestellt,
dass die eigentliche automatisierte Auswertung der Daten keinen urheber-
rechtlich relevanten Vorgang darstellt'? (wobei davon ausgegangen wird,
dass — sobald die Daten vorbereitet sind — im Rahmen der Auswertung keine
Vervielfiltigungen mehr vorgenommen werden).!

I.  Vervielfiltigung, § 16 UrhG

Im Rahmen des zuvor beschriebenen Einlesevorgangs'®' konnten gem.
§8§ 15 Abs. 1 Nr. 1, 16 UrhG dem Urheber vorbehaltene Vervielféltigungen
entstehen. Ansatzpunkte fiir mogliche Vervielféltigungen sind das Einlesen
der Daten in den Arbeitsspeicher, die sich daran anschlieBende Umwandlung

128 Eine mathematische und praktische Einfiihrung gibt z. B. Nielsen, Neural Networks
and Deep Learning; aulerdem gut verstindlich Patterson/Gibson, Deep Learning,
S. 27 ff.; Goodfellow et al., Deep Learning Handbuch, S. 107 ff..

129 BT-Drs. 18/12329, S. 40.

130 Wandtke/Bullinger—Bullinger, PK UrhR, § 60d Rn. 15; Dreier/Schulze—Dreier,
UrhG, § 60d Rn. 4; Erw.Gr. 8 DSM-RL nennt als u. U. erlaubnispflichtigen Vorgang
~wihrend des Vorgangs des Text und Data Mining* die Normalisierung von Daten.

131 S.dazu §3 AL.
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B. Urheberrechtliche Relevanz des Einlese- und des Trainingsvorgangs

in einen oder mehrere Tensoren sowie etwaige Anpassungen der Werte der
Tensoren.

Vervielféltigungen sind ,,korperliche Festlegungen, die geeignet sind, das
Werk den menschlichen Sinnen auf irgendeine Weise unmittelbar oder mittel-
bar wahrnehmbar zu machen®.'3> Nach dieser aus der Gesetzesbegriindung
hervorgehenden Definition der Vervielfiltigung kommt es lediglich darauf
an, dass die Festlegung geeignet ist, das Werk wahrnehmbar zu machen, und
nicht darauf, ob dies auch beabsichtigt ist. Der Zweck der Vervielfiltigung
ist also nicht zu berticksichtigen.

Die Behandlung der voriibergehenden Festlegung im Arbeitsspeicher als
Vervielfiltigung ist umstritten.'*®> An dieser Stelle kann die Einordnung
jedoch moglicherweise dahinstehen, wenn in einem der weiteren Schritte des
Einlesevorgangs eine Vervielfiltigung erfolgt.

Zu kldren ist, ob die korperliche Festlegung des Werkes in Form der Um-
wandlung in einen Tensor eine Vervielféltigung darstellt. Diese Umwandlung
erfolgt einzig zu dem Zweck, das Trainingsdatum fiir den ML-Prozess nutz-
bar zu machen. Bezweckt ist mithin nicht, dass diese umgewandelte Form
nach Abschluss des Prozesses fiir den Menschen sichtbar ist. Wie jedoch
eingangs festgestellt, ist der Zweck der Festlegung unerheblich, solange diese
geeignet ist, das Werk den menschlichen Sinnen wahrnehmbar zu machen.

Grundsitzlich kdnnten die Tensoren in die urspriingliche Form der Trai-
ningsdaten zuriickgewandelt werden. Es ist gerade das Ziel des Umwandlungs-
vorgangs, die Trainingsdaten in der Gestalt der Tensoren einzeln ansteuern zu
konnen, und dabei alle relevanten Informationen, die in den Trainingsdaten
enthalten sind, in Tensoren abzulegen. Besonders deutlich wird die Bezie-
hung zwischen Originaldatum und Tensor bei der Umwandlung von Bildern:
Hier werden regelmiBig die einzelnen Pixel untersucht und in den Tensoren
abgelegt.'** Es ist moglich, den Einlesevorgang umzukehren und das Bild
aus den Tensoren wieder sichtbar zu machen.!3> Mithin sind die Tensoren

132 BT-Drs. IV/270, S. 47.

133 Vgl. OLG Hamburg ZUM 2001, 512, 513 — Roche Lexikon Medizin; Dreier/Schulze—
Schulze, UrhG, § 16 Rn. 13; Loewenheim—Loewenheim, Handbuch Urheberrecht,
§ 20 Rn. 11; eine Vervielfiltigung ablehnend KG ZUM 2002, 828, 830: Der Zustand
im Arbeitsspeicher sei von der ,,Fortdauer der Energieversorgung des Rechners*
abhingig, weshalb nicht von einer korperlichen Festlegung zu sprechen sei.

134 Vgl. dazu schon § 3 A.L.2..

135 Vgl. z. B. die Diskussion dazu hier https://github.com/pytorch/pytorch/issues/30655
(Stand: 22.02.2021).
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§ 3 Urheberrechtlich relevante Vorginge im maschinellen Lernprozess

mittelbar dazu geeignet, die eingelesenen Daten fiir die menschlichen Sinne
wahrnehmbar zu machen, eine Vervielfiltigung liegt also vor.'3¢

Zudem erfolgen moglicherweise Anpassungen der Werte in den Tensoren,
um die Verarbeitung durch den gewihlten Modelltyp zu optimieren, wie
etwa die zuvor beschriebene Umwandlung der RGB-Werte in Werte zwi-
schen 0 und 1, wofiir ein neues Dat aset-Objekt erzeugt wird.!*” Nach dem
Abschluss dieses Vorgangs existieren drei Reprisentationen der Trainingsda-
ten: die Originaldateien, der aus den eingelesenen Daten erzeugte Tensor,
sowie der Tensor mit den angepassten Werten. Beide Tensoren sind unter
Verwendung entsprechender TensorFlow-Funktionen dazu geeignet, die Ori-
ginalbilder darzustellen.'*® Insofern liegen also — in dieser angenommenen
Vorgehensweise — zwei Vervielfiltigungsstiicke von allen Trainingsdaten vor.
Die Anzahl tatséchlich erfolgender Vervielfiltigungen ist von der konkreten
Umsetzung durch den Entwickler abhéingig. Es ist aber davon auszugehen,
dass im Rahmen des Einlesevorgangs mindestens eine Vervielfiltigung er-
folgt,'* niimlich wenn der Tensor der Trainingsdaten angelegt wird.

Dass im sich an die Einlese- und Umwandlungsvorgéinge anschliefen-
den Trainingsprozess keine urheberrechtlich relevanten Vervielfiltigungen
entstehen, wurde bereits eingangs festgestellt.!*?

II. Bearbeitung oder Umgestaltung, § 23 S. 1 UrhG

In dem dargestellten Einlese- und Umwandlungsprozess konnte nicht nur
eine Vervielfiltigung, sondern auch eine Bearbeitung gem. § 23 S. 1 UrhG
entstehen. Im Rahmen einer Bearbeitung erfolgt eine Anpassung des Werks
an andere Nutzungsformen (geldufig sind vor allem Ubersetzungen von
Schriftwerken in andere Sprachen, Verfilmungen etc.), wobei die Identitit
des Ausgangswerkes im Gegensatz zur Umgestaltung nicht verindert wird.'*!

136 Im Ergebnis so auch Deutscher Bundestag, Kiinstliche Intelligenz und Machine
Learning. Eine urheberrechtliche Betrachtung, S. 7.

137 Vgl. dazu §3 A.L2..

138 Vgl. https://www.tensorflow.org/tutorials/load_data/images#visualize_the_data_2
(Stand: 22.02.2021).

139 So auch Deutscher Bundestag, Kiinstliche Intelligenz und Machine Learning. Eine
urheberrechtliche Betrachtung, S. 7; Spindler, GRUR 2016, S. 1113.

140 Vgl. § 3B., bei Fufinote 129.

141 Vgl. BT-Drs. 1V/270, S. 51; Dreier/Schulze—Schulze, UrhG, § 23 Rn. 6.
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1. Dem Original dienende Funktion, Anpassung an andere Nutzungsfor-
men

Zunéchst miissten die im Rahmen des Einlese- und Umwandlungsvorgangs
entstandenen Représentationen der Trainingsdaten eine ,,dem Original die-
nende Funktion® erfiillen, bzw. eine Anpassung an andere Nutzungsformen
darstellen im Sinne einer Erweiterung der Verwertungsmoglichkeiten der
Originale.'*> Um bei dem Beispiel der Bilddatei zu bleiben: die urspriingliche
Nutzungsform konnte die Wiedergabe auf einem Bildschirm sein, die neue
Nutzungsform der Einsatz des Bildes zum Training eines Machine Learning-
Modells, wofiir die Anpassung in Form der Umwandlung in einen Tensor
erforderlich ist. Hinzu kommt als Kriterium fiir eine Bearbeitung eine ,,dem
Original dienende Funktion* dergestalt in Betracht, dass die Bearbeitung eine
Verwendung des Werks ermdglicht, die iiber die bisherige Verwendung hin-
ausgeht und einen weiteren Verwertungsmoglichkeitenkreis erdffnet.'*? Dies
ist hier der Fall: Das Bild, das bisher lediglich der Verwendung als Bilddatei
zugénglich war (z. B. zur Betrachtung oder Einbindung in Prédsentationen
oder Dokumente) kann nun dazu beitragen, ein Modell maschinellen Lernens
zu beeinflussen, indem das Modell im Trainingsvorgang die Werte der in
Tensoren eingelesenen Trainingsdaten beriicksichtigt. Die Umwandlung der
Trainingsdaten in Tensoren (sowie auch die anschlieBenden Anpassungen fiir
spezielle ML-Modelltypen) sind also nicht nur Vervielfiltigungen, sondern
erfiillen auch grundsitzlich die Anforderungen an eine Bearbeitung.'**

2. Freie Benutzung?

Auch wenn die grundsétzlichen Voraussetzungen einer Bearbeitung vorliegen,
konnte eventuell auch eine freie Benutzung im Sinne des § 24 UrhG vorliegen.
Dafiir miisste jedoch ein neues, eigenstindiges, schutzfihiges Werk entstehen,
wobei das Originalwerk lediglich als Anregung dienen darf.'*> Hier entspricht
jedoch der Tensor dem Ausgangswerk, die Identitit des Originalwerks wird
mithin nicht veridndert, sondern der Algorithmus ,,sieht genau das, was

142 Vgl. BT-Drs. IV/270, S. 51; Dreier/Schulze—Schulze, UrhG, § 23 Rn. 5.

143 Dreier/Schulze—Schulze, UrhG, § 23 Rn. 6.

144 Anders Deutscher Bundestag, Kiinstliche Intelligenz und Machine Learning. Eine
urheberrechtliche Betrachtung, S. 7, die nur darauf abstellen, dass lediglich eine

Formaténderung vorliege, durch die das Werk grundsitzlich nicht verdndert wird.
145 Dreier/Schulze—Schulze, UrhG, § 24 Rn. 5, 7.
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§ 3 Urheberrechtlich relevante Vorginge im maschinellen Lernprozess

ein Mensch sihe, wenn er das Bild betrachtete, man kdnnte gar von einer
Transformation sprechen. Eine freie Benutzung gem. § 24 UrhG liegt mithin
in Bezug auf den Einlese- bzw. Umwandlungsvorgang nicht vor.'46

3. Einwilligungserfordernis bei Veroffentlichung oder Verwertung

Zu beachten ist weiterhin, dass § 23 S. 1 UrhG eine Einwilligung des Ur-
hebers nur fiir den Fall erfordert, dass die Bearbeitung veroffentlicht oder
verwertet werden soll; eine Herstellung einer Bearbeitung kann demnach
auch ohne Einwilligung erfolgen,'*’ sofern es sich bei dem Original nicht
um ein Datenbankwerk'*® oder ein Computerprogramm handelt,'* und so-
fern die Bearbeitung oder Umgestaltung nicht veroffentlicht bzw. verwertet
werden soll.

a) Bearbeitung der Trainingsdatenbank?

Ob die Trainingsdaten einzeln eingelesen und umgewandelt werden oder
ob — wie in § 3 A.I.2. beschrieben — alle Trainingsdaten gemeinsam einge-
lesen und in einen einzigen Tensor (bzw. in zwei Tensoren: In der Regel
werden die Trainingsdaten in Trainings- und Validierungsdaten unterteilt)
eingelesen werden, ist wiederum von der individuellen Umsetzung abhin-
gig. Wenn, wie beschrieben, alle Trainingsdaten eingelesen werden, und
die Trainingsdatensammlung die Anforderungen an ein Datenbankwerk er-
fiillt,’ ist die Bearbeitung nach dem soeben Gesagten unabhiingig von der
Anschlussnutzung einwilligungspflichtig. Eine Differenzierung zwischen
dem Gesamtbestand der Trainingsdaten und den einzelnen Bestandteilen ist

146 Im Diskussionsentwurf, der § 24 UrhG authebt, wird in § 23 UrhG die Voraussetzung
aufgenommen, dass eine Bearbeitung oder andere Umgestaltungen insbesondere
dann unfrei sind, wenn sie keinen hinreichenden Abstand zum verwendeten Werk
wahren (§ 23 Abs. 1 S. 1 UrhG-DiskE), sodass diese Voraussetzung dann die Priifung
des ehemaligen § 24 UrhG eriibrigt, vgl. BMJV, DiskE 06/2020.

147 Vgl. auch Dreier/Schulze—Schulze, UrhG, § 23 Rn. 16.

148 Dreier/Schulze—Schulze, UrhG, § 23 Rn. 24; im Diskussionsentwurf auch explizit in
§ 23 Abs. 2 Nr. 4 UrhG-DiskE genannt.

149 Dreier/Schulze—Schulze, UrhG, § 23 Rn. 19.

150 Ob die Trainingsdatensammlung als Datenbankwerk zu qualifizieren ist, ist einzel-
fallbezogen zu kldren.
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B. Urheberrechtliche Relevanz des Einlese- und des Trainingsvorgangs

jedoch entbehrlich, wenn auch die Bearbeitung der einzelnen Bestandteile
geschieht und einwilligungspflichtig ist.

b) Veroffentlichung oder Verwertung der Bearbeitung

Zu priifen ist, ob im Anschluss an die Umwandlung im Rahmen des Trainings-
bzw. Produktiveinsatzes maschineller Lernverfahren iiblicherweise eine rele-
vante Veroffentlichung oder Verwertung der Bearbeitung erfolgt.

aa) Veroffentlichung

Eine Verdffentlichung liegt vor, wenn die Bearbeitung anderen Menschen als
der Person des Bearbeiters zuginglich gemacht wird.'>! Die Verarbeitung
des Tensors erfolgt in der Regel lediglich modellintern, die Bearbeitung
bzw. Umgestaltung tritt dabei nicht aus dem Modell heraus. Nach Abschluss
des Trainingsvorgangs ist es zwar nicht uniiblich, dass das Modell verof-
fentlicht wird, allerdings nur in einer Form von Computerprogrammcode,
Hyperparametern und errechneter Parameter, die nicht ohne weiteres einen
Riickschluss auf die einzelnen Tensoren bzw. die Trainingsdaten zuldsst.
Eine Veroffentlichung der Bearbeitung dergestalt, dass die Bearbeitung fiir
(andere) Menschen wahrnehmbar zuginglich gemacht wird, ist also nicht
anzunehmen.

bb) Verwertung

Moglicherweise liegt in der Verwendung der Umwandlung in Gestalt der
Tensoren jedoch eine Verwertung. Welche Handlungen den Verwertungs-
rechten unterfallen, ergibt sich aus § 15 UrhG. Dazu zihlen demnach u. a.
Vervielfiltigung und Verbreitung, aber auch andere denkbare Verwertungs-
und Nutzungsarten,'? letztendlich also alles, was iiber die reine Rezeption
hinausgeht. Es ist nicht auszuschlieBen, dass im weiteren Verlauf der Vor-
bereitung des Trainingsvorgangs zumindest einige Vervielfiltigungen der
Bearbeitung erfolgen, jedoch hingt dies von der individuellen Umsetzung

151 Dreier/Schulze—Schulze, UrhG, § 23 Rn. 17.
152 Dreier/Schulze—Schulze, UrhG, § 23 Rn. 18.
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§ 3 Urheberrechtlich relevante Vorginge im maschinellen Lernprozess

durch den Entwickler ab. Insbesondere wenn die Aufbereitung der Trainings-
daten in einem vorgelagerten Prozess erfolgt, die Umwandlungen also fiir
eine spitere Verwendung gespeichert und sodann erneut eingelesen werden,
schlieen sich Vervielfiltigungen an die Bearbeitung an.

¢) Zwischenergebnis

In der Konsequenz wire dann die Umwandlung in das Tensorformat in je-
dem Fall einwilligungspflichtig, wenn dem Trainingsdatenbestand insgesamt
Datenbankwerkqualitit zukommt, und in der Regel einwilligungspflichtig,
wenn auf die einzelnen Trainingsdaten abzustellen ist und kein Ausnahme-
tatbestand greift. Ein solcher liegt nach § 23 S. 3 UrhG beispielsweise vor,
wenn die Bearbeitung bzw. Umgestaltung im Rahmen eines Vorgangs des
Text- und Data Mining (§ 60d UrhG) erfolgt. Auf die Ausnahmetatbestéinde
wird in § 4 eingegangen.

III. Zusammenhang zwischen Trainingsdaten und Output generativer
Modelle

Angedacht werden konnte auch, ob im Falle von generativen Modellen, !>
mit Output, der dem Format der Trainingsdaten entspricht (also zum Beispiel
die Erzeugung von Bildern, wenn als Trainingsdaten auch Bilder verwendet
werden), dieser Output eine Bearbeitung oder gar Vervielfiltigung der Trai-
ningsdaten darstellt. Nach dem Charakter des Trainingsvorgangs scheidet
insbesondere eine Vervielfiltigung schon deshalb aus, weil das Ergebnis
nicht aus einer schlichten Kopie der Trainingsdaten entsteht, sondern diese
lediglich als Datenbasis fiir komplexe Berechnungen verwendet werden.
Zudem ist zu unterscheiden zwischen Trainingsdaten, die eingesetzt wer-
den, um das Modell zu trainieren, und eventuellen Inputdaten, die dem
fertigen Modell zugefiihrt werden. Dies wird besonders deutlich am Beispiel
des Google DeepDream-Systems: In der fertig trainierten Variante kann
dem System durch den Benutzer ein Bild zur Verfiigung gestellt werden,
das daraufhin durch das Modell analysiert wird. Der Output gleicht dann
in der Regel sehr stark dem Input, mit dem Unterschied, dass DeepDream
Formen und Figuren in das Bild ,hineininterpretiert* (vgl. fiir ein Beispiel

153 Vgl. oben §2 B.IL.3..
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Abbildung 10.2 und weitere Erlduterungen zum System in § 10 C.1.).!>* Die
Trainingsdaten wirken sich nur insofern aus, als sie beeinflussen, welche
Formen und Figuren in dem vom Benutzer gestellten Bild erkannt und hervor-
gehoben werden. Auch spiegeln sich dann nicht einzelne Trainingsdaten im
Output wieder, sondern aus mehreren Trainingsdaten mit dem gleichen Label
erkannte allgemeine Strukturen. Es erfolgt also gerade keine exakte Wieder-
gabe der Trainingsdaten im Output, und das vom Benutzer bereitgestellte
Bild dominiert das Ergebnis.

Die Entwicklung eines Systems, das vollstindige Trainingsdatenbilder in
Ausgabedaten wiedergibt, ist zwar denkbar. Dies diirfte jedoch Spezialfille
darstellen, die dann einzelfallbezogen zu untersuchen sind. Géangiger ist
das Training etwa anhand von Bildern eines bestimmten Malers, mit dem
Ziel, ein neues Bild im Stile dieses Malers zu erzeugen.'> Wenngleich die
erzeugten Ergebnisse stilistisch den Trainingsdaten dhneln, geben sie diese
doch nicht wieder, sondern stellen das Ergebnis einer Berechnung aus der
Analyse verschiedener Aspekte der Trainingsdaten dar. So konnte etwa die
im Ergebnis abgebildete Nase den Mittelwert aller Nasen der Trainingsdaten
wiedergeben, wenn das Modell so konfiguriert wurde.

Auch kann in dem Output keine Vervielfiltigung oder Bearbeitung des aus
der Umwandlung des Trainingsinputs entstandenen Tensors gesehen werden,
denn — wie im Rahmen der Beschreibung des technischen Vorgangs darge-
stellt — der Tensor selbst wird im Trainingsprozess nicht weiter vervielfaltigt
oder bearbeitet, sondern lediglich als Berechnungs- bzw. Optimierungsgrund-
lage verwendet.

IV. Exkurs: Manipulierte ML-Modelle

Eine differenziertere Betrachtung wird erforderlich im Kontext manipulierter
ML-Systeme. Es folgt eine knappe Erlauterung, weshalb es unter Umstédnden
doch zu diskutieren ist, ob ein ML-Modell Vervielfdltigungen von Trai-

154 In der Regel stellt aber der Urheber oder ein Berechtigter das Ausgangsbild zur
Verfiigung, sodass sich keine urheberrechtlichen Fragestellungen ergeben.

155 Vgl. z.B. das Projekt Next Rembrandt, https://www.nextrembrandt.com (Stand:
22.02.2021).
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ningsdaten enthilt. Daran schlieft sich eine Auswertung der Folgen auf die
urheberrechtliche Betrachtung an.'>

Unter einem manipulierten ML-Modell versteht diese Arbeit Modelle
maschinellen Lernens, die in der Regel in der Cloud (Machine Learning as
a Service, MLaaS) bereitgestellt werden, sodass der auszufiihrende Code
fiir den Benutzer weder einsehbar noch kontrollierbar ist. Machine Learning
as a Service beschreibt eine Dienstleistung, die es auch Benutzern ohne die
erforderlichen Hardwarekapazititen ermoglicht, Machine Learning fiir ihre
Anwendungszwecke einzusetzen. Der Benutzer wihlt dafiir einen Anbieter
und ein ML-Modell, das seinen Bediirfnissen entspricht, und stellt die zuvor
gesammelten Trainingsdaten bereit.

Fiir (boswillige) Anbieter von MLaaS eroffnet das diverse Angriffsmog-
lichkeiten. Selbst wenn der Anbieter auf die Trainingsdaten, die der Benutzer
hochlidt, nicht direkt zugreifen kann, bestehen fiir den Anbieter Moglichkei-
ten, die Trainingsdaten im Trainingsvorgang zu erfassen und in den Modellen
selbst zu speichern, und damit etwa sensible Informationen auszulesen oder
vom Kunden aufwendig zusammengestellte Trainingsdaten abzugreifen und
fiir eigene Zwecke zu nutzen. Es gibt bereits zahlreiche Ansétze zur Um-
setzung solcher Angriffe, exemplarisch seien hier nur die Capacity Abuse
Attack,"> die Sign Encoding Attack'>® sowie die Least Significant Bit At-
tack'® genannt. Letztere wird fiir ein besseres Verstindnis der diskutierten
Problematik im Folgenden dargestellt.

1. Beispiel: Least Significant Bit Attack

Wie zuvor bereits beschrieben, bestehen ML-Modelle im Wesentlichen aus
Struktur- bzw. Architekturvorgaben (Hyperparameter) und Parameterwerten
(Weights / Biases). Letztere werden im Rahmen des Trainingsprozesses opti-
miert. Vermeintlich um eine moglichst hohe Prizision zu erreichen, wird fiir
diese Werte in der Regel das FlieBkommazahlenformat verwendet, das eine

156 Die folgenden Ausfiihrungen wurden bereits verdftfentlicht im Rahmen der DSRI-
Herbstakademie 2020, von Maltzan/Kdde, Algorithmen, die nicht vergessen — Model
Inversion Attacks und deren Bedeutung fiir den Schutz der Daten und der Urheber-
rechte, S. 505 ff. sowie in Kdde/von Maltzan, InTeR 4 2020, 201 ff..

157 Song/Ristenpart/Shmatikov, Machine Learning Models that Remember Too Much,
587, 593.

158 Dies., Machine Learning Models that Remember Too Much, 587, 591 f..

159 Dies., Machine Learning Models that Remember Too Much, 587, 590 f..
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Zahl unter Verwendung von 32 Stellen (Bits) — Nullen und Einsen — darstellt.
Der Wert 1,5 wiirde im FlieBkomma-Binirformat wie folgt dargestellt:'®

00111111110000000000000000000000

Dabei wirken sich allerdings Anderungen an den hinteren Bits nur marginal
auf die Anderung des Wertes der Zahl aus: So entspricht

00111111110000000000000001001100

dem Dezimalwert 1,50000905991. Es ist also moglich, die hinteren — fiir den
Zahlenwert weniger relevanten — Stellen nach Belieben zu verindern, ohne
dass das Modell spiirbar verdndert wird. Im Beispiel konnen die hinteren Bits
auch als Bindrwert des Buchstaben ,,.L.* (01001100) interpretiert werden.

Bis zu 20 Bits je Parameter konnen auf diese Weise veréindert werden,
bevor die Genauigkeit des Modells signifikant abnimmt.!®!

Die Least Significant Bit-Methode setzt genau an dieser Stelle an. Der
Code, der fiir das Training mit den Nutzertrainingsdaten ablauft, liest die
Daten ein, wandelt sie in Bindrformat-Zeichenketten um und teilt die entstan-
dene Zeichenkette in beispielsweise 20-Bit-Pakete. Diese werden, nachdem
das Training abgeschlossen ist, auf die zur Verfiigung stehenden Parameter
verteilt und die letzten 20 Bits jedes Parameters entsprechend angepasst.'?
Da das Modell ansonsten wie vom Nutzer erwartet trainiert wird, merkt
dieser in der Regel nichts von dem Vorgang. Wenn der Nutzer das Modell
im Anschluss wiederum frei zur Verfiigung stellt,'%® kann der Angreifer aus
den von ihm modifizierten Parametern die Trainingsdaten rekonstruieren.

160 Binir dargestellte FlieBkommazahlen unterscheiden sich von ,,reinen* Binédrformat-
zahlen dadurch, dass sie auch das Vorzeichen und die Nachkommastellen beriicksich-
tigen. Ein ganzzahliger Wert brauchte zur Darstellung einer Eins im 32-Bit-Format
nur das hinterste Bit: 00000000000000000000000000000001, der Zwei entspriche
00000000000000000000000000000010. Zur einfachen Umwandlung von Dezimal-
zu Bindrformat vgl. z. B. https://www.h-schmidt.net/FloatConverter/IEEE754de.
html (Stand: 22.02.2021).

161 Song/Ristenpart/Shmatikov, Machine Learning Models that Remember Too Much,
587, 595.

162 Dies., Machine Learning Models that Remember Too Much, 587, 595.

163 Fiir diese Fille wird von ,,White-Box-Angriffen” gesprochen, denn dem Angreifer
steht zur Vollendung des Angriffs das gesamte Modell samt aller Werte zur Verfii-
gung, vgl. auch Fredrikson/Jhal/Ristenpart, Model Inversion Attacks That Exploit
Confidence Information and Basic Countermeasures, 1322 und Song/Ristenpart/
Shmatikov, Machine Learning Models that Remember Too Much, 597.
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2. Urheberrechtliche Bewertung

Song/Ristenpart/Shmatikov haben gezeigt, dass es durch diese Manipulatio-
nen moglich ist, Trainingsdaten, die in Form von Bildern vorliegen, beinahe
vollstindig wiederherzustellen, und zeigen dies anhand eines Vergleichs
der Originalbilder mit den rekonstruierten Versionen.!®* Die rekonstruierten
Bilder gleichen den Trainingsdaten dermaBen, dass tatsdchlich davon ge-
sprochen werden konnte, dass das manipulierte Modell eine Vervielfiltigung
im Sinne des Urheberrechts enthilt. Die Modelle fungieren dann — dhnlich
wie eine Festplatte, auf der Daten fragmentiert abgelegt werden — als Spei-
chermedien fiir die abgegriffenen Daten. Noch einmal zur Verdeutlichung:
Vervielfiltigung im Sinne des Urheberrechts ist

jede korperliche Festlegung eines Werkes, die geeignet ist, das Werk den mensch-

lichen Sinnen auf irgendeine Art mittelbar oder unmittelbar wahrnehmbar zu ma-
chen.'®

Dafiir geniigt, dass die Vervielfiltigung auf einem Datentréiger gespeichert
wird, der sodann dazu genutzt werden kann, das Werk wahrnehmbar zu
machen — so wie es auch bei CDs und Festplatten der Fall ist.'® Nach dem
Auslesen der wie beschrieben gespeicherten Informationen koénnen die Aus-
gangswerke wieder wahrgenommen werden. Eine tiefergehende Betrachtung
ist hier auch nicht erforderlich — schlieBlich liegt es auch schon aufgrund der
Zielrichtung des Angreifers auf der Hand, dass genau die Vervielfiltigung der
Trainingsdaten beabsichtigt ist, um spéter Nutzen daraus ziehen zu kdnnen.
Eine Bearbeitung (§ 23 S. 1 UrhG) hingegen liegt nicht vor und ist auch
nicht beabsichtigt, Ziel ist die moglichst originalgetreue Reproduktion des
Ausgangszustands. Festzuhalten ist: ML-Modelle konnen Vervielfiltigungen
enthalten, es bedarf dazu aber in aller Regel entsprechender Anstrengungen,
um genau das zu erreichen.

V. Zusammenfassung

Nach der technischen Analyse und der erfolgten urheberrechtlichen Betrach-
tung ergibt sich, dass zwischen dem Einlese- und Aufbereitungsvorgang zum

164 Vgl. die Grafiken dazu in Song/Ristenpart/Shmatikov, Machine Learning Models
that Remember Too Much, 587, 596.

165 RGZ 107,277, BGHZ 17, 267, 269 f.; Dreier/Schulze—Schulze, UrhG, § 16 Rn. 6.

166 Dreier/Schulze—Schulze, UrhG, § 16 Rn. 7.
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einen und dem Trainingsvorgang zum anderen zu unterscheiden ist. Der reine
Trainingsvorgang bleibt dabei frei von urheberrechtlich relevanten Hand-
lungen, da hier nur Berechnungen bzw. Optimierungen stattfinden. Einer
genaueren Untersuchung wurde dagegen der Einlese- und Aufbereitungsvor-
gang unterzogen. In dessen Rahmen werden regelmaBig Vervielfaltigungs-
handlungen und teilweise auch Bearbeitungen vorgenommen. Es bleibt im
Folgenden zu priifen, ob diese von Ausnahmetatbestéinden erfasst sind.
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Nachdem festgestellt wurde, dass grundsitzlich potenziell sowohl Verviel-
faltigungen als auch Bearbeitungen bzw. Umgestaltungen im Rahmen des
Einlese- und Datenvorbereitungsvorgangs entstehen konnen, ist zu untersu-
chen, welche der bestehenden Ausnahmetatbestinde die urheberrechtlich
relevanten Handlungen dennoch einwilligungsfrei gestatten kdonnten. An
dieser Stelle ist anzumerken, dass das UrhG aktuell einem umfassenden
Anderungs- und Aktualisierungsprozedere unterliegt. Seit einem Entwurf
vom 15. Januar 2020 war absehbar, dass ein § 44b UrhG eingefiihrt wird,
der die Anwendung des § 44a UrhG im Kontext des Text und Data Mining
endgiiltig unnétig macht, sowie dass u. a. eine Anderung des § 60d UrhG
erfolgt; beides dient der Umsetzung des Art. 3 DSM-RL.'%” Die Betrachtung
differenziert daher zwischen dem zum Stand der Bearbeitung aktuellen Ge-
setzesstand und die 2021 zu erwartenden Anderungen durch die Umsetzung
der DSM-RL.

A. Situation de lege lata

Aktuell besteht eine Regelung zum TDM in § 60d UrhG, dariiber hinaus
existiert ein Ausnahmetatbestand fiir voriibergehende Vervielféltigungshand-
lungen in § 44a UrhG. Folgend wird untersucht, ob diese TDM-Vorschriften
auch auf den ML-Prozess angewendet werden konnen sowie welche Folgen
sich daraus ergeben.

I. Zuldssigkeit sowohl der Vervielfiltigung als auch der Bearbeitung
gem. § 60d UrhG?

Moglicherweise sind die Grundsétze des TDM gem. §§ 60d ff. UrhG auch
auf maschinelle Lernverfahren anwendbar. Dies wiirde den Einlesevorgang
und die Aufbereitung urheberrechtlich geschiitzter Daten zumindest in der

167 BMJV, DiskE 01/2020, S. 14.
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nichtkommerziellen wissenschaftlichen Forschung!®® ermoglichen. Die soge-
nannte ,,[ext- und Data Mining-Schranke* soll gerade die fliichtigen Verviel-
fialtigungen und Bearbeitungen, die im Rahmen automatisierter Auswertung
von Datensammlungen zwangsldufig erfolgen, erlauben, sofern das TDM im
Rahmen der nichtkommerziellen Forschung vorgenommen wird.'®

Eine solche automatisierte Auswertung von Datensammlungen ist auch in
der Datenverarbeitung im Prozess des maschinellen Lernens zu sehen; wie
schon oben (§ 2 B.IV.1.) erldutert, liegt gerade darin die Schnittmenge von
TDM und ML.

Auch in der ,,Strategie Kiinstliche Intelligenz der Bundesregierung!'”’
wird TDM als Grundlage fiir maschinelles Lernen eingeordnet.!”! Insbeson-
dere wird dort festgehalten: , The right to read is the right to mine.“!”> Dies
wiirde bedeuten: Sobald ein rechtmiBiger Zugang zu Werken besteht, ist
das ,,Mining*“ — also die automatisierte Verarbeitung z. B. zur Mustererken-
nung — gestattet, und damit auch die anfallenden urheberrechtlich relevanten
Handlungen.

Fraglich und diskussionsbediirftig ist welche Handlungen dem Mining-
Prozess zugerechnet werden. Gehort dazu nur der Trainingsprozess (also
der eigentliche Vorgang der Informationsgewinnung) oder auch das Einlesen
und Aufbereiten der Daten? In der oben zitierten KI-Strategie der Bundesre-
gierung erfolgt hierzu keine Klarstellung. In der Gesetzesbegriindung des
§ 60d UrhG findet sich jedoch Folgendes:

,.Die Reform regelt erstmals das Text und Data Mining, bei dem eine Vielzahl von
Texten, Daten, Bildern und sonstigen Materialien ausgewertet werden, um so neue
Erkenntnisse zu gewinnen. Die Vorschrift erlaubt insbesondere die mit dieser Metho-
de einhergehenden Vervielfiltigungen, sofern diese in urheberrechtlich relevanter
Weise das Vervielfiltigungsrecht beriihren, [...]*17

3

Die Formulierung ,,mit dieser Methode einhergehende Vervielfiltigungen®
ldasst darauf schlieBen, dass auch vorbereitende MafBnahmen (im Sinne
des Einlesens und Aufbereitens der Trainingsdaten) von der Erlaubnis des
§ 60d UrhG erfasst sein sollen.

168 Nach aktuellem Stand — die zu erwartenden Anderungen werden in § 4 B. erlautert
und ausgewertet.

169 Vgl. BT-Drs. 18/12329, S. 22.

170 Bundesregierung, Strategie Kiinstliche Intelligenz der Bundesregierung.

171 Vgl. Dies., Strategie Kiinstliche Intelligenz der Bundesregierung, S. 40.

172 Dies., Strategie Kiinstliche Intelligenz der Bundesregierung, S. 40.

173 BT-Drs. 18/12329, S. 22.
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A. Situation de lege lata

Damit gestattet § 60d UrhG nach aktuellem Stand die im Rahmen des
gesamten ML-Prozesses anfallenden Vervielfiltigungen. Dies muss grund-
sitzlich auch fiir Bearbeitungen gelten,'’* eine diesbeziigliche Klarstellung
erfolgt in § 23 S.3 UrhG, der festlegt, dass ausschlieBlich technisch bedingte
Anderungen eines Werkes im Rahmen des TDM im Sinne des § 60d UrhG
nicht von § 23 S. 1 und 2 UrhG erfasst werden.!” Die zuvor angenommenen
Bearbeitungen, die im Einlese- und Vorbereitungsvorgang anfallen konnen,
erfolgen zu dem Zweck, die Daten fiir das ML-Modell optimal verarbeitbar
zu gestalten, und sind mithin technisch bedingt.!”®

Auch fiir generative Modelle!”’ ergibt sich iibrigens nichts anderes, selbst
wenn hier auf den ersten Blick die Auswertung von Daten gegeniiber der
Synthetisierung von Daten im Hintergrund zu stehen scheint: Die Verviel-
faltigungshandlungen fiir den Trainingsprozess finden im Voraus fiir die
Vorbereitung des diskriminierenden Parts statt. Dieser lernt, die charakteris-
tischen Merkmale der Daten zu erkennen, die ihm zugefiihrt werden. Die fiir
das TDM iibliche Analyse und Auswertung findet also vor dem Einsatz und
Training des generativen Parts statt, ist aber integraler Bestandteil.

II. Zulassigkeit der Vervielfaltigung gem. § 44a UrhG?

Fiir die Einsatzbereiche auBerhalb der nichtkommerziellen Forschung konnte
nach dem aktuellen Gesetzesstand § 44a UrhG das Training der ML.-Modelle
ermoglichen. Moglicherweise ist die Vervielfiltigung im Rahmen des Einle-
sevorgangs nach § 44a Nr. 2 UrhG zuldssig (wobei dann im weiteren Verlauf
zu kldren wire, ob dies auch auf die Bearbeitung anwendbar ist). Dazu miiss-
te die Vervielfiltigung fliichtig oder begleitend sein, einen integralen und
wesentlichen Teil eines technischen Verfahrens darstellen und ihr einziger
Zweck miisste es sein, eine rechtmifBige Nutzung des vervielfiltigten Werkes
zu ermdglichen. Dariiber hinaus diirfte die Vervielfdltigung keine eigenstén-
dige wirtschaftliche Bedeutung haben.

174 So wohl auch Dreier/Schulze-Dreier, UrhG, § 60d Rn. 1.

175 Wandtke/Bullinger—Bullinger, PK UrhR, § 60d Rn. 14.

176 Vgl. zu den moglicherweise anfallenden Bearbeitungen § 3 B.II..
177 Vgl. zur Erklidrung § 2 B.IL.3..
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§ 4 Mogliche Ausnahmetatbestdnde

1. Fliichtige Vervielfiltigungen

Die Vervielfiltigungen der Trainingsdaten im Rahmen des Einlesens und der
Aufbereitung diirften in der Regel ohne weiteres als fliichtige Vervielfaltigun-
gen einzuordnen sein, denn sie werden erst bei Start des Programmablaufs
erzeugt und existieren nicht iiber den Programmablauf hinaus.

2. RechtmiBige Nutzung

Die Aufbereitungsvorgéinge und der Machine-Learning-Trainingsprozess
miissten rechtmé@Bige Nutzungen der fliichtig vervielfaltigten Daten darstellen.
Eine Nutzung ist dann rechtméfBig, ,,wenn sie [...] vom jeweiligen Rechtsin-
haber erlaubt ist, oder [..] im Rahmen gesetzlicher Schrankenbestimmungen
zuldssig und auch sonst nicht durch Gesetze beschriinkt ist.“!”® Mit der Ein-
stellung der Bundesregierung — ,,The right to read is the right to mine*!”® —
miisste der ML-Prozess grundsitzlich als rechtméfige Nutzung einzuordnen
sein. Dies setzt aber voraus, dass ein ,,right to read*, also ein rechtmifiger
Zugang zu den Daten, besteht.

3. Voriibergehende Vervielfaltigung rechtswidriger Quellen

Ob § 44a UrhG auch die voriibergehende Vervielfiltigung rechtswidriger
Quellen privilegiert, wenn die sich daran anschlieende Nutzungshandlung
urheberrechtsfrei ist, ist umstritten.'®® Der EuGH differenziert grundsitzlich
zwischen rechtmiBigem und rechtswidrigem Zugang zu der zu vervielfalti-
genden Quelle,'®! withrend die Rechtsprechung in Deutschland eine Privi-
legierung durch § 44a UrhG bisher wohl nur fiir den Fall ablehnt, dass die
Rechtswidrigkeit der Quelle fiir den Nutzer offensichtlich ist (Anwendungs-
bereich ist insbesondere das Video-Streaming, wobei zu kldren war, ob die
Nutzer einer Plattform, die offensichtlich rechtswidrig kostenlosen Zugang

178 Dreier/Schulze—Dreier, UrhG, § 44a Rn. 8; Erw.gr. 33 InfoSoc-RL.

179 Bundesregierung, Strategie Kiinstliche Intelligenz der Bundesregierung, S. 40.

180 Dreier/Schulze—Dreier, UrhG, § 44a Rn. 8.

181 Vgl. EuGH C-527/15 Rn. 61 — Stichting Brein (Filmspeler); Dreier/Schulze—Dreier,
UrhG, § 44a Rn. 8.
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zu Filmen bereitstellen, sich bzgl. des Streamings im eigenen Browser auf
§ 44a UrhG berufen konnen).'®?

Im Zuge der Umsetzung der DSM-RL wurden erneut Stimmen laut, die
eine Klarstellung dahingehend fordern, dass eine automatisierte Auswertung
aufgrund der urheberrechtlichen Neutralitit des Vorganges — und der Mog-
lichkeit eines Riickgriffs auf § 44a UrhG — auch solcher Daten moglich sein
miisse, zu denen der Zugang nicht rechtméBig erlangt wurde — dies sei insbe-
sondere im Hinblick auf investigativen Journalismus und Whistleblowing
unerlisslich.'®® Hier wird allerdings wohl zu differenzieren sein. So sind
etwa ML-Anwendungen denkbar, die wihrend des Modelleinsatzes weiter-
lernen (sog. ,,Online-Learning**!%*). Diese Systeme erfassen Trainingsdaten
im laufenden Betrieb (etwa durch Auswertung von Nachrichtenwebseiten),
wozu Vervielfiltigungen der zu analysierenden Daten erforderlich sind, die
aber nicht gespeichert werden (miissen), sodass insofern nur fliichtige Ver-
vielfaltigungen anfallen. Es kann nicht Sinn der Regelung sein, dass Ver-
wender solcher Systeme Zugangsschutzbarrieren (wie sie zum Beispiel bei
kostenpflichtigen Nachrichtenseiten eingesetzt werden) umgehen und sich
anschliefend auf den Ausnahmetatbestand des § 44a UrhG berufen konnen.
Dies erscheint unter anderem aus wirtschaftlichen Gesichtspunkten nicht
wiinschenswert.

4. Zwischenergebnis

Der Ausnahmetatbestand des § 44a UrhG hilft an dieser Stelle also nicht
in jedem Fall fehlender Privilegierung durch § 60d UrhG weiter. Selbst
wenn in vielen Fillen ML-Vervielféltigungen als fliichtige Vervielféltigungen
einzustufen sind, besteht mindestens Rechtsunsicherheit dahingehend, ob der
Ausnahmetatbestand auch bei rechtswidrig erlangten Daten greift.

182 Dreier/Schulze—Dreier, UrhG, § 44a Rn. 8; vgl. z. B. LG K6ln GRUR-RR 2014, 114,
115 — The Archive.

183 Wikimedia Deutschland, Stellungnahme DiskE 01/2020, S. 6.

184 Goodfellow etal., Deep Learning Handbuch, S. 310.
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§ 4 Mogliche Ausnahmetatbestdnde

B. Situation nach zu erwartenden Anderungen durch die Umsetzung der
DSM-Richtlinie

Deutlich mehr Klarheit in Bezug auf die Regelung der Machine Learning-
Handlungen wird durch die Umsetzung aktueller européischer Rechtsakte
erwartet. Es folgt eine knappe Analyse der umzusetzenden Vorgaben, im
Anschluss daran eine Erorterung der geplanten nationalen Umsetzung, die
danach in Bezug auf Machine Learning ausgewertet wird.

I. Was ist umzusetzen?

Auf EU-Ebene wurden im Jahr 2019 mit der DSM-RL in deren Artikeln 2,
3 und 4 auch einige Regelungen zum Text- und Data Mining verabschiedet,
die allerdings noch bis 2021 in nationales Recht umzusetzen waren. Unter
anderem ist die TDM-Schranke nicht mehr explizit auf nichtkommerzielle
Forschung beschrinkt, sondern soll jedermann zumindest die automatisierte
Auswertung und die dazu vorgenommenen Vervielfdltigungshandlungen
erlauben.
Artikel 2 Nr. 2 enthilt eine Definition des TDM:
,.Text und Data Mining bezeichnet eine Technik fiir die automatisierte Analyse von
Texten und Daten in digitaler Form, mit deren Hilfe Informationen unter anderem —

aber nicht ausschlieBlich — liber Muster, Trends und Korrelationen gewonnen werden
konnen.*

Artikel 3 DSM-RL regelt TDM zum Zwecke der wissenschaftlichen For-
schung, Artikel 4 sodann ,,Ausnahmen und Beschrinkungen fiir das Text
und Data Mining*. Letztere gelten nicht mehr nur fiir (nichtkommerziel-
le) Forschung, sondern erlauben ,,zum Zwecke des Text und Data Mining
vorgenommene Vervielfaltigungen und Entnahmen von rechtméfig zugidng-
lichen Werken und sonstigen Schutzgegenstinden* (Art. 4 Abs. 1) ohne eine
Beschrinkung auf einen bestimmten Anwenderkreis.

Artikel 3 verlangt fiir Forschungsorganisationen und Einrichtungen des
Kulturerbes, die die gesammelten Daten bzw. Korpora speichern und auf-
bewahren, hingegen nicht, dass diese Aufbewahrung fiir die Zwecke des
TDM erforderlich ist — und privilegiert damit ebendiesen Anwenderkreis.
,,JForschungsorganisationen‘ sind nach wie vor Einrichtungen, die ,,in ihrer
Tatigkeit nicht gewinnorientiert [sind] oder alle Gewinne in ihre wissen-
schaftliche Forschung [reinvestieren], oder im Rahmen eines von einem
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Mitgliedstaat anerkannten Auftrags im 6ffentlichen Interesse tétig [sind]*
(Art. 2 Nr. 1 a und b DSM-RL), also im wesentlichen die schon bisher
privilegierte nichtkommerzielle Forschung.

II. Wie erfolgt die Umsetzung?

Die Umsetzung erfolgt im Rahmen eines ,,Gesetzes zur Anpassung des Ur-
heberrechts an die Erfordernisse des digitalen Binnenmarkts* (UrhG-E).
Hierzu existieren zwei Diskussionsentwiirfe des BMJV von Januar und Juni
2020, die in einem im Oktober 2020 veroffentlichten Referentenentwurf
zusammengefiihrt wurden,'®> aus dem sich auch schon das Schicksal der
TDM-Regelungen (de lege lata und de lege ferenda) andeutete. Am 03. Fe-
bruar 2021 wurde ein Regierungsentwurf beschlossen, der sich in Bezug
auf die TDM-Regelungen nicht von dem Referentenentwurf aus Oktober
2020 unterscheidet.!3® Das entsprechende Gesetz wurde am 04. Juni 2021 im
Bundesgesetzblatt verkiindet und ist am 07. Juni 2021 in Kraft getreten.!’
Die Verkiindung erfolgte nach Einreichung dieser Arbeit, daher entspricht
im Folgenden ,,UrhG-E* dem aktuell seit 07. Juni 2021 geltenden Urheber-
rechtsgesetz und ,,UrhG* stellt den Stand vor der Umsetzung dar.

Die Umsetzung des Art. 4 DSM-RL erfolgt durch den neuen § 44b UrhG-
E, Art. 3 DSM-RL wird durch eine Neufassung des § 60d UrhG-E umgesetzt.
Der neue § 44b UrhG-E enthilt im ersten Absatz eine Definition von Text und
Data Mining, regelt im zweiten Absatz, welche Vervielfiltigungen zuldssig
sind und rdumt im dritten Absatz dem Rechtsinhaber auch die Moglichkeit
einer Nutzungsuntersagung ein.'88

Die Definition in § 44b Abs. 1 UrhG-E, die die zuvor gefundene Definiti-
on'® des TDM weiter priizisiert, entspricht inhaltlich im Wesentlichen der,
die bereits in Art. 2 Nr. 2 DSM-RL enthalten ist: Danach ist Text und Data

185 BMJV, RefE 10/2020.

186 Bundesregierung, RegE 02/2021, S.13 f..

187 Gesetz zur Anpassung des Urheberrechts an die Erfordernisse des digitalen Binnen-
marktes vom 31. Mai 2021, BGBI. 2021 Teil I Nr. 27, hrsg. am 04. Juni 2021, S.
1204 ff.

188 Bundesregierung, RegE 02/2021, S. 13; BMJV, DiskE 01/2020, S. 5; im Rahmen
dieses Kapitels wird auf die Seitenzahlen der Entwiirfe abgestellt, da das Gesetz
erst nach Ende der Bearbeitung dieser Arbeit in Kraft getreten ist. Inhaltlich haben
sich seit dem Regierungsentwurf in Bezug auf die hier diskutierten Passagen im

verabschiedeten Gesetz keine Anderungen mehr ergeben.
189 S.oben § 2 B.IV.1..
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Mining die automatisierte Analyse von einzelnen oder mehreren digitalen
oder digitalisierten Werken, um daraus Informationen insbesondere iiber
Muster, Trends und Korrelationen zu gewinnen.

Eine Beschriankung der Zuléssigkeit des TDM auf den Kreis nichtkom-
merzieller Forschung erfolgt nicht mehr. Zu beachten ist auch, dass diese
explizite TDM-Regelung nicht mehr in den §§ 60a ff. UrhG (gesetzlich er-
laubte Nutzungen fiir Unterricht, Wissenschaft und Institutionen), sondern
im Abschnitt (allgemein) gesetzlich erlaubter Nutzungen zu finden ist. Damit
wird dem Gedanken Rechnung getragen, dass TDM eben nicht mehr nur ei-
nem bestimmten Adressatenkreis vorbehalten sein soll, wahrend alle anderen
sich mit dem § 44a UrhG abfinden miissen — sondern der Erkenntnisgewinn
durch TDM soll allen moglich sein, die das Potenzial dieser Technologie
erkennen und sie einsetzen mdchten.

Dariiber hinaus wird zur Umsetzung des Art. 3 DSM-RL der § 60d UrhG-E
iberarbeitet. Dieser stellt nun eine Spezialregelung gegeniiber § 44b UrhG-E
fiir die Forschung dar, wobei das bisher strenge Kriterium der Nichtgewerb-
lichkeit durch die differenziertere von der DSM-RL vorgegebene Charakteri-
sierung der Berechtigten ersetzt wird.'”°

In § 44b UrhG-E verlangte der Entwurfstext im Januar 2020 noch die
Erforderlichkeit der vorgenommenen Vervielfiltigungen (,,Zuléssig sind Ver-
vielfiltigungen, sofern sie fiir das Text und Data Mining erforderlich sind*),""
obgleich Artikel 4 DSM-RL die Erforderlichkeit der Vervielféltigungshand-
lungen nicht bedingt. Schon im Referentenentwurf war die Erforderlichkeit
so nicht mehr Bestandteil des § 44b Abs. 2 UrhG-E, dies ist auch im Re-
gierungsentwurf ibernommen worden.!*? Satz 2 des § 44b Abs. 2 UrhG-E
besagt allerdings nach wie vor, dass die Vervielfaltigungen zu 16schen sind,
wenn sie fiir das TDM ,,nicht mehr erforderlich sind.'*3

Moglicherweise kann hieraus dennoch die grundséitzliche Erforderlich-
keit der Vervielfiltigungen konstruiert werden, denn ,,nicht mehr erforder-
lich* impliziert, dass zuvor eine Erforderlichkeit vorlag. Insofern ist davon
auszugehen, dass diese textliche Anderung lediglich der Verbesserung der
Lesbarkeit dienen sollte, es ist zu hoften, dass diesbeziiglich noch eine Klar-
stellung erfolgt. Anderenfalls konnten sich schwerwiegende Folgen fiir den
ML-Entwicklungsprozess ergeben: Nicht immer ist Code effizient aufgebaut,
mitunter werden etwa die geladenen Daten im Arbeitsspeicher in andere

190 Bundesregierung, RegE 02/2021, S. 14; BMJV, DiskE 01/2020, S. 6.
191 Dass., DiskE 01/2020, S. 5.

192 Bundesregierung, RegE 02/2021, S. 13.

193 Vgl. Dies., RegE 02/2021, S. 13.
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Variablen kopiert. Miissen die Entwickler bei jedem Arbeitsschritt dariiber
nachdenken, ob sie gerade eine unnétige Vervielfaltigung vornehmen? Wel-
cher Schaden wiirde den Urhebern aus diesen, nur im Code vorgenommenen
und den Arbeitsspeicher nicht verlassenden, aber unnétigen Vervielfiltigungs-
handlungen entstehen? An dieser Stelle ist aus Griinden der Rechtssicherheit
fiir die Entwickler zu fordern, dass hier nicht zu engmaschige Anforderungen
an die Erforderlichkeit der Vervielfiltigungen oder andere urheberrechtlich
relevante Handlungen gestellt werden.

§ 60d Abs. 1 UrhG-E bezieht sich auf § 44b UrhG-E, und zwar nicht
nur fiir die Begriffsdefinition, sondern explizit auch auf Zuléssigkeit der
Vervielfiltigungen in § 44b Abs. 2 S. 1 UrhG-E. § 44b Abs. 2 S. 2 UrhG-E ist
fiir gem. § 60d Abs. 1 UrhG-E privilegiertes TDM nicht anwendbar. Daraus
ergibt sich die Frage, ob dann auch das Kriterium der Erforderlichkeit der
Vervielfiltigungen in Satz 1 nicht mehr gegeben ist. An dieser Stelle bleibt
die gesetzliche Regelung unklar.

Aus der Begriindung geht nicht hervor, dass hier eine Abweichung von
Art. 4 Abs. 1 DSM-RL beabsichtigt ist. Hier bleibt abzuwarten, ob diesbe-
ziiglich eine Uberarbeitung zur Klarstellung erfolgt. Dies wiire zu begriiRen,
denn die Beschriankung auf erforderliche (im Unterschied zu lediglich zum
Zweck des TDM vorgenommenen) Vervielfiltigungshandlungen bedingt un-
ter Umstiinden ein aufwendiges Hinterfragen von Programmierpraktiken'**
und Datensicherungsstrategien, wihrend die Zweckbezogenheit ohne Weite-
res bei allen im Programmcode angelegten Vervielfdltigungen angenommen
werden kann, sofern nicht offensichtlich andere Zwecke verfolgt werden.

Kritisiert wird an der neuen Fassung bisher unter anderem, dass lediglich
die Verarbeitung von Daten geregelt sei, wohingegen keine Aussagen dariiber
getroffen wiirden, ob ,,das Anzeigen und die Mitteilung der Ergebnisse einer
solchen Verarbeitung* erlaubt seien.!*> Des Weiteren habe § 60d UrhG-AF
auch die 6ffentliche Zuginglichmachung des Korpus bzw. der gesammelten
Daten fiir zuléssig erkldrt, wohingegen eine solche Regelung in § 44b UrhG-E
nicht enthalten ist.!”

Dass auf TDM bei rein fliichtigen Vervielfiltigungen auch weiterhin die
hierfiir bestehende Regelung anwendbar sein soll (in Deutschland also der

194 Zum Beispiel fiir den Fall, dass die Vervielfiltigungen nicht im Prozess der Daten-
sammlung, sondern wihrend der Aufbereitung bei Programmstart bzw. zur Norma-
lisierung (vgl. Erw.Gr. 8 DSM-RL) erfolgen.

195 Google, Stellungnahme DiskE 01/2020, S. 8.

196 Dass., Stellungnahme DiskE 01/2020, S. 8 f..
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§ 44a UrhG), geht aus Erw.Gr. 9 DSM-RL hervor. Dies ist dem Entwurfstext
nicht ohne Weiteres zu entnehmen, was ebenfalls bereits fiir Kritik sorgte.'*’

1. Welche Auswirkungen ergeben sich fiir den ML-Prozess?

Zu untersuchen sind noch die Abweichungen in der Behandlung des TDM
bzw. die Auswirkungen der zu erwartenden Anderungen auf die Behandlung
des ML-Prozesses. Zunichst ergibt die neue Regelung einen Unterschied
an die Herangehensweise der Priifung dergestalt, dass zum Einen nach der
Anwendergruppe zu unterscheiden ist und zum anderen nach den fraglichen
Handlungen: Denn wenn die Privilegien aus § 60d UrhG-E nicht in Anspruch
genommen werden sollen, reichen unter Umstdnden die §§ 44a und 44b UrhG-
E aus.

Einen Uberblick iiber die zu erwartenden Anderungen verschafft Abbil-
dung 4.1. Das Schema unterscheidet vier exemplarische Personengruppen
(Privatperson (,,Citizen Science®), Einzelforscher, nicht-kommerziell han-
delnde und kommerziell handelnde Forschungsorganisationen) und analysiert
die TDM-Prozessschritte hinsichtlich bestehender und zu erwartender urhe-
berrechtlicher Regelungen. Die rechten Teilspalten stellen dabei jeweils den
Stand nach Umsetzung der DSM-RL laut aktuellem Entwurf dar. Festzustel-
len ist, dass kommerzielle Forschung und Citizen Science urheberrechtlich
gleich gestellt sind, und sich in Zukunft — wie zuvor der nichtkommerziel-
len Forschung vorbehalten — auch auf eine TDM-Schranke berufen kénnen
(§ 44b UrhG-E).

Warum Einzelforscher laut dem Entwurf (der so auch iibernommen wurde)
nicht mehr explizit zur Aufbewahrung der Vervielfiltigungen befugt sind,
geht aus der Entwurfsbegriindung nicht hervor. Damit sind sie in dem Punkt
gleichgestellt zur Citizen Science, womit gem. § 44b Abs. 2 S. 2 UrhG-E
die Vervielfiltigungen zu 16schen sind, wenn sie fiir das TDM nicht mehr
erforderlich sind.'?®

Ubertragen auf den Prozess des maschinellen Lernens bleibt die oberste
Zeile in Abbildung 4.1 auBler Betracht, relevant sind vor allem die zweite
und dritte Zeile. Auch die Nachnutzung des erstellten Korpus (Zeilen vier
und fiinf) liegen auBerhalb des Fokus dieser Arbeit. Grundsitzlich kann sich
in Zukunft ungeachtet der konkreten Umsetzung also jeder auf Ausnahme-

197 Wikimedia Deutschland, Stellungnahme DiskE 01/2020, S. 5 f..
198 Dies kritisierend Spindler, Kurz-Stellungnahme zum DiskE, S. 1.
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C. Zusammenfassung
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eines Korpus UrhG-E UrhG-E
Normalisierung / §44a §44a §44a §44a
Aufbereitung im Rahmen §44a §60d
des Programmablaufs UrhG UrhG UrhG
purehfirung des TOM - - -

@
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§60d IV

UrhG-E - nicht erlaubt -

Zuganglichmachen des : §60d IV
- nicht erlaubt -
Korpus / der nicht erlau UrhG-E
Vervielfsltigungen

Aufbewahren d. Korpus / . §60d V. )
o - - nicht erlaubt -
der Vervielféltigungen EECTEIE / UrhG-E allendl i

* Durch Verweis von § 60d UrhG-E

Abbildung 4.1: Anderungen der TDM-Regelungen, Quelle: eigene Darstel-
lung.

tatbestidnde berufen und ist nicht mehr auf den engen Anwendungsbereich
fliichtiger Vervielfiltigungen des § 44a UrhG beschrinkt.

C. Zusammenfassung

Machine Learning ist (schon jetzt) auf jeglichen Daten zuléssig, ungeach-
tet der Legitimitdt des Zugangs — sofern keine nicht lediglich fliichtigen
Vervielfiltigungen stattfinden. Beziiglich fiir den Zweck des Machine Lear-
nings erfolgender Vervielfiltigungen im Vorfeld und im Rahmen des ML-
Prozesses kann sich in Zukunft jede/r auf die anwendbare TDM-Schranke in
§ 44b UrhG-E berufen, wohingegen diese Schranke zum aktuellen Zeitpunkt
noch der nichtkommerziellen Forschung vorbehalten ist.
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§ 5 Ergebnis des zweiten Teils

In diesem Teil der Arbeit wurde der Machine Learning-Prozess untersucht.
Dabei konnten unterschiedliche Phasen der Datenverarbeitung identifiziert
werden:

Die Trainingsdaten, aus denen die ML-Modelle lernen, werden zunéchst
eingelesen und dann fiir die Verarbeitung im Trainingsvorgang vorbereitet.
Dabei erfolgt zum einen eine Umwandlung in ein fiir das ML-Programm
lesbares Datenformat, zum Beispiel Tensoren, und zum anderen ggf. auch
noch eine Anpassung oder Skalierung der Daten, um ein effizientes Training
zu ermoglichen. Erst im Anschluss daran analysieren die ML-Modelle die
Trainingsdaten im Trainingsprozess und optimieren wihrenddessen ihre
Parameter.

Auch vor dem eigentlichen Machine Learning-Prozess miissen Data Scien-
tists ggf. MaBlnahmen treffen: Zum einen sind die passenden Trainingsdaten
zu sammeln, diese sind (fiir das {iberwachte Lernen) mit Labels zu versehen;
auflerdem kann es zur Sicherung der Datenqualitit etwa erforderlich sein,
»~Ausreillerdaten” (also Daten, die fiir das zu untersuchende Merkmal eigent-
lich untypisch sind) zu entfernen oder eine moglicherweise Datensammlung
immanente Voreingenommenheit oder implizite Vorurteile auszugleichen,
indem Datenpunkte weggenommen oder hinzugefiigt werden (so konnten
zum Beispiel fiir die visuelle Erkennung eines ausgeiibten Berufs einer abge-
bildeten Person geschlechterspezifische Verzerrungen in den Daten enthalten
sein, weil von einer Berufsgruppe iiberdurchschnittlich viele Personen ei-
nes Geschlechts in den Trainingsdaten vertreten sind). Diese vorbereitenden
Handlung liegen jedoch auflerhalb der erklédrten Grenzen dieser Arbeit und
wurden daher nicht auf urheberrechtlich relevante Handlungen untersucht,
stattdessen wurde auf den eigentlichen ML-Prozess fokussiert.

Auf die eingangs gestellten Fragen zuriickkommend ist demnach Folgendes
festzustellen: Hinsichtlich des Machine Learning-Prozesses ist also zu unter-
scheiden zwischen den vorbereitenden Handlungen, dem Einlesevorgang, der
dann ggf. erfolgenden Anpassung der Daten sowie dem eigentlichen Training.
Urheberrechtlich relevante Handlungen kommen insbesondere auflerhalb
des eigentlichen Trainings, also im Rahmen der Einlese- und Aufbereitungs-
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§ 5 Ergebnis des zweiten Teils

vorgiinge, in Betracht.'”® Fiir diese sind dann die geltenden und die mit der
Umsetzung der DSM-RL kommenden TDM-Schrankenbestimmungen in
den §§ 44a, 44b (UrhG-E) und 60d UrhG relevant und anwendbar.?*® Trai-
ningsdaten sind in der Regel nicht im fertigen Modell enthalten, es sei denn,
das Modell wurde diesbeziiglich manipuliert.?’!

Zu beriicksichtigen ist jedoch, dass diese Einschitzung nur eine Moment-
aufnahme des aktuellen, untersuchten Technologiestandes darstellt. Der tech-
nische Fortschritt ist stets im Blick zu behalten.

199 S. oben §3B..
200 S. zur Situation de lege lata und de lege ferenda oben § 4.
201 S. zur Manipulation den Exkurs in § 3 B.IV..
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