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Neue Militartechnologie — Herausforderung fiir die wissenschaftliche
Gemeinschaft

Pladoyer fiir transdisziplinaren Austausch zum Thema Militartechnologie

1. Militartechnologie und ihre politische Bedeutung

Militartechnologie verandert Konflikte. Einen militartechnischen Vorsprung her-
zustellen, auszubauen oder zu erhalten ist seit der Antike Ziel von Staaten. Wer
bessere, modernere Waffen oder Strategien besafs, hatte damals und hat heute einen
Vorteil. So waren bereits die Konflikte Roms gepriagt vom technischen Vorsprung
seiner Armeen — schon Cisar beschrieb den Nutzen des Pilums! durch die Legionire
in den gallischen Kriegen als entscheidenden Vorteil fiir seine Legionen.? In der
Neuzeit verdnderten die industrielle Revolution und die fortschreitende Verwissen-
schaftlichung der Waffenentwicklung gewaltsame Konflikte grundlegend. In vielen
Fallen hat neue Waffentechnologie dazu gefiihrt, dass die Zahl der Kriegsopfer sank:
Die Flaichenbombardements im Zweiten Weltkrieg, in Korea und Vietnam erzeug-
ten unermessliches Leid in der Bevolkerung. Heutzutage fordern Luftangriffe immer
noch zivile Opfer, im Vergleich zu den Konflikten vergangener Jahrzehnte konnten
sie jedoch reduziert werden. Militarische Technologien haben mitunter — zumindest
nach Ansicht von Vertreterinnen und Vertretern der realistischen Schule — auch fur
langandauernde Sicherheit und — negativen — Frieden in den internationalen Bezie-
hungen gesorgt.> Auf der anderen Seite haben neue Waffen hiufig neue Probleme
erzeugt. Bereits im Mittelalter wurde durch das zweite lateranische Konzil den
Christen die Verwendung der Armbrust verboten, da die Verwendung dieser Waffe
als nicht mit dem Ethos eines christlichen Kimpfers vereinbar galt.# In neuerer Zeit

1 Bereits am Pilum wird die heute so hiufige doppelte, also die potenziell zivile und milita-
rische Nutzbarkeit von Technik sichtbar, so konnte das Pilum wohl als ziviles Arbeitsgerat
zum Zerlegen von Wild erfunden worden sein.

2 »Die Soldaten durchbrachen ohne Miihe mit ihren von oben geworfenen Pilen die Phalanx
der Feinde. Nachdem diese gesprengt war, machten sie mit geziickten Schwertern einen
Angriff auf sie. Diesen war es fiir den Kampf ein grofSes Hindernis, dass mehrere ihrer
Schilde durch einen Pilenwurf durchbohrt und aneinandergeheftet waren, da sich die
Eisenspitze umgebogen hatte und sie es weder herausreifSen noch infolge der Verhinderung
ihrer Linken ordentlich kimpfen konnten, so dass viele, nachdem der Arm lange geschiit-
telt worden war, es vorzogen, den Schild wegzuwerfen und mit ungedecktem Korper zu
kampfen. SchliefSlich begannen sie, durch Wunden erschopft, zu weichen.« (De Bello Gal-
lico 1,25, tibersetzt von Nils Neuenkirchen)

3 So die atomare Bewaffnung; vgl. Schimmelfennig 2013, S. 76 f.; vgl. auch Tetlock 1998,
S. 870.

4 Angenendt 2008, S. 80.
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resultierten aus ethischen und volkerrechtlichen Erwidgungen mitunter sehr weitge-
hende Forderungen nach rechtlichen Schranken fir Waffentechnik, beispielsweise
bei Giftgas, atomaren und biologischen Waffen, bei Landminen, Blendlasern, Welt-
raumwaffen oder aktuell bei der fortschreitenden Autonomisierung von Waffen-
systemen. Es gibt also Militirtechnologie, die aufgrund ihrer potenziellen Wirkung
ethische und rechtliche Fragen aufwirft. Der immer wieder debattierte Regelungs-
bedarf liegt allerdings nicht nur auf der Seite der Anwendung der neuen Waffen-
techniken, auch wenn dieses Thema Politik und Gesellschaft gerade bei der Debatte
um autonome Waffen in seinen Bann zieht. Die wissenschaftliche Gemeinschaft
tragt eine Praventionsverantwortung und kann zumindest dazu beitragen, dass
moglicherweise problematische Technologien sehr frithzeitig erkannt und diskutiert
werden konnen.® Mitunter kann und muss auch die Forschung an Technologien
Beschriankungen unterworfen werden. Wir missen uns als wissenschaftliche
Gemeinschaft frithzeitig damit beschiftigen, welche Normen wir fir welche Tech-
nologie als notwendig erachten — die Politik kann diese Aufgabe nicht alleine bear-
beiten.

Es waren hdufig Forschende selbst, die Beschrankungen der Wissenschaftsfreiheit
einfordern. So gab es bereits 1920 anldsslich der Verleihung des Nobelpreises an
Fritz Haber Kontroversen: Ein Teil der Wissenschaftsgemeinschaft empfand es als
unangemessen, einem Forscher, der mafsgeblich fir das deutsche Chemiewaffen-
programm verantwortlich war, diese Ehre zuteilwerden zu lassen.® Als weiteres Bei-
spiel fir Wissenschaftstreibende, die zur ethischen Reflexion wissenschaftlichen
Handelns mahnen, kann auch die Geschichte Robert Oppenheimers betrachtet wer-
den. Er gilt als Vater der Atombombe, trat nach deren praktischer Anwendung im
Oktober 1945 als Leiter des Manhattan-Projekts zuriick und wurde spiter zum
Befiirworter von Ristungskontrolle. Oppenheimer bezeichnete 1955 die von ihm
betriebene Grundlagenforschung als Siinde.” Die bei Diirrenmatts Physikern® dra-
matisch aufbereitete Frage, welche Verantwortung Forschende fiir militdrisch
anwendbare Ergebnisse ihrer Arbeit haben, wurde seit der Entdeckung der Kern-
spaltung in der wissenschaftlichen Gemeinschaft immer intensiver debattiert.

Es scheint, dass durch die immer weiter fortgeschrittene Modernisierung, Indus-
trialisierung und Verwissenschaftlichung von Militartechnologie in der Moderne
gerade westliche Gesellschaften mehr und mehr fiir ethische Probleme beziiglich
bestimmter Waffentechniken sensibilisiert wurden. Der Philosoph Norbert Elias
vertritt die These, dass in zivilisierten Gesellschaften triebhafte Handlungen und
auch jegliche korperliche Gewalt immer starker verrechtlicht werden und tiber lange

5 Bedenklich im Sinne des Volkerrechts wire die Entwicklung von Waffen, deren Konstruk-
tion so angelegt ist, dass ihr Einsatz beispielsweise gegen Unterscheidungsgebot, Verhalt-
nismifSigkeitsgebot oder Vorsorgegebot verstoflen wiirde.

6 Vgl. Wohrle, Thiemann 2011.
7 Lenk 2011, S. 64.
8 Diirrenmatt 1980 [1961].
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Sicht aus dem realweltlichen Alltag der Biirgerinnen und Biirger verschwinden.® In
der Politikwissenschaft wird diesbezuglich von postheroischen Gesellschaften
gesprochen, die weniger bereit dazu sind, Kriegsopfer zu akzeptieren.'? In der Regel
geht es diesen Gesellschaften dann darum, in gewaltsamen Konflikten eigene Opfer
zu vermeiden. Seitdem die Bilder der Kriege in die Wohnzimmer der einheimischen
Bevolkerung tibertragen werden konnen, also vermehrt seit dem Vietnam-Krieg,
wurden aber auch die Opfer der gegnerischen Kriegspartei starker debattiert, auch
unnotig grausame Gewalt gegen die Feinde oder zivile Opfer und damit verbunden
die Waffentechnik, die solche Gewalt ermoglicht, werden heute noch starker infrage
gestellt als vor den industrialisierten Kriegen der Moderne. So haben die voran-
schreitende Industrialisierung des Konfliktaustragens spitestens seit dem amerika-
nischen Biirgerkrieg!! und das heutige Potenzial der atomaren Zerstorungskraft in
den vergangenen Jahrzehnten die Idee gestarkt, dass neben politischen Akteuren
auch die wissenschaftliche Gemeinschaft eine Verantwortung fiir die Zukunft dieser
Menschheit habe.’> Nach dem Philosophen und Pidagogen Georg Picht wurde
durch die Entwicklung der Atombombe deutlich, »dass eine rein theoretische Ent-
deckung im Laufe von nicht mehr als sieben Jahren zu einer Revolution der Kriegs-
technik fithren konnte, die dann in weiteren zehn Jahren die gesamte Weltpolitik
verandert hat«.!3

Auch in der aktuell gefiithrten Debatte tiber (teil)Jautonome Waffen, also Waffen,
die nicht mehr nur automatisch reagieren wie eine Selbstschussanlage oder Tausch-
korper eines angegriffenen Flugzeugs, sondern die selbst aktiv einen ganzen Einsatz
oder Teile eines Einsatzes durchfiithren konnen, wird diskutiert, wie die Verfiigbar-
keit dieser Technologie die Austragung von Konflikten verindert.'* Die Entwick-
lung neuer Technologie fuhrt also wiederum zu einem Wandel in den internationa-
len Beziehungen und ist darum relevant firr Politikwissenschaft, Volkerrecht und
fiir Fragen der Wissenschaftsethik. Diese Fragen betreffen heute mehr und mehr

9 FEin sozialisiertes »Uber-Ich«, das den Einzelnen/die Finzelne die langfristigen negativen
gesellschaftlichen Konsequenzen einer kurzfristigen, triebhaften Handlung reflektieren
lasst, sorgt dafur, dass Buirgerinnen und Burger solche Handlungsweisen vermeiden.
Gleichzeitig wird die gesellschaftliche Gewaltaustibung monopolisiert und somit auf
arbeitsteilig spezialisierte Berufsgewaltaustibende tibertragen. Fur Elias ist dies ein zen-
traler Bestandteil des Zivilisationsprozesses (Elias 1997, S.323ff.). Moglicherweise
konnte auch die Aufklarung und ihr Menschheitsbegriff einer nach Erkenntnis streben-
den Gemeinschaft aller Menschen dazu beigetragen haben, den potenziellen Gegnern
einer kriegerischen Auseinandersetzung mehr und mehr mit Empathie zu begegnen und
sie weniger stark zu ddmonisieren, um ihre Totung — auf welche Art auch immer — zu
rechtfertigen (vgl. beispielsweise von Humboldt 1997, S. 25 ff.).

10 Minkler 2006, S. 16.

11 Durch die industrielle Produktion von Waffen und anderen militirischen Giitern in hoher
Stiickzahl wurde das Zerstorungspotenzial von Kriegen im 19. Jahrhundert mafSgeblich
erweitert.

12 Rapp 1987, S. 33.
13 Picht 1969, S. 350.
14 Schornig 2013, S. 85 ff.; Geiss 2015, S. 3 ff.; Dickow 20135, S. 10 ff.; Frau 2013, S. 99 ff.
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Technologiebereiche. In Zeiten der sogenannten Revolution in Military Affairs!S
sind an der Erforschung und Entwicklung neuer Militartechnologie viele Fachbe-
reiche beteiligt, und das Potenzial der doppelten — also der zivilen und militarischen
— Nutzung betrifft immer mehr Disziplinen.

Am Beispiel der Kernwaffen wird seit langem diskutiert, ob es ethisch vertretbar
war, diese Waffen zu entwickeln oder nicht. Einerseits wird eben ins Feld gefiihrt,
dass das atomare Gleichgewicht im Kalten Krieg einen direkten bewaffneten Kon-
flikt zwischen den Supermichten verhindert hitte.'® Demnach wire auch die Erfor-
schung und Entwicklung atomarer Waffen gerechtfertigt — sie haben nach dieser
Sichtweise ja immerhin fiir mehrere Jahrzehnte einen negativen Frieden zwischen
NATO und Warschauer Pakt erhalten.!” Das gilt iibrigens nicht nur fiir die gleich-
zeitige Entwicklung dieser Waffentechnologie, wie das Beispiel Nordkorea und eine
diesbeztigliche Aussage des Politikwissenschaftlers Samuel Huntington verdeutli-
chen: »Wenn Du Kernwaffen hast, werden die USA keinen Krieg gegen dich fiih-
ren«.!8 Herfried Miinkler nennt diesen Mechanismus Residualsymmetrie: Ein klei-
ner oder mittlerer Staat versucht mittels Erlangen von Nuklearwaffen der
unerreichbaren konventionellen Uberlegenheit der USA oder einer anderen Nukle-
armacht zu begegnen!® und sich so vor einem konventionellen Angriff zu schiitzen.

Andererseits birgt allerdings das extreme Zerstérungspotenzial durch den mogli-
chen Einsatz von Nuklearwaffen ein generelles, existenzielles Risiko fiir die ganze
Welt. Darum lehnten auch die Gottinger Achtzehn, eine Gruppe von Naturwissen-

15 Mit dem Begriff »Revolution in Military Affairs« (RMA) wird beschrieben, inwieweit
technische Innovationen wie beispielsweise Autonomisierung sich auf das direkte Kriegs-
geschehen oder die internationale Riistungspolitik auswirken. Im Zentrum der RMA
stehen in jungster Zeit vor allem Kommunikation und (autonome) Robotik. Neuneck
und Molling definieren RMA als »die Integration einer Vielzahl unterschiedlicher Tech-
nologien mit diversen, geographisch nicht gebundenen Anwendungsmoglichkeiten«
(Neuneck, Molling 2006, S. 346). Sie stellen fest, dass das Hauptcharakteristikum der
RMA nicht die Entwicklung einzelner Technologien ist, sondern deren Vernetzung (ebd.,
S.342f1.).

16 Vgl. Varwick 2010.

17 So argumentieren auch heute noch Naturwissenschaftlerinnen und Naturwissenschaft-
ler. So hat ein von mir befragter Chemiker gedufSert (Satzbau im Original wiedergege-
ben): »Ich bin schon der Meinung dass auf dem atomaren Gebiet sicherlich was dran ist
[an Friedenssicherung durch Atomwaffen; S.P.] dass die auf Augenhohe von beiden Seiten
das ist nicht nur im Westen also im ehemaligen Westen und Ostblock das ist auch sag’
ich mal wenn man an Indien und Pakistan denkt. Ich hab mich vor Kurzem mit 'nem
hoheren Militdrangehorigen in Indien unterhalten und er sagt ja 4hm sie sind so dhnlich
wie Briider sie lieben es sich zu hassen aber keiner wiirde auf die Idee kommen wirk-
lich ’nen Militarschlag dh zuerst durchzufiihren weil beide Nationen wissen dass sie
eigentlich gleich stark geriistet sind. Der wiirde das vielleicht jetzt nicht in der Offent-
lichkeit sagen aber das ist also auch dem Militir bekannt dass man keinen Krieg gegen
Pakistan auf indischer Seite gewinnen kann und umgekehrt letzten Endes auch nicht. Also
in dem Bereich hat atomare Abschreckung sicher funktioniert.«

18 Huntington 1996, §.297.
19 Miinkler 2006, S. 32.
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schaftlern, die sich in den 1950er Jahren gegen militarische Nuklearforschung in
Deutschland ausgesprochen hatten, die Beschaffung und die weitere Erprobung die-
ser Waffen in Deutschland ab.2? Die Atomforschung zeigt also, wie unterschiedlich
ethische Fragen im Zusammenhang mit Militartechnologie diskutiert werden.
Deutschland hat sich durch Beitritt zum Atomwaffensperrvertrag (1969) und im
Zwei-Plus-Vier-Vertrag (1990/91) verpflichtet, selbst keine Atomwaffen zu entwi-
ckeln.?! In Deutschland ist also eine gesellschaftliche Norm etabliert, die militiri-
sche Atomwaffen-Forschung und -Entwicklung klar begrenzt und die wohl auf
einem weitreichenden gesellschaftlichen Konsens beruht.22

Die Frage, welche Verantwortung die Forschenden fiir militarisch anwendbare
Ergebnisse ihrer Arbeit haben, ist aufgrund neuer technischer Entwicklungen, der
Tendenz zu mehr und mehr doppelt nutzbaren Technologien?3 und der Integration
diverser Technikbereiche in die Militarforschung wieder besonders aktuell. In der
momentanen Diskussion Uber den ethisch und voélkerrechtlich vertretbaren Grad
der Autonomisierung von Waffen?* wird klar, wie wichtig transdisziplinire wis-
senschaftliche Debatten fiir dieses Gebiet sind. Im Folgenden erklare ich zuerst, wie
Philosophinnen und Philosophen den Begriff der Verantwortung der Wissenschaft
definieren, und zeige auf, warum die Wertfreiheitsthese dekonstruiert ist, also kein
valides Argument darstellen kann, mithilfe dessen eine externe Verantwortung Wis-
senschaftstreibender zuriickgewiesen werden kann. Danach gehe ich darauf ein,
welche Forderungen aus diesen Uberlegungen fiir Forschende resultieren. Im

20 Vgl. von Weizsiacker 1982, S. 29 ff.

21 Siehe www.bpb.de/wissen/TOGO9Z,0,0,Vertrag_iiber_die_abschliefende_Regelung_i
n_Bezug_auf_Deutschland.html und www.djf-ev.de/quarterly/2006.../07_der%20atom
waffensperrvertrag.pdf (Zugriff vom 14.03.2014).

22 Allerdings ist die Bundesrepublik weiterhin ein Standort von Atomwaffen der US-ame-
rikanischen Streitkrifte. Mitglieder der Bundesregierung forderten wiederholt den voll-
staindigen Abzug dieser Atomwaffen aus dem Bundesgebiet, konnten sich mit dieser
Position aber nicht durchsetzen. So wurde zwar im Koalitionsvertrag zwischen Union
und SPD das Ziel eines atomwaffenfreien Deutschlands festgehalten. Trotzdem vertei-
digte die aktuelle Bundesregierung in einer Antwort auf eine schriftliche Anfrage der
Griinen die Modernisierung der in Deutschland stationierten Atomwaffen als ein »aus-
schliefflich nationales Programm der USA«, das sich der Politik der Bundesregierung
entziehe (Bundestags-Drucksache 18/2198).

23 Durch die steigende Bedeutung von Dual Use (also zivil und militarisch verwendbaren
Technologien) wird der Grenzbereich zwischen militarisch und zivil grofler. Das US-
Verteidigungsministerium definiert Dual Use als »a technology that has both military
utility and sufficient commercial potential to support a viable industrial base« (Reiche
2003, S. 2). Gerade der sogenannte Spin-On (urspringlich zivile Technologie mit mili-
tirischen Ablegern) wurde in den letzten Jahren hdufiger, wohingegen das Gewicht von
Spin-Off (urspriinglich militirische Technologie mit zivilem Ableger) stagniert. Dadurch
steigt natuirlich die Zahl der Forschenden, die potenziell militarisch verwertbare Ergeb-
nisse produzieren konnen. Ebenfalls steigt die Zahl der Unternehmen, die potenziell
militdrisch nutzbare Giiter entwickeln konnen. Das hat zur Folge, dass weltweit mehr
und mehr Kapital an der Erweiterung militarischer Potenziale beteiligt ist.

24 Siehe unter anderem das Heft »Waffen und Ristung« der Zeitschrift Aus Politik und
Zeitgeschichte, 35-37/2014 oder auch bei Gramm, Weingirtner 2015.
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Anschluss behandele ich das Problem der Autonomisierung von Waffen, anhand
dessen ich zeige, dass offener, transdisziplindrer Austausch grundlegend ist fir jede
weitere Folgerung aus der Feststellung, dass Forscherinnen und Forscher die ihnen
zugeschriebene Verantwortung wahrnehmen miissen — auch in militarisch relevan-
ten Forschungsbereichen.

2. Wissenschaftliche Ethik und Verantwortung

Ethik ist Philosophie der Praxis. Zentrales Anliegen ist, eine Theorie der menschli-
chen Moral zu entwickeln.?S Bei der Wissenschaftsethik geht es um eine spezielle
Art der philosophischen Reflexion von wissenschaftlichem Handeln, sie ist »die
Bereichsethik, die sich mit den ethischen Problemen bei der Gewinnung und Ver-
wendung wissenschaftlicher Erkenntnisse befasst [...]. Im Fokus steht die spezifische
Verantwortung beim Umgang mit wissenschaftlichen Erkenntnissen«.2¢ Wissen-
schaftsethik beschiftigt sich also auch damit, ob, warum und wie Wissenschafts-
treibende fiir die Erzeugung und Verwertung ihrer Forschungsergebnisse verant-
wortlich sind und wie dieser Verantwortungsbegriff definiert und angewendet wird.

Der Philosoph Georg Picht stellt fest, dass Wissenschaftstreibende aufgrund der
Bedeutung ihres Handelns fiir die Menschheit eine spezielle Art von Verantwortung
tragen. Pichts Beschiftigung mit dem Thema Verantwortung wurde mafSgeblich
gepragt durch die Erfahrung der Instrumentalisierung von Wissenschaft und schu-
lischer Bildung durch die nationalsozialistische Diktatur, spater auch der Bedrohung
der menschlichen Existenz durch das Vorhandensein atomarer Waffen und 6kolo-
gische Probleme, die durch den technologischen Fortschritt hervorgerufen wurden.
In seinem 1968 erschienenen Aufsatz »Mut zur Utopie« beschiftigt er sich damit,
dass der Fortbestand der Menschheit durch technischen Fortschritt gefihrdet sei.
Fiir ihn hat die Wissenschaft durch ihr Medium Technologie im 20. Jahrhundert
einen herrschenden Einfluss auf die Welt gewonnen. So sei zwar alle Wissenschaft
rational erkenntnisorientiert, aber nicht vernunftgemafs im Sinne einer selbstreflek-
tierten Vernunft, da sie von Auftrag gebenden Michten - seiner Auffassung nach
die politisch Herrschenden - abhinge. Er bezeichnet darum Wissenschaft als
unmiindig.?” »Die Rationalitit der Wissenschaft potenziert die irrationale Macht
ihrer Auftraggeber.«28 Durch die Wissenschaft entstehe ein Machtpotenzial fiir
Dritte: »Es gibt Schreibtische und Laboratorien, die ein grofleres Machtpotenzial
darstellen als ganze Armeen«.?’

Fur Picht muss darum das Prinzip der wissenschaftlichen Arbeitsteilung in jede
Uberlegung zur Verantwortung der Wissenschaft einbezogen werden, denn durch
die Spezialisierung der Wissenschaft wirde die Reflexion der Konsequenzen des

25 Luhmann 1990, S. 37.
26 Fenner 2010, S. 177.
27 Picht 1981, S. 85.

28 Ebd.

29 Ebd., S. 89.
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subsumierten wissenschaftlichen Handelns massiv erschwert. Er fordert darum eine
Rationalisierung im Umgang mit der Wissenschaft, also die Ausdehnung innerwis-
senschaftlicher Prinzipien auf gesellschaftliche Bewertung und Steuerung von For-
schung und Entwicklung.3? Er beschreibt dies als eine Aufgabe, die allen iibrigen
Zielen von Forschung vorangestellt werden musse, dies sei Grundvoraussetzung fiir
eine kiinftige Existenz der Menschheit.3! Wissenschaftliche Planung konne nicht
von den Spezialwissenschaften geleistet werden, sondern miisse Aufgabe einer
Metawissenschaft sein, die nicht durch nationale Kategorien bestimmt werden
konnte, sondern die ein Bewusstsein herausbilden miisse, das jenseits des National-
staats liege, womit zumindest die Planung der Planung, also die grundlegenden
Schritte zur Einrichtung und Aufgabenformulierung fiir diese Metawissenschaft, auf
der politischen Ebene angesiedelt sein miisste, jedoch supranational organisiert.32
Fur Picht besteht also die Verantwortung der Forschenden darin, die kiinftige Exis-
tenz der Menschheit nicht zu gefihrden, sondern zu garantieren. Da sie als Indivi-
duen nur begrenzt dazu in der Lage seien, zu iiberblicken, welche Konsequenzen das
fuir ihr Handeln hat, fordert er Institutionen ein, die die Wahrnehmung dieser Ver-
antwortung garantieren konnen.

Intensiv mit dem Thema der Verantwortung von Wissenschaftlerinnen und Wis-
senschaftlern fur ihre Handlungen hat sich auch der Philosoph Hans Jonas beschaf-
tigt. Bereits in seinem 1979 entstandenen Werk Das Prinzip Verantwortung finden
sich einige grundlegende Uberlegungen zur Verantwortung von Wissenschaftstrei-
benden. Er fordert darin eine Art vergleichende Zukunftswissenschaft, da er durch
wissenschaftlich-technischen Fortschritt das Bild des Menschen als gefahrdet
ansieht.33 Er stellt fest, dass wir als Menschheit Bekanntes nicht fiir das vage Ver-
sprechen auf Unbekanntes riskieren duirften, es sei fir ihn klar, dass »der Unheils-
prophezeiung mehr Gehor zu geben ist als der Heilsprophezeiung«.3* Im Vergleich
zur Evolution in der Natur arbeite das wissenschaftlich-technische GrofSunterneh-
men unserer Zeit in riesigen Schritten, Korrekturen unerwiinschter Folgen wiirden
immer schwieriger, neue Entwicklungen irreversibel.3> Eine schrankenlos verstan-
dene Wissenschaftsfreiheit nennt er »erklirte Verantwortungslosigkeit«.3¢ Bereits
in diesem Werk lasst er zwischen den Zeilen durchscheinen, dass er eine grofSe
Gefahr darin sieht, die Menschheit durch wissenschaftlich-technischen Fortschritt
aufs Spiel zu setzen,3” und verweist damit indirekt auch auf die Bedrohung der
Fortexistenz der Zivilisation durch Atomwaffen. Er glaubt, dass eine Lenkung des
technischen Fortschritts notwendig sei — und in marxistischen Gesellschaften tibri-

30 Ebd., S.91.

31 Ebd., S.93.

32 Ebd., S.100f.

33 Jonas 1979, S. 63.
34 Ebd., S.70.

35 Ebd., S.72.

36 Ebd.,S.73.

37 Ebd., S.292.
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gens wahrscheinlicher als in kapitalistischen.3® Konkreter wird Jonas in zwei Auf-
sdtzen aus den Jahren 1987 und 1991, in denen er sich mit der Beziehung Ethik und
Technik (1987) und Ethik und Wissenschaft (1991) genauer auseinandersetzt. 1987
beschreibt er mit fiinf pragnant artikulierten Griinden, warum Technik einer spe-
zifischen Technikethik unterliege. Sein erstes Argument ist die Ambivalenz der mog-
lichen Entwicklungen,3® die er bereits 1979 mit dem Zusammenhang zwischen
Unheils- und Heilsprophezeiung thematisiert hatte. Sein zweiter Grund ist, dass
Wissen oft zwangsldufig in seiner Anwendung miinde und damit in die Realitit
kollektiven menschlichen Handelns irreversibel eingehen wiirde.*° Die dritte These
ist, dass moderne Technologie in der Regel globale Folgen aufweise,*! sein vierter
Grund steht mit dem dritten in direktem Zusammenhang und liegt in der Behaup-
tung, dass Technologie tiber die Existenz des Menschen hinaus die Existenz nicht-
menschlicher Umwelt direkt beeinflusse.*? SchliefSlich stellt Jonas mit seinem fiinften
Argument in den Mittelpunkt, dass Technologie das Potenzial beinhalte, die Fort-
existenz der Menschheit aufgrund eines unkontrollierbaren, ebenfalls irreversiblen
Prozesses infrage zu stellen.*3 Vier Jahre spiter beschiftigt sich der Philosoph inten-
siv mit der Frage, wie sich Forschende schuldig machen konnten und wie sie diese
Schuld vermeiden kénnten.#* Dadurch, dass sich theoretisches und praktisches Inte-
resse in der modernen Forschung vermischen wiirden, somit Grundlagenforschung
nicht mehr von der anwendungsorientierten Forschung, der Technikgenese,
getrennt werden konne, sei der oder die Forschende mitverantwortlich fir das, was
mit den moglichen Anwendungen passiere, sowohl die positiven wie die negativen
Folgen.** Einzelne Forschende kénnten aber hiufig die Folgen ihres Tuns nicht
abschitzen, auch weil sie Teil eines arbeitsteilig organisierten Kollektivs seien.
Darum seien Gremien nétig, die sich dieser Aufgabe annehmen.*¢ Bei der Beurtei-
lung der Wissenschaftsfreiheit als rein die Erzeugung neuer Erkenntnis und nicht
die Handlung - also die Anwendung — betreffend eroffnet er jedoch wieder die
bereits zuvor dekonstruierte Unterscheidung zwischen Grundlagenforschung und
anwendungsorientierter Entwicklung, verdeutlicht allerdings, dass bereits die
Erzeugung neuer Erkenntnis nicht frei von darin angelegtem Handeln sei.*” Er stellt
fest, dass durch die immer starker auf bestimmte Anwendungen bezogene moderne
Wissenschaft eine wissenschaftsbezogene Ethik sich nicht nur auf innerwissen-
schaftliche Normen wie Reliabilitit und Validitat beziehen konne, sondern auch die

38 Ebd., S. 328.

39 Jonas 1987, S. 82.
40 Ebd., S. 83.

41 Ebd., S. 84.

42 Ebd.,S.87.

43 Ebd., S. 88 ff.

44 Jonas 1991, S.193.
45 Ebd.,S.195ff.

46 Ebd., S.198.

47 Ebd., S.199.
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Normen im Blick haben miisse, die durch mogliche Anwendungen betroffen
seien.*® Forschende hitten eine gewisse Gewalt iiber die Anwendungen, die mit den
durch ihre Arbeit entstandenen Erkenntnissen in Zusammenhang stiinden. Zudem
sei »die Welt selbst zum Laboratorium« geworden,*’ allein deswegen miissten For-
schende auch aufSerwissenschaftliche Ethik berticksichtigen; als klaren Fall, bei dem
Grundlagenforschung von Anwendungsbezug nicht getrennt werden konne, nimmt
Jonas die bereits in der rekombinierenden DNS-Technik angelegten moglichen Ver-
anderungen menschlichen Erbguts. Der Aufsatz pladiert dafiir, dass sich Forschende
freiwillig »Schranken der Verantwortung« auferlegen miissten.>°

Einen weiteren Zugang zur Verantwortung der Wissenschaft finden wir
beim Mathematiker und Philosophen Hans Lenk. Er wird konkreter in der Kate-
gorisierung des Verantwortungsbegriffs. Lenk unterscheidet beispielsweise vier
unterschiedliche Verantwortungsdimensionen — Handlungsverantwortung, Rollen-
verantwortung, universalmoralische Verantwortung und rechtliche Verantwortlich-
keit, wobei sich diese Idealtypen in der Realitit meist iiberschneiden wiirden.’!
Handlungsverantwortung bedeutet die Verantwortung eines Individuums fiir alle
direkten und indirekten Folgen seiner oder ihrer Handlung beziehungsweise Nicht-
handlung. Auch bei der Rollenverantwortung geht es um Folgen von Handlungen
und Nichthandlungen, allerdings im besonderen Zusammenhang mit spezifischen
Rollenerwartungen, die mit einer institutionellen Aufgabe verbunden sind, bei-
spielsweise um die Verantwortung einer Abgeordneten fiir die Beantwortung von
Biirgeranfragen. Rechtliche Verantwortlichkeit entsteht aus den rechtlichen Nor-
men, denen aktive Handlungen und Unterlassungen im Rahmen der geltenden
Gesetze unterliegen. Universalmoralische Verantwortung ist nach Lenk die Verant-
wortung gegeniiber dem Wohl anderer Lebewesen und ist auf keinen Lebensbereich
beschrinkt. Bei Konflikten zwischen unterschiedlichen Verantwortungstypen sei die
Universalverantwortung stirker zu gewichten.’2 Lenks Kategorien beziehen sich
nicht nur auf das Individuum und - auf unser Thema bezogen - somit den For-
schenden selbst, sondern auch auf Institutionen wie die Wissenschaft oder Univer-
sititen. Institutionelle Handlungen hatten gesellschaftliche und auch Individuen
betreffende Folgen, woraus sich nach Lenk eine spezielle Verantwortung der Insti-
tutionen und der wissenschaftstreibenden Individuen ergibt: Um diese wahrnehmen
zu konnen, seien Einrichtungen wie Ethikrate und Ethikkodizes zu stirken und
geeignete rechtliche Normen zu entwickeln.’3

Eine aktuellere Beschreibung der Verantwortlichkeit Wissenschaftstreibender aus
Sicht einer Philosophin finden wir bei Dagmar Fenner.’* Sie zeigt drei Beispiele auf,

48 Ebd., S.200.

49 Ebd., S.205.

50 Ebd.,S.214.

51 Lenk 1991, S. 61.
52 Ebd., S. 66.

53 Ebd., S.67f.

54 Fenner 2010.
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bei denen wissenschaftliches Handeln mit ethischen Problemen konfrontiert ist und
der Forschende sich nicht auf das Argument, alle Wissenschaft sei neutral und
darum nicht zu beschrianken, zuriickziehen kann: die Filschung von Ergebnissen
der Klonforschung, das Manhattan-Projekt und das Milgram-Experiment.>’ Bei
allen Beispielen sei evident, dass das Handeln der Forschenden ethisch problema-
tisch war. Wissenschaft habe sich seit den Anfingen der Philosophie in der Antike
stark gewandelt - die klassische Wissenschaft bis zur Renaissance hitte die Welt
nur verstehen wollen, heifSt es bei Fenner’¢ - seit der Renaissance begannen Wis-
senschaftlerinnen und Wissenschaftler dann auch, gestaltend in die Natur einzu-
greifen. Statt des »Orientierungswissens« der klassischen Wissenschaft wirde nun
vermehrt anwendungsorientiertes, zweckrationales »Verfligungswissen« ange-
strebt. Allerdings gebe es durch die Erfahrungen vor allem des 20. Jahrhunderts
mehr und mehr Zweifel an der positivistischen Erlangung von immer mehr Verfi-
gungswissen, das heifst dem Glauben daran, gesellschaftliche Probleme durch wei-
teren wissenschaftlichen Fortschritt 16sen zu konnen.>” Forschende tragen vor allem
aufgrund des potenziell weltverindernden neuen, anwendungsbezogenen Wis-
sens®® auch bei Fenner interne und externe Verantwortung: die Rollenverantwor-
tung, die aus der internen Verantwortung im Rahmen von Rollenpflichten gegen-
tber der Wissenschaftsgemeinde besteht, und die Kausalhandlungsverantwortung,
die sich auf die kausalen Folgen wissenschaftlichen Handelns gegeniiber Gesell-
schaft und Umwelt bezieht.?

Die philosophische Debatte zum Verantwortungsbegriff entwickelt sich also lang-
sam weiter, wir finden bei Fenner sehr dhnliche Argumentationen wie bereits bei
Jonas und Lenk. Die Begrifflichkeiten wurden mit den Jahren konkreter, und auch

55 Im Milgram-Experiment sollte getestet werden, inwieweit Menschen dazu neigen,
Anweisungen zu befolgen, die ihrem eigenen Wertesystem widersprechen. Dazu wurden
Probandinnen und Probanden als Lehrende oder Lernende eingeteilt. Die Lehrerinnen
und Lehrer wurden angewiesen, die Schiilerinnen und Schiiler bei falschen Losungen von
Aufgaben mit Stromschlidgen zu bestrafen. Die Lehrenden wurden jedoch nicht dartiber
aufgeklirt, dass es sich um fiktive Stromschlage handelt — ihnen wurde vorgespielt, dass
die Schiilerinnen und Schiiler echte Schmerzen aufgrund der ihnen zugefiigten Stromsto(3e
empfinden wiirden (vgl. Meyer 1970).

56 Das ist natiirlich eine Vereinfachung, so kann unter anderem die Mathematik des Alter-
tums auch als zweckrationales Verfligungswissen betrachtet werden. Architekten nutzten
mathematisches Wissen beispielsweise zum Bau von Wasserleitungen oder Verkehrswe-
gen. Auch die Medizin war bereits in der Antike wissenschaftlich geprigt und lieferte
zweckrationales Verfugungswissen fur die Behandlung kranker Menschen und Tiere. So
war die klassische Wissenschaft des Altertums durchaus geprigt von deren natur- und
gesellschaftsbeeinflussender Anwendung. Und auch in der Moderne gibt es nach wie vor
Wissenschaft, die eher Orientierungswissen erzeugt als anwendungsbezogenes Verfu-
gungswissen, beispielsweise in der Astronomie, aber auch in der Philosophie und den
Sozialwissenschaften wird hiufig Wissen erzeugt, dessen sozial bezogene Anwendung
erst Jahrzehnte nach der Produktion greifbar wird.

57 Fenner 2010, S. 174 1.
58 Hierzu auch Russell 1953, S. 89 ff.
59 Ebd., S.178.
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Handlungsempfehlungen fiir den Einzelnen, die wissenschaftliche Gemeinschaft
und die Politik sind bei Fenner klarer ausformuliert als bei Picht. Das bestimmende
und tbergreifende Thema, mit dem sich alle Genannten beschaftigen, sind die oft
irreversiblen Auswirkungen wissenschaftlich-technischen Fortschritts auf die
gesamte Existenz der Menschheit; wahrend Picht, Jonas und auch Lenk vor allem
unter dem Eindruck des Zweiten Weltkriegs, des Holocausts und der atomaren
Bedrohung des Kalten Kriegs schrieben,®® stehen bei Fenner stirker die Probleme
des zeitgenossischen wissenschaftlichen Fortschritts im Fokus, wie auch an ihrem
Beispiel aus der Klonforschung klar wird. Eine zentrale Forderung von Picht, die
der Metawissenschaft, ist heute in Gestalt von Wissenschaftssoziologie, Wissen-
schaftsethik und - auf Militartechnologie bezogen - durch die sogenannte praven-
tive Rustungsforschung teilweise realisiert und wird weiterentwickelt.

Wenn man Verantwortung nun als eine Zuschreibung versteht, dann wird sie den
Forschenden entweder von sich selbst oder von anderen Akteuren, also anderen
Forschenden und Nichtforschenden, zugewiesen.®! Verantwortung kann fiir ein
zuriickliegendes oder ein zukiinftiges Ereignis zugeschrieben werden oder wie bei
Lenk nach Bezugskategorien typisiert werden. Einer anderen grundlegenden Unter-
scheidung nach sind Forschende intern und extern verantwortlich: Bei der internen
Verantwortung handelt es sich dann um wissenschaftliche Redlichkeit, also um
Fragen der methodischen Qualitit, beispielsweise um die zu gewahrleistende inter-
subjektive Nachvollziehbarkeit wissenschaftlicher Arbeiten. Bei der externen Ver-
antwortung geht es dagegen darum, ob die Folgen des wissenschaftlichen Handelns
gegeniiber der Menschheit oder der Natur normativ-ethisch vertretbar sind.®2
Unterschieden werden auf einer allgemeineren Ebene unter anderem auch die
Zurechnung von Verantwortung im deskriptiven Sinn und die Zurechnung von
Verantwortung im normativen Sinn.®3 Verantwortung im deskriptiven Sinn liegt
dann vor, wenn eine Kausalitit, also ein empirisch nachweisbarer Zusammenhang
zwischen Forschung und infrage stehendem Forschungsergebnis, festgestellt werden
kann. Eine Handlung oder Nichthandlung eines Forschenden verursacht also etwas.
Mit der Feststellung dieses Zusammenhangs kann jedoch die normative Zurech-
nung von Verantwortung noch nicht ausreichend begriindet werden. Das erfolgt
nach dem Philosophen Otto Neumaier nur dann, wenn weitere Bedingungen erfullt
sind: Zurechnungsfahigkeit und Handlungsfreiheit des Forschenden, die Bertihrung
der Interessen anderer und tatsichlich belegte kausale Wirkungen.®4

60 Bei Jonas finden wir bereits eine Beschaftigung mit 6kologischen Themen, so wurde sein
Werk Das Prinzip Verantwortung eine zentrale theoretische Grundlage der frithen
Umweltbewegung im deutschsprachigen Raum; Jonas 1979.

61 Meisch 2012, S.27.

62 Ebd., S.30f.,; Lenk 1991, S. 56.
63 Neumaier 2001, S. 24.

64 Ebd.,S.25f.
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3. Freie Wissenschaft?

Eine Kausalhandlungsverantwortung von Forschenden wird heute noch mittels der
sogenannten Neutralitatsthese oder Wert(urteils)freiheitsthese bestritten, gerade in
den Naturwissenschaften. Demnach sei Wissenschaft neutral und entziehe sich
darum einer ethischen Beurteilung oder Beschrinkung.®® Wihrend in Wissen-
schaftssoziologie und Wissenschaftsphilosophie die Debatte iiber die Wertfreiheit
der Wissenschaften an Dynamik verloren hat und keine relevante Position im Dis-
kurs heutzutage von der Wertfreiheit der Wissenschaft spricht, hielt sich in den
Wirtschaftswissenschaften und Naturwissenschaften die These der Wertfreiheit,
einer sogenannten positiven Wissenschaft, bis heute. So soll beispielsweise die posi-
tive Okonomie unabhingig von normativen Positionen sein. Diese Auffassung fin-
det sich immer noch in Standardwerken fiir die Ausbildung von Okonominnen und
Okonomen, obwohl bereits nachgewiesen wurde, dass auch in der sogenannten
positiven Okonomie normative Vorannahmen dominierend sind, so zum Beispiel
die Auffassung, dass marktwirtschaftlich organisierte Gesellschaften effizienter
wiren als andere Gesellschaften oder dass durch Marktwirtschaft Demokratie
gefordert wiirde.%¢ Auch in den Rechtswissenschaften gibt es die Position, dass es
zwar nur eine begrenzte Wertfreiheit in der Wissenschaft geben konne, da auch
Wissenschaft kommunikativ mit anderen gesellschaftlichen Bereichen interagiere,
trotzdem sei Wissenschaft in erster Linie eine theoretische Handlungsform und
miisse in Abgrenzung von anderen Gesellschaftsbereichen in ihrer Rationalitit
geschiitzt werden.®” Die zentralen Bestandteile der traditionellen, sehr weitreichen-
den Neutralititsthese stellt Dagmar Fenner gut dar, demnach griinde die Argumen-
tation fur die Wertfreiheit der Wissenschaft vor allem auf den folgenden drei Pra-
missen, durch die die Verantwortung, die Wissenschaftstreibenden fiir Folgen ihres
Handelns zugeschrieben wird, zuriickgewiesen werden kann: So
(1) beinhalte das Recht der Wissenschaftsfreiheit die freie Wahl der Mittel und Ziele
durch Wissenschaftstreibende selbst ohne normative Beeinflussung,
(2) erzeuge wissenschaftliche Forschung ausschliefSlich Wissen, welches von prak-
tischen Anwendungen zu trennen sei,
(3) seien Wissenschaftstreibende allein dem innerwissenschaftlichen Ethos ver-
pflichtet.®8
Nachdem bereits im vorangegangenen Kapitel einige Argumente genannt wurden,
die gegen die Wertfreiheit der Wissenschaft sprechen, werde ich nun diese drei zen-
tralen Satze strukturiert dekonstruieren.

65 Zur Wertfreiheit in den Wissenschaften vgl. auch Konig 1972, S. 225 ff. Eckard Konig
fasst die prominente Debatte zwischen Habermas/Marcuse und Albert/Popper zusam-
men.

66 Geifdler 2015, S. 711,
67 Engi 2009, S. 33.
68 Fenner 2010, S. 182 f.
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3.1 Begrenzungen der freien Wahl der Methodik und der Ziele

Die naive Vorstellung, die Wahl der wissenschaftlichen Mezhodik konne absolut frei
sein, halt keiner genaueren Betrachtung stand, denn sie unterliegt Beschrankungen:
In der medizinischen Forschung etwa ist — wie bei aller Forschung - die Methode
der Forschung durch die vorhandenen Mittel und das Personal, aber auch etwa die
Methode der Priifung von Medikamenten durch Rechte der Probandinnen und Pro-
banden eingeschrankt — schrankenlose Tier- oder Humanexperimente sind daher
nicht erlaubt. Oft sind die Methoden der Forschenden wie beim Beispiel der Tier-
versuche durch Gesetze beschrinkt.¢® Bei medizinischer Forschung im Bereich der
Notfallmedizin muss jedes Forschungsvorhaben, in das Patientinnen und Patienten
involviert sind, inzwischen vor Beginn des Arbeitsprozesses von einer Ethikkom-
mission begutachtet werden.”® Bei den potenziellen Probanden, die mitunter
bewusstlos sein oder unter Schock stehen konnen, kann davon ausgegangen werden,
dass sie aufgrund ihrer personlichen Lage in ihrer Einwilligungsfahigkeit beschrankt
sind und darum nicht willentlich an einer Studie teilnehmen konnen. Die Empfeh-
lungen dieser Kommission sind zwar nicht verpflichtend. Trotzdem gab es seit Ein-
filhrung dieses Prozesses kein einziges Forschungsvorhaben, das entgegen den Emp-
fehlungen des Gremiums umgesetzt wurde.”! Forschende kénnen also die Wahl
ihrer Methoden durch Selbstverpflichtungen beschranken. Auch im Bereich der
Waffenforschung gibt es klare Beschrankungen der Forschungsmethoden. So ist
Wissenschaft hier durch das Volkerrecht reglementiert, beispielsweise durch die
Biowaffenkonvention: In fast allen Staaten darf nicht an biologischen Waffen
geforscht werden, das fithrt zu klaren normativen Schranken fiir die Forschung mit
Viren und Bakterien.”? Selbst die Verwendung bestimmter Stoffe zu Versuchszwe-

69 Siehe www.gesetze-im-internet.de/tierschg/BJNR012770972.html (Zugriff vom
11.09.2014); insbesondere Abschnitt 5 des Tierschutzgesetzes schrankt die Forschungs-
freiheit klar ein.

70 Spezialisierte lokale Ethikkommissionen gibt es auch an mehr und mehr Universititen,
so beispielsweise in Gottingen oder Ulm: Siehe www.psych.uni-goettingen.de/de/ethics
oder www.uni-ulm.de/einrichtungen/ethikkommission-der-universitaet-ulm.html
(Zugriff jeweils vom 27.06.2015).

71 Urban Wiesing, Sprecher des Internationalen Zentrums fiir Ethik in den Wissenschaften
(IZEW), Universitat Tubingen, Institut fir Ethik und Geschichte der Medizin in der
Podiumsdiskussion »Wissenschaft: Zwischen Forschungsfreiheit und ethischer Verant-
wortung« am 11. Juli 2013 am KIT Karlsruhe.

72 Siehe www.icrc.org/applic/ihl/ihl.nsf/INTRO/450?OpenDocument (Zugriff vom
11.09.2014). Die Biowaffenkonvention verpflichtet die Vertragsparteien, sich reglemen-
tierenden Normen im Bereich der Biowaffenforschung zu unterwerfen. Nicht alle Mit-
glieder der Vereinten Nationen haben diesen volkerrechtlichen Vertrag ratifiziert, so
gehort beispielsweise Namibia nicht zu den Vertragspartnern. Fiir alle nicht unterzeich-
nenden Staaten gilt trotzdem das Genfer Protokoll von 1925, das zwar den Biowaffen-
einsatz verbietet, jedoch bei Forschung und Entwicklung keine normativen Schranken
definiert.
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cken ist nach dem deutschen Ausfihrungsgesetz zum Chemiewaffeniibereinkom-
men streng reglementiert.”3

Auch die Wahl der Forschungsziele ist unfrei. Ganz abgesehen von Eingriffen in
die Forschungsfreiheit durch Wissenschaftsministerien, die Einrichtung und Beset-
zung von Lehrstiihlen, die Finanzierung von Forschung durch Drittmittel oder gar
die Forschung in Privatunternehmen’4, unterliegen die Ziele von Forschung auch
ethischen und rechtlichen Maf$stiben. So sind nicht nur die Mittel, sondern auch
die Ziele der Klonforschung in Universitidten wie Privatunternehmen durch nach-
vollziehbare Normen begrenzt. Reproduktives Klonen ist mit der grundgesetzlich
garantierten Menschenwirde in Deutschland unvereinbar, das Forschungsziel,
einen Menschen zu klonen, wire demnach ein Verstof$ gegen geltende Verfassungs-
normen und gegen das Embryonenschutzgesetz.”’ International ist das reproduktive
Klonen von Menschen nach wie vor gedchtet und in den meisten Landern verbo-
ten.”® Auch bei der Waffenforschung kénnen nicht nur Methoden, sondern eben
auch Forschungsziele gegen geltende Normen verstoflen — die Fortentwicklung von
Chemiewaffen durch Staaten, die die Chemiewaffenkonvention ratifiziert haben,
wire ein solcher Verstof§ gegen volkerrechtliche Regeln.”” Gerade die in den letzten

73 Siehe http://www.gesetze-im-internet.de/cw_ag/BJNR195400994.html (Zugriff vom
18.04.2014).

74 Forschende in Privatunternehmen mogen von vielen nicht als Wissenschaftlerinnen und
Wissenschaftler angesehen werden, da sie nicht »in der Wissenschaft« arbeiten. Aller-
dings sehen sie sich selbst hdufig in der Rolle als Wissenschaftlerinnen und Wissenschaft-
ler und betreiben Forschung, haufig nicht nur anwendungsbezogen, sondern auch grund-
lagenorientiert (vgl. Buhl 1974, S.277). Fur sie gelten die gleichen rechtlichen
Rahmenbedingungen wie fiir Forschende an Universitdten, wenngleich Forschende an
Universitiaten haufig zusitzliche Normen berticksichtigen mussen. Thre Freiheit der
Methoden- und Zielwahl ist in der Regel stirker begrenzt als aufSerhalb von Privatun-
ternehmen, da die Vorgaben durch das Unternehmen strenge Grenzen setzen kénnen. In
Zeiten der Revolution in Military Affairs werden klassische Unternehmen der Riistungs-
industrie mehr und mehr zu Unternehmen, die sowohl zivil als auch militarisch nutzbare
Waren liefern. Zivile IT- und Elektronikunternehmen werden zu Produzenten von mit-
unter militarischen Giitern. Das bedeutet nicht, dass die Rolle der klassischen Riistungs-
konzerne wie Boeing oder EADS weniger wichtig wird —sie sind auf den zentralen Feldern
der militarischen Beschaffung nach wie vor sehr bedeutend. Trotzdem konnen heutzutage
mehr und mehr Unternehmen fir die militdrische Beschaffung von Bedeutung sein,
gerade im IT-Bereich. Gleichzeitig suchen traditionelle Riustungskonzerne Markte im
zivilen Bereich oder im Bereich der inneren Sicherheit und betreiben auch Forschung und
Entwicklung in diese Richtung, so beispielsweise auch EMT Penzberg; siche www.emt-
penzberg.de/home.html (Zugriff vom 20.05.2014).

75 Arnold 2013, S. 5.
76 Geiss 2015, S.25.

77 Siehe www.opcw.org/chemical-weapons-convention/download-the-cwc/ (Zugriff vom

13.04.2014).
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Jahren populiaren Zivilklauseln an deutschen Universitaten beziehen sich ebenfalls
auf Forschungsziele, welche durch die Zivilklauseln beschrinkt werden sollen.”8

3.2 Grundlagenforschung und Anwendungen

Weder kann Grundlagenforschung als wertfrei beschrieben werden, noch ist Grund-
lagenforschung immer von praktischen Anwendungen trennbar; Fenner geht ja
davon aus, dass Grundlagenforschung und anwendungsbezogene Forschung mehr
und mehr miteinander verwoben werden und Verfiigungswissen im Laufe der His-
torie gegeniiber dem Orientierungswissen an Bedeutung gewonnen habe.” Auch
Hans Lenk stellt Idealtypen dar, die zwar analytisch dazu geeignet wiren, Extreme
zu erldutern - er beschreibt beispielsweise die Unterscheidung zwischen Entdeckung
und Erfindung, die allerdings zur Erklarung der realweltlichen Arbeit von Wissen-
schaftlerinnen und Wissenschaftlern sehr hiufig ungeeignet sei.8? Doch selbst wenn
wir die Bereiche betrachten, in denen Grundlagenforschung noch als solche bezeich-
net werden konnte, also als in erster Linie an Erkenntnisgewinn orientierte For-
schung, so wird klar, dass dieser Erkenntnisgewinn nicht trennbar ist von damit
verbundenen praktischen Nutzungen. So war bei der Entdeckung der Kernspaltung
durch die Chemiker Otto Hahn und Fritz StrafSmann 1938/39 am Kaiser-Wilhelm-
Institut fiir Chemie schnell klar, dass dieses Wissen auch zum Bau einer Bombe
genutzt werden kann. Nach der Veroffentlichung der Erkenntnisse der Chemiker
konnten Forschende auf der ganzen Welt dieses Wissen dazu nutzen, Atombomben
zu entwickeln.8! Wissenschaft und Technikgenese — oder anders ausgedriickt:
Grundlagenforschung und angewandte Forschung - sind miteinander verwoben.
Neue Erkenntnisse konnen frither oder spater in praktischen Anwendungen genutzt
werden, Orientierungswissen begriindet somit potenziell Verfiigungswissen. Gerade
jene, die eine Art technologischen Imperativ behaupten, bezeugen ja, dass das, was
wir verstehen konnen, eine spatere Anwendung des erworbenen Wissens ermog-
licht.82 Das Erlangen von bestimmtem Wissen fithrt demnach zu bestimmten Hand-
lungsmoglichkeiten, und diese Moglichkeiten konnen nicht wertfrei beurteilt wer-
den, gerade in unserem modernen Wissenschaftssystem, in dem nicht nur an
Fachhochschulen in sehr weiten Teilen die Anwendung bei wissenschaftlicher Arbeit
mitberiicksichtigt wird, mitunter Forschung tiber die moglichen Anwendungen auch
legitimiert wird. Ein Beispiel: Grundlagenforschung verspreche laut Peter Gruss,
dem Leiter des Max-Planck-Instituts, eine hohe gesamtgesellschaftliche Rendite.83
So hitte etwa die biomedizinische Grundlagenforschung der vergangenen 30 Jahre

78 Die Klauseln sind nach Ansicht ihrer Befirworterinnen und Befiirworter mit der Wis-
senschaftsfreiheit vereinbar, bei dieser Argumentation beziehen sich die Akteure, die sol-
che Klauseln einfordern, auf die Friedensfinalitit des Grundgesetzes.

79 Fenner 2010, S. 174f.

80 Lenk 1991, S.11.

81 Siehe von Weizsacker 1981, S. 32.
82 Lenk, Ropohl 1987, S. 7.

83 Gruss 2009, S. 6.
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am Max-Planck-Institut dafiir gesorgt, dass sich in der Region Miinchen 160 klei-
nere und mittlere Betriebe aus der Biotechnologie gebiindelt hitten.8* Wir leben also
in einer Welt, in der wissenschaftliche Erkenntnis immer haufiger auflerwissen-
schaftlich genutzt wird. Eine Trennung der erkenntnisorientierten, wissenschaftli-
chen Arbeit von Anwendungen zu behaupten wire somit ein Festhalten an einer
uberholten These.

3.3 Auferwissenschaftliche Normen der Forschungsgemeinde

Die Ubernahmen von interner und externer Verantwortung schliefen sich nicht
gegenseitig aus: Zum wissenschaftlichen Ethos gehort Responsibilitit fiir die Folgen
von Forschung — Forschende befinden sich nicht in einem normfreien Raum. Hand-
lungen sind normativ geprigt und beziehen sich bewusst oder unbewusst auf Nor-
men. Auch das Wertfreiheitsprinzip selbst stellt eine Norm dar, das heifit das inner-
wissenschaftliche Ethos ist normativ, und es bezieht seine Rechtfertigung aus der
sozialen Regel, Mehrwert fiir diese Gesellschaft zu erzeugen.8’ Auch das unreflek-
tierte Festhalten am technologischen Fortschritt ist eine klare Positionierung — fur
eine breite Auslegung der Wissenschaftsfreiheit und fiir eine konservative Auslegung
der bestehenden institutionellen Rahmenbedingungen. Nicht nur die Parteinahme
beispielsweise fiir eine politische Revolution, auch das Festhalten am Status quo ist
meines Erachtens eine eindeutig von Werturteilen gepragte, normative Haltung —
auch wenn dies von vielen Wissenschaftstreibenden, selbst von namhaften Philoso-
phen,3¢ so nicht immer anerkannt wird. Das Festhalten an schrankenlosen techno-
logischen Moglichkeiten der Waffenforschung ist demnach auch eine normative
Handlungsweise: Die Wissenschaftsfreiheit wird als absolute Norm und technolo-
gische Prozesse werden als quasi-naturgesetzlich bestimmt gewertet. Dies beinhaltet

84 Ebd.

85 Konig 1972, S.227ff.; eine dhnliche Argumentation finden wir bei Wilholt (2012,
S.201f.): »[W]ir [konnen] in vielen Fillen den epistemischen Zielen der Wissenschaft
einen positiven Wert zuschreiben [...] — weil sie unser Verstindnis der Welt und unserer
Stellung in ihr zu fordern versprechen, weil sie durch Erkenntnisfreude einen raumlich
und zeitlich weit reichenden Kreis von NutzniefSern Genuss und Befriedigung verschaf-
fen, oder weil von ihnen erwartet werden darf, dass sie zur Entwicklung von Technolo-
gien beitragen werden, die zur Losung unserer gesellschaftlichen Probleme, zur Verbes-
serung unserer Gesundheit oder zur Mehrung unseres Wohlstandes fithren werden.
Neben diesen gesellschaftlich unterstiitzbaren epistemischen Zielen gibt es aber auch
andere gesellschaftliche Ziele (zum Beispiel andere Projekte, die zur Losung unserer
gesellschaftlichen Probleme fuhren sollen) — diese sind nicht inkommensurabel mit den
epistemischen. Die epistemischen Ziele der Wissenschaft werden gegen diese Ziele abge-
wogen werden miissen, und die Freiheit der Mittel, welche durch die erkenntnistheore-
tische Begriindung etabliert werden kann, kann fir jedes epistemische Ziel nur relativ
zum Ergebnis dieser Abwigung sein.« Wilholt spricht darum bei der Forschungsfreiheit
von einer Mikroautonomie der Forschenden innerhalb ihres Aufgabenbereichs. Dieses
Zitat macht sehr deutlich, dass Forschende nicht nur dem innerwissenschaftlichen Ethos
verpflichtet sind und aus diesem Grund auch die Freiheit der Mittel- und Zielwahl ein-
geschriankt ist, darauf wird weiter unten noch eingegangen.

86 Luhmann 1990, S. 41.

Leviathan, 44. Jg., 2/2016
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eine ebenso klare Position wie die aus pazifistischen Beweggriinden stattfindende
Ablehnung jeglicher militarisch nutzbarer Forschung. Neben den Sozialwissen-
schaften arbeiten also auch die Naturwissenschaften nicht ohne Werturteile. Und
die Erkenntnis- und Technikentwicklung an sich ist, wenn sie auch haufig scheinbar-
natiirlichen GesetzmafSigkeiten folgt, immer gleichzeitig sozial determiniert: » Tech-
nik ist jeweils ein geschichtlich-gesellschaftliches Projekt; in ihr ist projektiert, was
eine Gesellschaft und die sie beherrschenden Interessen mit dem Menschen und mit
den Dingen zu machen gedenken«.87
Technik, ihre Grundlagen und die Folgen entstehen in sozial-historischen Prozes-
sen und erzeugen soziale Folgen.3® Technologie®® entwickelt sich also nicht »neu-
tral« oder nach einem rein rationalen, evolutionaren Muster. Herbert Marcuse for-
muliert es so: »Bestimmte Zwecke und Interessen der Herrschaft sind nicht erst
snachtraglich« und von aufSen der Technik oktroyiert — sie gehen schon in die Kon-
struktion des technischen Apparats selbst ein«.”? Diese Haltung sieht technologi-
schen Fortschritt als Herrschaftsinstrument an. Positivistischer Technikauffassung,
die von einem sich evolutiondr entwickelnden Prozess technischer Entwicklung aus-
geht, antwortet Marcuse mit der kritischen Analyse von sozialen Prozessen, aus
welchen technischer Fortschritt entsteht und zu denen er fiihrt. Dieser Gedanken-
gang beinhaltet jedoch keine Aussage dartiber, wie die Forschenden in einem reflek-
tierenden Prozess ethische Probleme eben auch auflosen konnen, sondern verbleibt
bei der einfachen Feststellung, dass moderne Technologie und ihre Fortentwicklung
herrschende Machtverhiltnisse zwangsweise festigen.”! Damit stimmt er mit der
grundsitzlichen Technologiekritik der Frankfurter Schule tiberein. Nach dieser Tra-
dition besteht ein unentrinnbarer Zusammenhang zwischen technischer Naturbe-
herrschung einerseits und durch neue Technologie begrenzte soziale Gestaltungs-
macht andererseits:?2
»Das Wissen, das Macht ist, kennt keine Schranken [...] Die Konige verfiigen uber die
Technik nicht unmittelbarer als die Kaufleute: Sie ist so demokratisch wie das Wirtschafts-
system, mit dem sie sich entfaltet. Technik ist das Wesen dieses Wissens. Es zielt nicht auf
Begriffe und Bilder, nicht auf das Glick der Einsicht, sondern auf Methode, Ausnutzung
der Arbeit anderer, Kapital. Die vielen Dinge, die es nach Bacon noch aufbewahrt, sind selbst
wieder nur Instrumente: das Radio als sublimierte Druckerpresse, das Sturzkampfflugzeug
als verbesserte Artillerie, die Fernsteuerung als der verldsslichere Kompass. Was die Men-

schen von der Natur lernen wollen, ist, sie anzuwenden, um sie und die Menschen vollends
zu beherrschen. «%3

87 Marcuse 1965, S.179.
88 Baron 1995, S. 36.

89 Technologie definiert Schubert (2004, S. 979) als »Methoden und Verfahren sowie die
Entwicklung des notwendigen Wissens zum Aufbau von (umfassenden) Systemen oder
(einzelnen) Produktionsprozessen, die auf die Verwirklichung vorgegebener Ziele aus-
gerichtet sind«.

90 Marcuse 1965, S.127.

91 Marcuse 1967, S. 50 ff.

92 Czada 2003, S.161.

93 Adorno, Horkheimer 1969, S. 10.
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Die Beziehung zwischen Herrschaft und Verfiigungswissen begriindet die philoso-
phische und sozialwissenschaftliche Beschaftigung mit Technikgenese. Unabhangig
von der hier nicht weiter zu diskutierenden, weitreichenden Technikkritik der Kri-
tischen Theorie?* oder fritherer Vertreter einer philosophischen Technikkritik wie
Giinther Anders?® muss festgestellt werden, dass technische Innovationen durch
soziale Prozesse generiert werden, dass sie eben nicht als quasi-naturgesetzlich
determiniert analysiert werden konnen, weil eben der soziale Kontext ihrer Entste-
hung variabel ist. Das bedeutet, dass technische Entwicklungen ambivalent sind und
auch als fehlerhaft oder risikobehaftet und als verbesserungs- oder regelungswiirdig
beschrieben werden miissen.?® Der Politikwissenschaftler Roland Czada hilt fest:
»Ohne Technik wiirden jedes Jahr Millionen Menschen an Krankheiten wie Mala-

94 Die mir unter negativem Vorzeichen genauso naiv technologiegliubig erscheint wie ihr
konservatives Pendant, das von einer Art technologischem Imperativ (vgl. Freyer 1955)
ausgeht, nach dem sich Technik quasi naturgesetzlich weiterentwickeln soll. Die
Beschreibung der Ambivalenz technischen Fortschritts scheint mir bei Czada 2003 besser
gelungen.

95 Giinther Anders Technologiekritik wurde geprigt von der Erfahrung des maschinellen
Totens in den Vernichtungslagern des Nationalsozialismus und der spateren Bedrohung
der kiinftigen Existenz der Menschheit nach der Entwicklung der Atombombe. Fiir ihn
bestehen die zentralen Hindernisse in der Wahrnehmung von Priaventionsverantwortung
in der Unubersichtlichkeit der technischen Entwicklung und in ihrer betrieblichen Orga-
nisation (Anders 1961). Er geht davon aus, dass die wissenschaftlich-technische Ent-
wicklung so schnell vor sich geht, dass das einzelne Individuum davon tberfordert ist,
der Mensch kann die technische Entwicklung nicht mehr erfassen. Er nennt dies » Asyn-
chronisiertheit des Menschen mit seiner Produktewelt« oder das »prometheische
Gefille« (ebd., S. 16). Anders geht davon aus, dass der Mensch sich angesichts seiner fiir
den Einzelnen undurchschaubaren technisch optimierten Artefakte als unvollendete
Kreatur begreifen muss (ebd., S. 24 f.) Selbst Politikerinnen und Politiker, die iiber den
Einsatz existenziell bedrohlicher Technologien wie der Atombombe verfiigen, konnten
nicht erfassen, wie mit der realweltlichen Existenz der Bombe umzugehen sei (ebd.,
S.270). Die arbeitsteilige, betriebliche Organisation der Entwicklung von neuer Technik
verstarke das Problem, die Folgen des eigenen Handelns fiir die zukiinftige Welt zu kal-
kulieren und zu verantworten (ebd., S. 272). Jeder und jede sei, wenn tberhaupt, nur fiir
einen kleinen Teil der technischen Welt zustindig und befinde sich in einem moralisch
ambivalenten Zustand. In der betrieblichen Situation gehe der Einzelne a priori davon
aus, dass die Ziele des Betriebs nicht unmoralisch sein konnen und darum auch das eigene
Handeln, das nach Anders hochstens noch als Mithandeln, aber nicht mehr als eigen-
stindiges Handeln bezeichnet werden konne, nicht unmoralisch sein konne (ebd.,
S. 286 ff.), und verwahrt sich deswegen gegen aufSerbetriebliche Einflusse auf die Arbeit
des Betriebs, dhnlich wie heute noch Forschende gegen gesellschaftliche Einfliisse argu-
mentieren. Die betriebliche Organisation der Arbeitswelt nennt Anders eine der Grund-
ursachen fiir »Untaten« wie auch den Holocaust (ebd., S.290). Er fordert darum die
Pflicht zur Herausbildung moralischer Kompetenzen ein. Da die moderne Technik die
menschliche Fahigkeit, verantwortlich zu handeln, tiberfordere, miissten die Menschen
alles tun, um den Abstand des prometheischen Gefilles zu verkleinern (ebd., S. 18). Als
goldene Regel fiir den wissenschaftlich-technischen Fortschritt solle gelten, dass nur
Artefakte angeschafft werden sollen, deren Zweck im Sinne einer Handlungsmaxime des
eigenen Handelns liegen konne (ebd., S. 298).

96 Boschen 2010, S.117f.

Leviathan, 44. Jg., 2/2016
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ria, Pocken, Tuberkulose, Blutvergiftungen oder auch nur einer Grippe sterben —
dafiir aber auch weniger durch Kriege und andere Gewaltausbriiche«.®”

Gerade Wissenschaftlerinnen und Wissenschaftler, die neue Militartechnik ent-
wickeln, und auch all jene, die ihre Arbeit im Bereich der doppelten Nutzung ver-
orten, konnen sich nicht vom aufSerwissenschaftlichen Ethos lossagen, sind sie doch
nicht nur Wissenschaftlerinnen und Wissenschaftler, sondern auch Mitglieder der
Gesellschaft. Thre Arbeit ist normativ und ambivalent. Sie sind daher den gleichen
Grundsitzen verpflichtet, die fiir uns alle gelten.”8

4. Die Wahrnehmung von Verantwortung

Klare Grenzen einer verantwortbaren Praxis wissenschaftlicher Forschung sind
schwierig zu greifen, Fenner®® zeigt sie nicht auf, sie nennt jedoch diverse Gebote
fiir eine bessere Wahrnehmung von Verantwortung durch die Forschenden selbst.
Hierbei unterscheidet sie Gebote der individuellen und der institutionellen Ethik:100

Folgerungen fiir einzelne Forschende Folgerungen fiir die Scientific Community +

(Akteursethik) Gesellschaft (Institutionenethik)

—  Ausbildung ethischen Bewusstseins —  Ethikkommissionen fur weitere Wissen-

- Wahrnehmen der Verantwortung durch schaftsbereiche (nicht nur Medizin)
Arbeitsverweigerung und/oder Informa- | —  Schaffung von (internationalen) Wissen-
tion der Offentlichkeit schaftsgerichten )

—  Forschung in den Dienst der Gesellschaft | —  Ausbildung einer kritischen Offentlich-
stellen (eventuell durch Vereidigung, keit, offentlicher Diskurs
angelehnt an hippokratischen Eid) - spezifischere Ressortausbildung fiir Wis-

senschaftsjournalistinnen

Angesichts der hiufigen Ambivalenz von Forschungsergebnissen'%! unterstellt Hans
Lenk eine generelle Mitverursacherverantwortung von Forschenden, die aber im

97 Czada 2003, S. 170; allerdings konnen, wie in der Einfithrung gezeigt, manche Tech-
nologien die Opferzahlen von Konflikten reduzieren. Die tausende Opfer der Droh-
nenangriffe der letzten Jahre verglichen mit den hunderttausenden Opfern von Fla-
chenbombardements wie beispielsweise im Vietnamkrieg zeigen, dass es Technologien
gibt, die das Unterscheidungsgebot des Volkerrechts besser berticksichtigen als andere,
iltere Technologien (vgl. Cavallaro et al. 2012).

98 So zum Beispiel rechtliche Normen wie das Grundgesetz oder die allgemeine Erklarung
der Menschenrechte oder ethisch-moralische Normen wie der kategorische Imperativ.

99 Fenner 2010.
100 Nach ebd., S.197.

101 Dadurch, dass immer mehr Technologiebereiche gleichzeitig dem zivilen und militari-
schen Bereich zuzurechnen sind, beispielsweise auch im Bereich der Automation, wird
die Abgrenzung dieser Bereiche in vielen Disziplinen schwieriger. Allerdings konnen
einzelne Forschende zumindest in ihren Fachern oder in ihrer personlichen Arbeit die
Grenze zwischen zivil und militirisch verorten, in dieser Ansicht wurde ich auch bei
Gesprichen mit Naturwissenschaftlern des DLR und der TU Miinchen bestirkt.
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Nachhinein schwer oder unmoglich festgestellt werden kann, da moderne Wissen-
schaft arbeitsteilig organisiert ist und sich mehr und mehr ausdifferenziert. Techni-
scher Fortschritt entsteht haufig in einem kumulativen Akt, bei dem die individuelle
Leistung des einzelnen Forschenden ein Mosaikstein ist, fiir das ganze Mosaik kann
jedoch schwer eine Verursacherverantwortung ermittelt werden. Darum tragen
Wissenschaftstreibende aus der Sicht Lenks eine »Priventionsverantwortung«.102
Zur Wahrnehmung von Praventionsverantwortung gehort die weitestmogliche Ver-
meidung von Risiken und Bedrohungen fir Umwelt und Gesellschaft. Damit ist
nicht nur die Vermeidung von unbeabsichtigten Risiken und Bedrohungen wie Kon-
struktionsfehlern bei grofSen technischen Vorhaben gemeint, die erst dann sichtbar
werden, wenn es zu einem Unfall gekommen ist, wie bei der Fehlkonstruktion der
Dichtungsringe der Antriebsraketen fiir die Challenger-Raumfihre, auf die die
beteiligten Ingenieurinnen und Ingenieure vor dem Ungliick beim Start der Raum-
fihre hingewiesen hatten.193 Priventionsverantwortung geht bei Lenk viel weiter:
Der Mensch habe seit dem 20. Jahrhundert vor allem durch wissenschaftliche For-
schung die Macht, globale Verdnderungen durch technische Neuerungen zu erzeu-
gen, und darum wiirden Forschende eine besondere Verantwortung auch fiir kumu-
lierte Ergebnisse der Arbeit der gesamten wissenschaftlichen Gemeinschaft tragen —
ob sie im Forschungsprozess beabsichtigt sind oder nicht:
»[A]ngesichts der ins Unermessliche gewachsenen technologischen Macht des Menschen
[...] ist eine sittliche Erweiterung des Verantwortungskonzeptes notig [...]: Der Ubergang
von einer Konzeption der Verursacherverantwortung zu einer >Treuhidnder«- oder Heger-
Verantwortung des Menschen, von der riickwirkend zuzuschreibenden Ex-post-Verant-
wortung zur prospektiv ausgerichteten Sorge-fiir-Verantwortung und Priventionsverant-
wortlichkeit, von der vergangenheitsorientierten Handlungsresultatsverantwortung zur
zukunftsorientierten, durch Kontrollfihigkeit und Machtverfiigbarkeit bestimmten Seins-
verantwortung. « 104
Gerade Naturwissenschaftlerinnen und Naturwissenschaftlern, aber auch allen
anderen Forschungstreibenden und der wissenschaftlichen Gemeinschaft als Ganze
weist Lenk!0 die Pflicht zu, die Ergebnisse ihrer Forschung abzuschitzen und zu
kommunizieren, welche Folgen Forschungsanstrengungen auf einem bestimmten
Gebiet haben kénnen. % Die Hochschulen haben dem Priventionsverantwortungs-
Konzept zufolge die Aufgabe, den Studierenden — auch im technisch-naturwissen-
schaftlichen Bereich — beispielsweise mittels einer Art Studium Generale einen Sinn
fiir ethische Fragen zu vermitteln.'9” Die Ethik, das Volkerrecht und die Sozialwis-
senschaften sollten gemeinsam mit den technischen Wissenschaften soweit moglich

Gerade mit Blick auf Doppelnutzbarkeit und die Revolution in Military Affairs ist
somit die ethische Reflexion des einzelnen Forschenden und damit verbunden das
Wahrnehmen von Praventionsverantwortung wichtiger denn je.

102 Lenk, Ropohl 1987, 117f.
103 Lenk 2009, 17f.

104 Lenk 1982,S.218f.

105 Ebd., S.231.

106 Ebd., S.234.

107 Ebd.

Leviathan, 44. Jg., 2/2016
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absehbare problematische technische Entwicklungen benennen und transdisziplinar
diskutieren.!8 Der Wissenschaftsphilosoph Torsten Wilholt'%° begriindet Ein-
schrankungen der Forschungsfreiheit und argumentiert auf dieser Grundlage fur
transdisziplindren und gesellschaftlichen Austausch: Seiner Ansicht nach grindet
die Forschungsfreiheit auf erkenntnistheoretischer Seite darauf, dass Verfigungs-
und Orientierungswissen, das wissenschaftlich erzeugt werde, einerseits geplante
und andererseits auch ungeplante Erkenntnisse hervorbringe. Gerade bei geplanten
Erkenntnisprozessen mache es Sinn, die Ziele wissenschaftlicher Arbeit innerwis-
senschaftlich und im Austausch mit der restlichen Gesellschaft zu kanalisieren, also
eine Art Tagesordnung der Wissenschaft deliberativ zu diskutieren. Ubergeordnete
Erkenntnisziele mussten nicht alleine in Selbststeuerung der wissenschaftlichen
Gemeinde entstehen, sondern auch politischen Einfliissen unterworfen werden, auf
die die Forschenden aus der Sicht Wilholts nur insoweit Einfluss haben, wie sie Teil
der Gesellschaft sind.'9 Politisch-rechtlich begriindet Wilholt Einschrinkungen der
Forschungsfreiheit mit dem Recht von Biirgerinnen und Burgern, die Wissenschaft
in das politische Gemeinwesen zu integrieren, das heifSt dass Biirgerinnen und Biir-
ger ein Recht auf Austausch mit der Forschung hitten, um in einem deliberativen
Prozess Erkenntnisse nutzen zu konnen. Er fordert, Wissenschaftlerinnen und Wis-
senschaftler missten ihre Forschung darum offen kommunizieren. Dies hat Aus-
wirkungen auf die politisch-rechtlich — unter Verweis auf das Grundgesetz — argu-
mentierende Begriindung der Wissenschaftsfreiheit. Wie Wilholt eindrucksvoll
zeigt, ist namlich Transparenz eine zentrale Voraussetzung fir die Wahrnehmung
der wissenschaftlichen Freiheit: »Fiir Forschungen, deren Ergebnisse etwa zum
Zweck privater Gewinnmaximierung geheim gehalten werden, kann [...] das For-
schungsfreiheitsprinzip nicht [...] in Anspruch genommen werden. Ahnliches gilt
fir Forschungen, deren Ergebnisse aus politischen Griinden der Geheimhaltung
unterliegen, wie es etwa in der Riistungsforschung [...] vielfach der Fall ist«. 111

108 Ebd., S.243f. Wobei nicht nur die Naturwissenschaften militirisch nutzbares Wissen
erzeugen. Die Geschichtswissenschaften, die Soziologie, die Politikwissenschaft und
auch die Psychologie betreiben mitunter Forschung, die handfest militarisch nutzbare
Ergebnisse produziert. Beispielsweise kann Forschung zum Selbstbild von Soldatinnen
und Soldaten auch dazu verwendet werden, militarische Einsitze zu optimieren. Das
historische Wissen tiber vergangene Konflikte und militarische Taktiken niitzt auch den
Armeen der Gegenwart. Somit konnen auch Forschende anderer Fachbereiche — nicht
nur aus den Naturwissenschaften — in ethisch sensiblen Bereichen militarisch relevante
Forschung betreiben.

109 Nichtsdestotrotz hitten Forschende bei ihrer Arbeit eine Mikroautonomie, also inner-
wissenschaftliche Freiheiten, die bei Wilholt zwei Bedingungen erfordern sollen: dass
einerseits der erwartbare Wissensgewinn der Gesellschaft zugutekommt und dass ande-
rerseits diese Freiheiten essenziell fiir das Entstehen des Wissens sind, dass innerhalb
einer Disziplin Forschende also unterschiedliche Fragestellungen und Methoden der
Subdisziplinen und die Exploration neuer Methoden und Fragestellungen innerhalb der
Disziplin selbst wihlen sollen; Wilholt 2012, S. 158-205.

110 Ebd.
111 Ebd., S.270.
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Ahnlich argumentiert der Rechtswissenschaftler Dieter Grimm.!!2 Fiir ihn ist die
Arbeit von Wissenschaftlerinnen und Wissenschaftlern nur dann geschiitzt, wenn
sie funktionsgerecht ablduft. Dazu gehore auch die Offentlichkeit des produzierten
Wissens.!13 Wilholt pladiert fiir mehr Einfluss des offentlichen Interesses auf die
Forschungsagenda und fiir eine deutliche Entflechtung von Wissenschaft und Wirt-
schaft, da der 6konomische Sektor nicht die Anliegen der ganzen Gesellschaft ver-
trete.11* Eine praktische Anwendung dieser Forderung ist die Einrichtung von soge-
nannten Wissenschaftsliden,!!S die die Kommunikation zwischen Wissenschaft und
Zivilgesellschaft intensivieren sollten. Seit den 1980er Jahren wurden vor allem
Fragen in den Bereichen Technik und Okologie von der Zivilgesellschaft iiber Wis-
senschaftsladen in die Wissenschaft eingespeist. Diese Einrichtungen sind zumindest
im deutschen Raum auf dem Riickzug, in den letzten Jahren wurden die Laden in
Miinchen, Giefsen und Kiel geschlossen. Aktuell wird der Austausch zwischen Zivil-
gesellschaft und Wissenschaft durch wissenschaftliche Konferenzen unter Beteili-
gung der Zivilgesellschaft oder Programme wie PERARES!1¢ gefordert, ein von der
Europdischen Union gefordertes Projekt zum Austausch zwischen Wissenschaft und
Biirgerinnen und Biirgern, das auch mit Wissenschaftsliden europaweit zusammen-
arbeitet. Gerade beim Transfer von Fragen des Umweltschutzes aus der Gesellschaft
in die Wissenschaft hatten derartige Projekte hdufig Erfolg, auch beim Vermitteln
mathematisch-naturwissenschaftlichen Wissens aus der Wissenschaft in die Gesell-
schaft.!1” Nach wie vor fristen diese Einrichtungen jedoch ein Randdasein im wis-
senschaftlichen Alltag. Ob die Forderungen von Fenner nach o6ffentlichem Diskurs,
die bereits weiter oben genannte Forderung von Picht nach einer Metawissenschaft,
die Forderung von Lenk, mogliche Ergebnisse der wissenschaftlichen Arbeit zu
kommunizieren, und die Klarstellungen von Grimm und Wilholt zur Beschrankung
von Forschung — alle diese Forderungen gehen davon aus, dass die wissenschaftliche
Gemeinschaft die Fihigkeit besitzt, sich transdisziplinidr und offen iiber problema-

112 Grimm 2007.

113 Ebd., S.26f.

114 Ebd.,, S.344f.

115 Vgl. Besselaar, Leydesdorff 1987.

116 Siehe www.livingknowledge.org/livingknowledge/perares (Zugriff vom 20.08.2014).

117 Stellvertretend fiir die Arbeit der deutschen Wissenschaftsliden sind hier die letzten
Tatigkeitsberichte der Wissenschaftsliden Bonn und Tiibingen abrufbar: www.wila-t
uebingen.de/pdf/Wilajb14_DINAS-Web.pdf und www.wilabonn.de/images/Jahresber
ichte/wila_bericht_2008_end.pdf (Zugriff jeweils vom 08.10.20135). Eine inhaltliche
Evaluation der Tatigkeit der Wissenschaftsladen ist schwierig, musste doch der Output
in beide Richtungen quantitativ und qualitativ nachvollzogen werden. Die 6konomi-
sche Verwertbarkeit von Wissen steht nicht im Fokus der Arbeit dieser Einrichtungen,
darum kommen 6konomische Kategorien nicht infrage fiir Evaluationen. Im Projekt
PERARES wurden genauere Empfehlungen zur Evaluation der Arbeit zivilgesellschaft-
lich basierender Wissenschaft und damit auch zur Analyse der Arbeit von Wissen-
schaftsliden gemacht; siche www.livingknowledge.org/livingknowledge/wp-content/
uploads/2014/09/Final-report_Evaluating-Projects-of-PER_WP9-Monitoring-and-Ev
aluation.pdf (Zugriff vom 09.10.2015).
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tische Forschungsinhalte und -ziele auszutauschen. Transparenz und Diskurs sind
also notwendige Bedingungen fur die Wahrnehmung von Verantwortung. Dass eine
transdisziplindre Debatte auch im Entwicklungsstadium eine Grundlage fiir klare
Regelungen sein kann, zeigt das Beispiel der Blendlaser: Hier wurde bereits vor ihrer
Einfithrung im Militir eine Waffe im Rahmen des Protokolls IV der UN-Waffen-
konvention geidchtet, nachdem sich neben zivilgesellschaftlichen Organisationen
auch Wissenschaftlerinnen und Wissenschaftler fiir ein Verbot ausgesprochen hat-
ten.!18

5. Beispiel Autonomisierung!!® von Waffen

Mogliche Technikfolgen konnen in Prozessen der transdisziplindren Technikfol-
genabschidtzung und im innerwissenschaftlichen Austausch auch von uns Sozial-
wissenschaftlerinnen und Sozialwissenschaftlern analysiert werden, und somit kon-
nen nach rationalen Erwigungen sich aufdriangende Folgen neuer Technologien
identifiziert und debattiert werden.129 Viele Robotikforschende, aber auch Philo-
sophinnen und Philosophen, Volkerrechtlerinnen und Volkerrechtler orientierten
sich in der Vergangenheit bei ethischen Fragen zu Autonomisierung an den Asi-

mov’schen Gesetzen:
1. »Ein Roboter darf keinen Menschen verletzen oder durch Untitigkeit zu Schaden kom-
men lassen.
2. Ein Roboter muss den Befehlen eines Menschen gehorchen, es sei denn, solche Befehle
stehen im Widerspruch zum ersten Gesetz.
3. EinRoboter muss seine eigene Existenz schiitzen, solange dieser Schutz nicht dem ersten
oder zweiten Gesetz widerspricht,«'?!

Dass sich jedoch gerade im militdrischen Bereich der Robotikanwendungen das erste
Asimov’sche Gesetz schon bald als Makulatur erweisen kann, zeigen die Fortschritte
im Bereich von Kampfrobotern,!?2 aber auch Debattenbeitrige von Roboterethiker

118 Vgl. Miller et al. 1995.

119 Autonomie konnte bei Waffentechnologie wie folgt definiert werden: Die Fahigkeit,
dass eine Maschine nach einmaliger Aktivierung in einer realweltlichen Umwelt ohne
eine Form von externer Kontrolle iiber einen erweiterten Zeitraum in einem
Einsatzgebiet handelt (dem Sinn nach tbersetzt von Lin et al. 2008, S. 4).

120 Im Austausch zwischen Philosophie, Naturwissenschaften, Volkerrecht und Politik-
wissenschaft konnen Leitlinien fiir die weitere Entwicklung von Robotern erarbeitet
werden. So wurden im Projekt Ethicbots transdisziplinir ethische Normen zur Ent-
wicklung von Robotern definiert, der Stand der Forschung und Potenziale im Bereich
Robotik erhoben und die identifizierten Normen auf einzelne Forschungsprogramme
—auch im Bereich Militarrobotik — angewendet (vgl. Capurro et al. 2007; Tamburrini,
Dattieri 2006).

121 Nordmann 2008, S. 161.
122 So kann die X47-B-Drohne der US Navy ohne menschliche Steuerung vollautomatisch
auf Flugzeugtriagern landen, ein Flugmanover das auch unter erfahrenen Piloten als

schwierig gilt; siehe www.navy.mil/submit/display.asp?story_id=75298 (Zugriff vom
10.01.2014). Die TARANIS-Drohne der britischen Luftwaffe soll bereits automatisiert
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Ronald Arkin, die hier noch zitiert werden. Auch die Einhaltung des zweiten Asi-
mov’schen Gesetzes, nach dem ein Roboter menschlichen Anweisungen zu gehor-
chen hat, ist durch real verfiigbare sicherheitstechnologische Anwendungen gefihr-
det. Bei Unterseebooten und Flugzeugen gibt es bereits seit einigen Jahren
Robotertypen, die zumindest teilweise autonom handeln kénnen.!23 Der Physiker
Marcel Dickow und der Sozialwissenschaftler Hilmar Linnenkamp!2# konstatieren
bei der Drohnentechnologie einen Trend weg vom »Man in the Loop« zum »Man
on the Loop«, womdéglich bald zum »Man out of the Loop«:12> Menschen wiirden
im Moment zentrale Entscheidungen beim Einsatz von Drohnen zwar noch selbst
treffen, kiinftig werde jedoch der Mensch mehr zum Beobachtenden und Kontrol-
lierenden von autonomem Waffenverhalten. Es besteht also die Gefahr, dass gegen
das erste Asimov’sche Gesetz im Bereich der Roboterwaffentechnik verstofsen wird:
Es ist wahrscheinlich, dass der Tag kommt, an dem auch offensive!2¢ Waffenein-
sdtze gegen Menschen nicht mehr mit menschlicher Steuerung, sondern autonom
mittels elektronischer Steuerung erfolgen. Die Physiker Jiirgen Altmann und Marc
Gubrud fiirchten aufgrund der Aktivitdten des Pentagons bei teilautonomen Waf-
fensystemen, dass einige konkrete Anforderungen an Teilautonomisierung!?” dazu
fiithren, dass es zur Vollautonomisierung nur noch ein kleiner Schritt sei: » Wenn ein
steilautonomes Waffensystem« die Fihigkeit haben kann, Ziele zu erschliefSen, zu
verfolgen, zu identifizieren, zu Gruppen zusammenzufassen und zu priorisieren und
den Angriff kontrolliert durchfiithren kann, nachdem einmal ein Startsignal gegeben
wurde, dann ist der Schritt hin zur vollen letalen Autonomie so simpel wie ein
Knopfdruck«.128

Angriffsziele auswihlen konnen (Singer 2013, S. 11); sieche www.baesystems.com/en/
product/taranis (Zugriff vom 10.01.2014).

123 Quintana 2008, S. 9.
124 Dickow, Linnenkamp 2012, S. 4.

125 Geiss 2015, S. 7. Eine wortliche Ubersetzung wie »Mensch in der Schleife « ist hier zu
ungenau. Mit der englischsprachigen Begrifflichkeit ist gemeint, dass im Moment in
der Regel ein Mensch tiber den Waffeneinsatz einer Drohne entscheidet, kiinftig wiir-
den Waffeneinsitze von Menschen nur noch iiberwacht, und schlussendlich wire der
Mensch aufSerhalb der Schleife, das heifst die Drohne wiirde autonom iiber Waffen-
einsatz entscheiden.

126 Defensive Waffeneinsitze gegen Menschen sind bereit seit langer Zeit automatisiert.
Beispielsweise sind Fahrzeugminen, Personenminen, Selbstschussanlagen oder Flugab-
wehrsysteme Waffen, die automatisiert Gewalt gegen Menschen und Dinge austiben
konnen.

127 Signale von ferngesteuerten Drohnen brauchen mehrere Sekunden, um via Satellit zum
Piloten in der Basisstation transportiert zu werden. Gleiches gilt fir die Signale von der
Basisstation zur Drohne. Dieser Zeitverlust ist ein weiterer Anreiz, mehr und mehr
Manover von bislang ferngesteuerten Waffensystemen zu autonomisieren.

128 Altmann, Gubrud 2013, S. 2; Ubersetzung S.P. Vélkerrechtliche und ethische Probleme
autonomer Waffen sind nach wie vor ungel6st, die Arbeiten verschiedenster — vor allem
geistes- und sozialwissenschaftlicher — Disziplinen und der Rechtswissenschaft tragen
aber dazu bei, die Problematik besser zu verstehen und bewerten zu kénnen und pri-
ventive Rustungskontrolle in den Raum des Diskutierbaren einzubeziehen (vgl. bei-
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Die Erkenntnis, dass bestimmte technologische Entwicklungen ethische und/oder
volkerrechtliche Bedenken aufwerfen, fithrt zu hochst unterschiedlichen Strategien
von Forschenden. Am Beispiel der autonomisierten Waffen zeige ich, wie zwei mog-
liche Strategien, die technische Losung oder die Einfithrung von Normen, debattiert
werden. Diesen Losungsvorschldgen steht die offene Sicht auf Problemfelder, eben
die bereits thematisierte Abschitzung der Folgen einer Technologie, voran.

Verschiedene Argumente gegen die weitere Entwicklung und den Einsatz von
autonomen Waffen werden im Moment diskutiert. So gibt es einen Diskurs dartiber,
ob und wie bewaffnete autonome Systeme im Rahmen bestehenden Rechts handeln
konnen. Die Moglichkeit, dass Maschinen selbststindig Kriegsverbrechen begehen
oder zivile Opfer verursachen konnen, drangt den Gedanken auf, wer dann fiir diese
Handlungen rechtlich verantwortlich ist — die Programmierende, der Kommandeur
oder sogar die Maschine selbst? Der Volkerrechtler Robin Geiss kommt zum
Schluss, dass der Einsatz autonomer Waffen zu unkliarbaren rechtlichen Verant-

spielsweise die zitierten Arbeiten von Niklas Schornig und Robin Geiss oder das an der
Universitit Neapel durchgefithrte ETHICBOTS-Projekt; eine Auswahl der im Laufe dieses
Projekts gesammelten Ergebnisse findet sich unter http://ethicbots.na.infn.it/documents.p
hp; Zugriff vom 03.11.2015). Technikrisiken fordern auch aus Sicht der Anhingerinnen
und Anhénger der transdisziplinidr arbeitenden praventiven Riistungsforschung neue For-
men regulativer Staatlichkeit und somit forschungsleitende Normen. Ohne demokratische
Legitimation konnen Technikfolgen nicht bewiltigt werden (Czada 2003, S. 172; Grun-
wald 2010, S. 273 ff.). Die Grundlage praventiver Ristungskontrolle soll sein, mogliche
Konsequenzen aus Forschungsergebnissen zu erheben. Eine zentrale Frage ist, ob und
wann Forschende mogliche militarische Nutzungen ihrer Arbeit erkennen konnen. Nattir-
lich kénnen wir davon ausgehen, dass die meisten der Robotikforschenden sich dariiber
im Klaren sind, dass sie in einem militirisch relevanten Feld arbeiten, vereinzelte Betroffene
konnten aber durchaus nicht immer die militarische Relevanz ihrer Arbeit im Auge haben.
In anderen Forschungsbereichen ist militdrische Relevanz vorhanden, dringt sich den
beteiligten Forschenden jedoch nicht so stark auf wie bei Automation und Autonomisie-
rung (so zum Beispiel bei der Nanotechnologie oder auch in den Politikwissenschaften).
Insgesamt geben der Trend zu mehr und mehr doppelt nutzbaren Technologien - nach
Liebert ist die Verzahnung zwischen militarischer und ziviler Forschung namlich »uniiber-
sichtlicher als jemals zuvor« (Liebert 2005, S. 1); fir Deutschland ist besonders charakte-
ristisch, dass die Entwicklung von Dual-Use-Technik zivil dominiert wird (Brzoska 2000,
S. 98); Liebert beschreibt die heutige Dual-Use-Politik der Bundesregierung und beruft sich
dabei auf die Arbeitsgruppe Naturwissenschaft, Technik und Sicherheit IANUS: Bei staat-
lich geforderten Dual-Use-Forschungsprogrammen wiirden hiaufig mogliche militarische
Anwendungsmoglichkeiten sehr frithzeitig beriicksichtigt; das gelte fiir die Bundes- und
auch fiir die europdische Ebene vor allem in der Luft- und Raumfahrtindustrie (Liebert
20035, S. 3ff.) - und die Revolution in Military Affairs Anlass dazu, dass sich die wissen-
schaftliche Gemeinschaft intensiver mit dem Problem der militarisch relevanten Forschung
beschiftigt. Das ist besonders in der deutschen Debatte um Transparenz- und Zivilklauseln
an Universititen erkennbar. Die mitunter vorhandene Schwierigkeit der Beteiligten, frith-
zeitig zu ermitteln, inwieweit die eigene Arbeit militdrisch relevant sein kann, erfordert
Offenheit gegeniiber gesellschaftlichen Debatten (Burmester 2012, S. 119 f.). Dabei muss
die so entstechende Ambivalenz klar sein: Wenn die Betroffenen fiir eventuelle militdrische
Forschungsresultate sensibilisiert sind, kommen diese moglichen Ergebnisse verstarkt in
den Fokus. Sie konnten einer ethischen Bewertung unterzogen und dann — nach Bedarf
modifiziert — eben auch gezielt weiterverfolgt werden.
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wortlichkeiten fithren wiirde, da einerseits weder die Programmierenden der Her-
steller alle Eventualitidten des Einsatzes programmieren und damit verantworten
konnten, schon gar nicht bei lernenden Systemen, und da andererseits die militari-
schen Kommandeure noch weniger als die Programmierenden klar wissen kénnten,
wie sich eine autonome Waffe im Einsatz verhilt.!2° Auch bei einer ethischen Per-
spektive — unter Verwendung des Begriffs der Mitverursacherverantwortung fur
Forschende und Entwickelnde nach Lenk - wire lediglich klar, welche Gruppe fiir
die Folgen des Technologieeinsatzes mitverantwortlich wire, da das autonome Sys-
tem aus einer Vielzahl einzelner Entwicklungen zusammengesetzt ist und darum bei
von Maschinen begangenen Kriegsverbrechen einzelnen Entwicklerinnen und Ent-
wicklern zwar eine Teilverantwortung zugewiesen werden konnte, klare kausale
Verantwortlichkeiten fiir einzelne Handlungen jedoch nicht bestiinden.130

Ein weiteres, in erster Linie ethisches Problem ist, dass autonome Waffen womog-
lich die Hemmschwelle zum Einsatz militarischer Gewalt reduzieren konnen. Auto-
nome Waffen setzen das Risiko des Verlusts eigener Soldatinnen und Soldaten
herab. Wir konnen diese Problematik in jiingster Vergangenheit vor allem bei teil-
autonomen und ferngesteuerten Systemen beobachten: Wir wissen, dass Drohnen-
einsidtze — durch ihr technisches Konzept und ihre teilweise Verlagerung aus dem
militdrischen in den geheimdienstlichen Bereich — in der US-amerikanischen Gesell-
schaft weniger kontrovers diskutiert werden als andere Einsdtze von Waffengewalt,
so beispielsweise sogenannte gezielte Totungen von als Feinde der USA bezeichneten
Menschen durch Drohnenbombardements. Der Politikwissenschaftler Niklas
Schornig spricht davon, dass es die Taktik der US-Administration sei, durch den
Einsatz von Drohnen »Krieg unterhalb der medialen Aufmerksamkeitsschwelle« zu
fithren.!31 Drohnentechnik konnte also (negativen) Frieden gefihrden und somit
dazu fihren, dass hidufiger gegen allgemeine ethische Werte wie Gewaltverzicht
verstofSen wird: Die einfache Anwendung der Drohnentechnologie ohne eigene Ver-
luste hat offenbar die US-Regierung dazu motiviert, haufiger Gewalteinsitze zu
praktizieren.!32 Nachdem autonome Systeme auch ohne die Gefahr eigener Ver-
luste, sogar ohne die Gefahr der Traumatisierung von Drohnenpilotinnen und
Drohnenpiloten, eingesetzt werden konnen, miissen wir also davon ausgehen, dass
die Hemmschwelle beim Einsatz militarischer Gewalt, verbunden mit der Verfiig-
barkeit autonomer Systeme, ebenfalls reduziert ist, da beim Einsatz autonomer Sys-
teme die eigenen Soldatinnen und Soldaten geschont werden konnen. Wir stehen

129 Geiss 2015, S. 22.

130 Ineiner neueren Arbeit kommt der Theologe Bernhard Koch zu der Einschdtzung, dass,
allein vom Ergebnis (also den Folgen des Waffeneinsatzes) her argumentiert, diejenigen,
die den Einsatz der Waffen verursachen, also die politisch und militdrisch Entschei-
denden, fiir die Folgen des Maschinenhandelns klar verantwortlich seien (Koch 20135,
S.49). Dieser Standpunkt nimmt allerdings keinen Bezug auf apriorisches Wissen, auf
das die universalmoralische Sichtweise griindet, die Forschende und Entwickelnde mit-
einbezieht.

131 Niklas Schornig bei einer Tagung der Petra Kelly Stiftung zum Thema » Technik Macht
Kriege« am 235. Januar 2013 in Miinchen.

132 Und dabei offen gegen internationales Recht zu verstoflen.
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hier also vor einem ethischen Problem, das sich auf die Wahrnehmung rechtlicher
Normen, hier dem ius ad bellum, auswirken kann.

Problematisiert wird aus rechtlicher Sicht auch, dass das Volkerrecht von jeder
militdrischen Technologie einfordert, dass sie so zu konzipieren ist, dass ihr Einsatz
zwischen Kombattantinnen und Nichtkombattanten unterscheidet, dass unverhalt-
nismafige zivile Opfer vermieden werden und kapitulierende Gegnerinnen und
Gegner unbedingt vor weiterer Bekampfung verschont werden. Der Philosoph Peter
Asaro macht deutlich, dass es unwahrscheinlich ist, dass autonome Waffen diese
Norm befolgen konnten.!33 Auch der Informatiker Noel Sharkey geht davon aus,
dass Maschinen alleine aufgrund des fehlenden Sinnesapparats, der durch Sensorik
nicht zu ersetzen sei, noch schlechter zwischen Zivilistinnen und Kombattanten
unterscheiden kénnen als menschliche Soldatinnen und Soldaten.!34 Er meint, dass
VerhaltnismafSigkeit nicht programmiert werden konne, da es nicht moglich sei, den
militarischen Nutzen eines Waffeneinsatzes im Vergleich zu den entstehenden mog-
lichen zivilen Schiaden in Algorithmen zu fassen.!3® Die Volkerrechtler Kenneth
Anderson und Mathew Waxman glauben ebenfalls nicht daran, dass autonome
Waffen in absehbarer Zeit die Anforderungen des Volkerrechts erfiillen konnten, es
sei nicht ausgeschlossen, dass sie diesen Anforderungen nie gerecht werden kon-
nen.!3¢ ICRAC", eine transdisziplinire, internationale Vereinigung von Wissen-
schaftlerinnen und Wissenschaftlern aus verschiedenen technischen Disziplinen,
aber ebenso aus den Sozialwissenschaften und der Philosophie, tritt auch aus diesem
Grund fiir ein klares volkerrechtliches Verbot des Einsatzes und der Entwicklung
dieser Waffen ein. ICRAC und andere Gegnerinnen und Gegner autonomer Waffen
gehen davon aus, dass es nicht moglich ist, dass solche Waffen volkerrechtskonform
eingesetzt werden konnten.

Nun zu den Erwiderungen von Volkerrechtlerinnen, Philosophen und den Ent-
wickelnden selbst zu den im Diskurs befindlichen Gegenargumenten. Das als erstes
aufgeworfene Problem konne technisch und rechtlich gelost werden. Die Moglich-
keit, dass Maschinen selbst Verantwortung wahrnehmen, wird einerseits bejaht. So
konnten autonome Maschinen umso mehr als verantwortlich handelnde Akteure
agieren, je hoher der Grad an Autonomie sei, den sie erlangt haben. Sogar Belohnung
und Bestrafung von Maschinen sei nach Ansicht des Philosophen Robert Sparrow
moglich, sobald sie einen gewissen Level von kiinstlicher Intelligenz aufweisen wiir-
den. Diese Uberlegungen reichen in der Philosophie hin bis zur »finalen Bestrafung«

133 Asaro 2008, S.60f.

134 Sharkey 2009, S.27.

135 Ebd., S.28.

136 Anderson, Waxman 2013, S. 15.

137 International Committee for Robot Arms Control, also in etwa zu iibersetzen mit
Internationale Kommission zur Kontrolle von Kampfrobotern.
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— der Zerstorung der Maschine.!3® Unter Verwendung eines eher deskriptiven Ver-
antwortungsbegriffs bejahen (Technik-)Philosophen wie John Sullins, dass Maschi-
nen prinzipiell Verantwortung tragen konnen. Ein ethisches Dilemma, ausgelost
durch die Potenziale moderner Technologie, wiirde so unter Verwendung eines
deskriptiven Verantwortungsbegriffs technisch gelost. Die Zerstorung der gesamten
Baureihe einer fehlerhaften oder verbrecherischen Maschine wiirde dazu fiihren,
dass diese Maschine zumindest kiinftig keine Kriegsverbrechen mehr begehen kann,
analog zur Inhaftierung eines Kriegsverbrechers oder einer Kriegsverbrecherin, der
oder die in der Haft ebenfalls keine weiteren Verbrechen gegen freie Mitmenschen
veritben kann. Generell wird bei der Beurteilung der Verantwortlichkeit fiir das
Handeln autonomer Waffen argumentiert, dass der einsetzende Staat in der Regel
auch die Verantwortung fiir das Handeln des Systems trage,!3? allerdings gebe es
noch keine dieser Rechtsauffassung entsprechenden Einzelfille, weswegen Robin
Geiss fiir eine volkerrechtliche Klarstellung dieser moglichen Fille plidiert,140 also
fur eine rechtliche Losung der Frage nach der Verantwortung fir mogliche Norm-
briiche durch Maschinen.

Das hier als zweites angesprochene ethische Problem des Herabsenkens der
Hemmschwelle fur den Einsatz militarischer Gewalt ist ein historisches Problem,
das nicht aufgelost werden kann, da die meisten militartechnischen Spriinge einen
Einsatzanreiz setzen, insbesondere offensiv einsetzbare Fernwaffen. Etwas allge-
meiner formuliert: Fine Aufweichung grundsitzlicher ethischer Normen wie des
kategorischen Imperativs oder der Maxime der Vermeidung von Gewalt durch neue
Technologie kann nicht schliissig behauptet werden, das sieht auch Philosoph Kon-
rad Ott nicht. Fiir ihn greifen neue Militartechnologien das Moralgebot, nicht toten
zu sollen, nicht an. Fine neue Technik konne zwar als Mittel zum Bruch einer Norm
herangezogen werden. Der Normbruch bleibe ein solcher und damit die betroffene
Norm — ob rechtlich oder ethisch - bestehen. Demzufolge wire die These, dass neue
Militartechnologie wie autonome Waffen die Schwelle zum Einsatz militarischer
Gewalt herabsetze, insoweit eingeschrankt, dass dadurch zumindest die bestehen-
den volkerrechtlichen Normen, ab wann Gewalt eingesetzt wird, nicht betroffen
wiren, auch wenn die einzelne Technologie moglicherweise militdrische Einsitze
verfiihrerisch vereinfacht. Die einzige logische Folgerung des Hemmschwelle-Argu-
ments fur die wissenschaftliche Gemeinschaft und die Politik wire, keine neuen
Offensivwaffen mehr zu entwickeln, was angesichts der weltweiten Anstrengungen
im Bereich der militartechnischen Forschung und Entwicklung kein realistischer
Ansatz sein kann. Das Hemmschwelle-Argument, das Auswirkungen auf Verstofse

138 Sparrow 2006, S. 67 f. Wobei Robert Sparrow nicht behauptet, dass diese Mafsnahme
wirksam ist, um Kriegsverbrechen durch Maschinen priventiv zu verhindern. Die
Bestrafung eines menschlichen Kriegsverbrechers kann allerdings auch erst nach dem
begangenen Verbrechen erfolgen, eine Generalprivention durch Strafe ist bis heute auf
allen Ebenen des Strafrechts umstritten. Allerdings wird die Zerstorung einer Maschine
wie die Inhaftierung eines Menschen verhindern, dass die Maschine wie analog der
gefangene Mensch kunftig Verbrechen begehen kann.

139 Geiss 2015, S. 23 1.
140 Ebd.
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gegen das Volkerrecht behauptet, konnen wir also auch mit »das ius ad bellum gilt
auch fiir autonome Waffen« beantworten und somit als kein spezifisches Problem
dieser Waffensysteme betrachten.

Andere volkerrechtliche Probleme autonomer Waffen, dass, wie gezeigt, Roboter
nicht oder nur schlecht zwischen Kombattantinnen und Nichtkombattanten unter-
scheiden konnen,'#! fithren zu ginzlich anderen Strategien des Umgangs mit dieser
rechtlichen Frage. John Canning, Ingenieur bei der US-Marine, sieht das Dilemma
der Unterscheidung ebenfalls. Er argumentiert jedoch, dass auch dies eine technisch
losbare Frage sei. Die Systeme seien so einzurichten, dass als Ziel statt Menschen
Waffensysteme erkannt werden. Seine Forderung ist: »lasst Maschinen andere
Maschinen ins Visier nehmen [...] lasst Menschen andere Menschen ins Visier neh-
men«.'2 Arkin geht noch einen Schritt weiter. Er vertritt die Ansicht, dass Kampf-
robotern die Fiahigkeit einprogrammiert werden miisse, verdachtiges Verhalten zu
erkennen. Gepaart mit der Moglichkeit, Waffen zu identifizieren, wiirde dies eine
automatische Zielbekimpfung ethisch und volkerrechtlich vertretbar machen.!43
Zudem fordert er, dass Waffen so programmiert werden,

1. dass volkerrechtliche Normen und Einsatzregeln von ihnen befolgt werden,

2. dass sie sich nur innerhalb ethischer Grenzen »verhalten« diirfen,

3. dass sie Nichtkombattantinnen und Nichtkombattanten erkennen kénnen
und dass neben diesen drei Anforderungen an die Programmierung auch klar regle-
mentiert wird, wer fur die Folgen des Einsatzes dieser Waffen verantwortlich
ist.** Arkin beschiftigt sich als Informatiker und Roboterethiker auch in Zusam-
menarbeit mit dem Pentagon seit Jahren mit den Problemen dieser Programmierung
und glaubt, dass es moglich wire, autonome Waffen volkerrechtskonform zu pro-
grammieren, ja dass sie im moralischen Sinne sogar besser handeln konnten als
menschliche Militairangehorige, sie sollen - so paradox es klingen mag - weniger
»unmenschlich« agieren als Soldatinnen und Soldaten. So vertritt Arkin die These,
dass es prinzipiell moglich sei, Maschinen so zu konstruieren, dass diese im Einsatz
seltener gegen ethische und rechtliche Grundsitze verstofSen konnten als Menschen.
Als Stiitze dieser Behauptung zieht er eine Studie des Surgeon General of the United
States zur Zuverlassigkeit und Einstellung von menschlichen Soldatinnen und Sol-
daten heran: Ein Ergebnis der Studie war: »Nur 47% der Soldatinnen und Soldaten
und nur 38% der Marineinfanteristinnen und Marineinfanteristen stimmten zu,
dass Nichtkombattanten mit Wiirde und Respekt behandelt werden sollen«.14

141 Zudem geht beispielsweise das IKRK davon aus, dass autonome Waffen den volker-
rechtlichen Grundsatz der Verhiltnismafigkeit (moglichst wenig zivile Opfer) und der
Vorsorge (bereits bei der Einsatzplanung moglichst wenige zivile Opfer zu kalkulieren)
nicht einhalten konnen, und lehnt diese Systeme auch aus diesem Grund ab. Siehe
www.icrc.org/eng/resources/international-review/review-886-new-technologies-warfa
re/review-886-all.pdf (Zugriff vom 16.03.2015).

142 Canning 2006, S. 14.
143 Arkin 2008, S. 11.
144 Arkin 2010, S. 11.
145 Ebd.,, S. 4.
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Auch wenn die Programmierung nicht sicherstelle, dass keine Fehler wie unverhalt-
nismiflige Kollateralschiden entstehen, so konne sie doch die Fehler- und Verbre-
chensquote im Vergleich zu haufig unter Stress handelnden menschlichen Indivi-
duen deutlich reduzieren.

Eine Position im Diskurs iiber autonome Waffensysteme, beispielsweise die von
ICRAQ, ist also, Entwicklung und Einsatz von autonomer Militirrobotik aus ethi-
schen Griinden oder, um rechtliche Probleme aufzulésen, durch Prizisierungen des
Vélkerrechts ginzlich zu verbieten.14¢ Die entgegengesetzte Position, also die von
anderen Naturwissenschaftlerinnen und Technikphilosophen, darunter Arkin oder
Sullins, ist, durch technische Antworten wie Programmierung diese durch die Tech-
nik selbst aufgeworfenen rechtlichen und ethischen Problematisierungen zu bear-
beiten. Beiden Ansichten geht die Analyse des bereits in der Technologie angelegten
Verstofses gegen grundsatzliche rechtliche oder ethische Normen durch die neuent-
wickelten Waffen voraus.!4” Zuerst wurde aufgrund einer ethischen und volker-
rechtlichen Perspektive festgestellt, dass autonome Systeme beispielsweise garantie-
ren miissen, zwischen Kombattantinnen und Nichtkombattanten unterscheiden zu
konnen. Diese und andere Einschitzungen fiithrten bei autonomen Waffen wie
beschrieben zu sehr problematischen Bewertungen, durch Befurworterinnen dieser
Systeme wie durch Gegner. Erst nachdem eine Problematik erkannt ist, konnen
tberhaupt rechtliche Schranken oder technische Modifikationen fiir Forschung,
Entwicklung und/oder Einsatz debattiert und durchgefithrt werden. Der transdiszi-
plindre Austausch zur Entwicklung neuer Militirtechnologie ist im Bereich der
autonomen Waffen also voll im Gange und fufst auf der Kommunikation von
Problemen durch Philosophen, Volkerrechtlerinnen, Sozialwissenschaftler und
Naturwissenschaftlerinnen. Interessant ist, dass zumindest im deutschsprachigen
und englischsprachigen Raum keine Partei im Diskurs fiir eine schrankenlose Fort-
entwicklung autonomer Waffen eintritt,'® was eine mogliche Positionierung dar-
stellt, angesichts der oben beschriebenen ethischen und volkerrechtlichen Erwégun-
gen aber selbst fiir die an der Debatte beteiligten Technikerinnen und Techniker
offensichtlich keine attraktive Option darstellt.

146 Vgl. auch Docherty 2012. ICRACs Forderungen sind hier einsehbar: http://icrac.net/c
all/ (Zugriff vom 19.11.2015).

147 Wie gezeigt, ist fraglich, ob Technologie an sich oder nur deren Anwendung Normen
infrage stellt. Nach Ansicht der Frankfurter Schule ist der Zweck der Technik inten-
diert. Ich neige dazu, eher diese Position zu stiitzen. Die Anwendung selbst ist in
Objekten wie einem elektrischen Stuhl oder einem neuartigen Milzbranderreger bereits
angelegt. Die Entwicklung eines Apparats beinhaltet eine bestimmte Zielsetzung, die
bereits vorher sozial konstruiert wurde.

148 Selbst das Pentagon stellt in einer Direktive klar, dass die in Zukunft entwickelten
autonomen Waffensysteme von Menschen tiberwacht werden miissten und Menschen
nicht als Ziele fiir den Einsatz von Gewalt auswihlen diirften: Department of Defense
Directive Nr. 3000.09, November 21, 2012.
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6. Aktuelle Entwicklungen

Autonome Waffensysteme sind noch nicht im Einsatz, es gibt wie beschrieben aber
bereits Systeme, die teilautonom operieren konnen, und diverse Informatiker und
Naturwissenschaftlerinnen gehen davon aus, dass solche Waffen von mehreren
Lindern entwickelt werden.'# Es ist also jetzt noch moglich, Entwicklung und Ein-
satz autonomer Waffen volkerrechtlich zu normieren. Diese Moglichkeit, bereits
praventiv internationale Normen erreichen zu konnen, verdanken wir einem inten-
siven transdisziplinaren wissenschaftlichen Austausch, der aufgrund von ethischen
und volkerrechtlichen Perspektiven die hier geschilderten Probleme benannt hatte.
International sind es vor allem Nichtregierungsorganisationen, die in den vergan-
genen Jahren rechtliche Normen fiir autonome Waffen einforderten, das Interna-
tionale Rote Kreuz, ICRAC und die »campaign to stop killerrobots«; die zuletzt
genannten haben sich auch aus der wissenschaftlichen Gemeinschaft heraus ent-
wickelt. Im April dieses Jahres haben sich in Genf Vertreterinnen und Vertreter der
Unterzeichnerstaaten der UN-Waffenkonvention bei einer UN-Konferenz zum wie-
derholten Mal mit dem Thema autonome Waffen beschiftigt.1*% Im Abschlussbe-
richt bereits des vorangegangenen Treffens wurde auf ethische und rechtliche Pro-
bleme der Systeme intensiv eingegangen, gleichzeitig jedoch festgehalten, dass
autonome Systeme das Potenzial boten, kiinftig Kollateralschiden besser vermeiden
zu konnen, und dass darum ein Verbot von Entwicklung und Einsatz auf Basis des
heutigen Wissensstands noch nicht ratsam sei.'3! Falls volkerrechtliche Prizisierun-
gen und Neuerungen nétig wiren, sei nach Ansicht der Delegationen bei der UN
eine Normierung im Rahmen der UN-Waffenkonvention angebracht. Im Juli 2015
haben mehr als 3.000 Expertinnen und Experten im Bereich kiinstliche Intelligenz
einen Aufruf veroffentlicht, der einen Verzicht auf Forschung mit dem Ziel der Ent-
wicklung offensiver autonomer Waffen und ein internationales Verbot dieser Sys-
teme einfordert.132 Der Aufruf fiihrte international zu einem grofSen Medienecho.
Im Januar dieses Jahres hat sich der Weltwirtschaftsgipfel in Davos auch mit dem
Thema autonome Waffensysteme beschaftigt, das einstiindige Panel unter dem Titel
»Was wire, wenn Roboter Krieg fuhren? « war lediglich als offener Austausch zwi-

149 Scharre 2016, S. 53; siehe auch www.sueddeutsche.de/politik/kampfroboter-automat
en-des-todes-1.1746308 (Zugriff vom 10.09.2015).

150 Es wurden bereits die Prasentationen und Statements einiger Teilnehmerinnen und
Teilnehmer veroffentlicht, zudem die Stellungnahmen der Vertreterinnen und Vertreter
der Teilnehmerstaaten. Mittlerweile fordern 14 UN-Mitgliedstaaten ein Verbot auto-
nomer Waffensysteme. Die Ergebnisprotokolle der Konferenz werden in Bilde verof-
fentlicht werden. Allgemeine Informationen zum Prozess sind zu finden unter
www.unog.ch und im Speziellen zum letzten Treffen unter www.unog.ch/80256EE6
00585943/(httpPages)/37D51189AC4FB6E1C1257F4D004CAFB2?OpenDocument
(Zugriffe vom 22.04.2016).

151 Siehe www.unog.ch/80256EDD006B8954/(httpAssets)/587A415BEF5CA08BC1257
EE0005808FE/$file/CCW+MSP+2015-03+E.pdf (Zugriff vom 20.09.2015).

152 Siehe http://futureoflife.org/open-letter-autonomous-weapons/ (Zugriff vom
20.09.2015).
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schen Wissenschaft, Industrie und Politik konzipiert, jedoch hatten sich nach dem
Panel einige Teilnehmerinnen und Teilnehmer dem internationalen Aufruf der
Expertinnen und Experten fir kiinstliche Intelligenz angeschlossen.

7. Institutionalisierung von Verantwortung

Anhand des Beispiels der Autonomisierung von Waffen wurden drei Idealtypen des
Verhaltens deutlich, wie Forschende mit problematischen Technikfolgeneinschit-
zungen und der ihnen zugeschriebenen ethischen Verantwortung umgehen:

(1) technische Losungen des Problems suchen,

(2) Weiterentwicklung der Technologie ohne Beschrankungen vorantreiben oder
(3) normativ-rechtliche Losungen des Problems suchen.133

Die Institution Technikfolgenabschitzung kann Probleme sichtbar machen und
einen moderierenden Rahmen fiir die Debatte zwischen diesen Optionen darstel-
len.'3* Zur normativ-rechtlichen Losung und zur technischen Losung gibt es diverse
Strategien. Einige Optionen fir die Begrenzung und Steuerung doppelt nutzbarer
biologischer und chemischer Forschungsprojekte beschreiben Caitriona McLeish
und Paul Nightingale. Sie befragten Wissenschaftstreibende tiber ihre Einschitzung
zu moglicher Forschungssteuerung und Forschungsbegrenzung. Die Befragten reg-
ten verschiedene Mafinahmen an, neben praktischen Begrenzungen des Zugangs zu
gefdhrlichen Stoffen auch ethisch-normative Steuerung durch die wissenschaftliche
Gemeinschaft sowie strengere ethische Uberpriifungen und Beurteilungen von For-
schungszielen und -methoden, Austausch mit anderen Expertinnen und Experten
und Verhaltensregeln fiir die Forschenden.!>> Wenn wir mehr iiber problematische
Technologie und die Institutionalisierung der Steuerung ihrer Entwicklung lernen
wollen, dann miissen wir wie McLeish und Nightingale das Handeln der betroffenen
Wissenschaftlerinnen und Wissenschaftler genau beobachten und uns transdiszipli-
ndr auch mit ihnen dariiber austauschen — und nicht ihre Argumente als aus einer
Technikerecke stammend von vornherein disqualifizieren, das zeigt die Debatte um
autonome Waffen. Bereits im Entwicklungsstadium konnen solche Kommunikati-
onsprozesse zu angemessenen Losungen, gegebenenfalls auch Forschungsbeschrin-
kungen beitragen.!%¢ Wenn neuentwickelte Waffen jedoch bereits existieren, besteht

153 Das konnten sein: abschliefSendes Forschungsverbot wie zum Beispiel bei der Erfor-
schung von Atomwaffentechnik, ein Moratorium oder auch die Selbstverpflichtung
von Forschenden.

154 Schubert 2004, S. 978. Ein zentrales Kriterium ist, ob lediglich zu technischen Optionen
fiir Anwendungen geforscht wird oder ob auch der (zeitweise) Verzicht auf eine tech-
nische Neuheit bereits im Technikfolgenabschitzungsprozess mitdiskutiert werden
kann.

155 McLeish, Nightingale 2005, S. 6.

156 Artikel 36 des Zusatzprotokolls T zum CCW halt bereits fest: »Jede Hohe Vertrags-
partei ist verpflichtet, bei der Prifung, Entwicklung [Hervorhebung S.P.], Beschaffung
oder Einfithrung neuer Waffen oder neuer Mittel oder Methoden der Kriegfiihrung
festzustellen, ob ihre Verwendung stets oder unter bestimmten Umstanden durch dieses
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die Moglichkeit, dass ein hoher Blutzoll gezahlt wird, bevor rechtliche Schranken
greifen konnen.'3” Weder Zivilklauseln, die jegliche Kooperation von Wissenschaft
mit Militir und/oder Riistungsindustrie verbieten!’8 und die militirisch nutzbare
Forschung abdriangen hinter verschlossene Tiiren von privaten Unternehmen oder
aufSeruniversitiren Forschungseinrichtungen, noch lose Kodizes'’® konnen uns wei-
terhelfen, die aktuellen Probleme, die in Wissenschaft und Gesellschaft debattiert
werden, zu bearbeiten. Wir brauchen, wie am Beispiel der Debatte um autonome
Waffen dargestellt, einen moglichst offenen Austausch iiber Militartechnologie. Wie
gezeigt, entsteht heute mehr und mehr Militartechnologie auf dem Fundament zivi-
ler Forschung, die doppelt nutzbar ist. Bei Wissen und Technologie, die aus dem
zivilen Sektor stammen, gibt es bereits die Moglichkeit fiir einen breiten, intensiven
Austausch in der wissenschaftlichen Gemeinschaft. Wir konnen von allen Forschen-
den erwarten, dass sie zumindest dariiber nachdenken, wo sich in ihrem jeweiligen
Arbeitsbereich die Grenze zwischen zivil und militarisch befindet — sofern sie dort
lokalisierbar ist. Vor dem Hintergrund der Verbreiterung der Grundlagen des mili-
tartechnischen Fortschritts — das heifSt neue militarisch nutzbare Technologien ent-
stehen durch die baukastenartige Zusammensetzung der unterschiedlichsten Tech-
nikbereiche, somit sind an der heutigen militartechnischen Entwicklung mehr
Disziplinen beteiligt als je zuvor!®® — wird Priventionsverantwortung zur individu-
ellen Aufgabe von Forschenden, die sich in eine offene, transdisziplinare Debatte
einbringen, aber auch eine Aufgabe, die in den letzten Jahrzehnten national und
international mehr und mehr institutionalisiert wurde. Beispielhaft greife ich hier
zwei Institutionen heraus: Technikfolgenabschitzung und Ethikgremien.

Das Biiro fiir Technikfolgenabschiatzung beim Deutschen Bundestag hat vor kur-
zem sein 25-jahriges Bestehen gefeiert. Es fungiert als eigenstandige wissenschaftli-
che Einrichtung, die Parlamentarierinnen und Parlamentarier zu Fragen des tech-
nischen Wandels beraten soll. Bei der Feierstunde im Dezember 2015 wurde das
Biiro, das vom Karlsruher Institut fiir Technologie betrieben wird, fraktionsiiber-
greifend mit Zuschreibungen wie »unverzichtbar«, »notwendig« oder »unentbehr-

Protokoll oder durch eine andere auf die Hohe Vertragspartei anwendbare Regel des
Volkerrechts verboten wire. «, auch hier wurde also eine Prifpflicht verschriftlicht, die
in ihren praktischen Folgen bislang wenig konkretisiert ist. Dieser Verpflichtung kon-
nen die Staaten jedoch nur nachkommen, wenn genau bekannt ist, an welchen Tech-
nologien geforscht wird und in welchem Entwicklungsstadium sich diese befinden. Eine
genauere Darstellung dieser Argumentation findet sich bei Weber 2015, S. 131 ff.

157 Das zeigen das Beispiel der Atombombe und deren Einsitze in Hiroshima und Naga-
saki.

158 Vgl. Meisch 2012.
159 Vgl. Lenk 1991.

160 Dies betrifft neben der Wissenschaft auch den konomischen Sektor: Durch die Vielfalt
an potenziell militarisch einsetzbaren Technologien und die Masse an Unternehmen,
die diese Technologien entwickeln, stehen fiir die Entwicklung neuer, potenziell mili-
tarisch nutzbarer Technologien international immense Mittel zur Verfiigung, die nicht
wie bislang hauptsachlich auf den Verteidigungshaushalt der Nationalstaaten und das
Entwicklungsbudget einzelner Riistungsunternehmen zuriickzufiihren sind.
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lich« betitelt und fiir seine Arbeit gelobt. Das Biiro hat seit seinem Bestehen knapp
200 Schriften zu sozial folgenreichen technischen Entwicklungen erstellt, darunter
auch Papiere im Bereich Militirtechnologie, so eine oft zitierte Abhandlung zum
Thema priventive Riistungskontrolle,'¢! eine Studie zur Zukunft unbemannter Sys-
teme im Militar'®? und ganz aktuell eine Studie zu Neuheiten und kiinftigen Ent-
wicklungen in Robotik und KIL,'®3 die in den kommenden Monaten veréffentlicht
werden soll. Neben der Arbeit des Biiros haben diverse Arbeiten im Bereich der
Riistungstechnologiefolgenabschitzung!6* dazu beigetragen, das Problem autono-
mer Waffentechnologie besser zu verstehen, und den Grundstein fir die heutige
Debatte gelegt. Durch die internationale und transdisziplindre Vernetzung von For-
schenden, die ebenfalls im Bereich Technikfolgenabschitzung arbeiten, wird der
globale Austausch auf dem Gebiet der Militirtechnologie gefordert. Die Technik-
folgenabschitzung ist im Bereich autonome Waffensysteme erfolgreich, zumindest
was die Unterfitterung des ethischen und rechtlichen Diskurses mit Informationen
zur Technologie angeht.

Ethikkommissionen oder Ethikrite hingegen, die vor allem auf dem Gebiet der
Medizin sehr stark zu einem informierten Diskurs, beispielsweise beim Thema Pra-
implantationsdiagnostik, beigetragen haben, sind im Bereich der Militirtechnologie
erst an wenigen Universititen aktiv, so beispielsweise in Darmstadt, wo die Ethik-
kommission der Technischen Universitat in die Umsetzung der dortigen Zivilklausel
eingebunden ist. Die Ethikkommission ist vom Senat eingesetzt und reprasentiert
alle relevanten Gruppen der Universitdt. Es handelt sich allerdings nicht um eine
Kommission, die sich mit ethischen oder rechtlichen Problemen kiinftiger Waffen-
technologie beschiftigt, sondern um ein Gremium, das beraten soll, falls For-
schungsprojekte oder Forschungsvertriage in Bezug auf die Einhaltung der Zivil-
klausel als fragwirdig eingestuft werden. Zudem hat die Darmstadter
Ethikkommission eine Checkliste fiir Forschende herausgegeben, mithilfe derer die
Wissenschaftlerinnen und Wissenschaftler beurteilen sollen, ob fiir ihr Forschungs-
vorhaben weiterer Beratungsbedarf besteht.'®> Die Ethikkommission arbeitet also
an der Schnittstelle von individueller und institutioneller Wissenschaftsethik. Wir
konnen uns von solchen Einrichtungen allerdings noch nicht erwarten, dass sie uns
dabei helfen, zu beurteilen, welche Entwicklungen der Militartechnologie aus ethi-
schen oder rechtlichen Griinden problematisch sein kénnen. Dazu wire der Ethikrat
der Bundesregierung zwar ein passendes Gremium, da er durch die Modalitdt der
Berufung seiner aus diversen Disziplinen stammenden Mitglieder'®® demokratisch
legitimiert ist. International vernetzt ist der Ethikrat im Rahmen des Global Summit

161 Vgl. Petermann et al. 1997.

162 Vgl. Griinwald, Petermann 2011.

163 TAB-Arbeitsbericht 167.

164 Vgl. vor allem Altmann 2009 und Altmann 2013.

165 Siehe www.intern.tu-darmstadt.de/gremien/ethikkommisson/zivilklausel/zivilklausel.
de.jsp (Zugriff vom 13.11.2015).

166 Die Mitglieder werden zur Halfte von Bundesregierung und Bundestag bestimmt:
www.jurion.de/Gesetze/EthRG (Zugriff vom 13.11.2015).
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of National Ethics, bei dem sich regelmafSig Vertreterinnen und Vertreter von natio-
nalen Ethikgremien austauschen. Jedoch haben sich die Mitglieder des Ethikrats der
Bundesregierung bislang noch nicht durch besondere Kompetenzen auf dem Gebiet
der Militirtechnologie hervorgetan,'¢” mit Waffentechnik oder kiinstlicher Intelli-
genz hat sich der Rat noch nicht beschiftigt. Ein Grundproblem dieser Rate und
Kommissionen bleibt die Gemengelage zwischen politisch-administrativer Ebene,
institutioneller und eigentlicher Forschungsebene, technischer Umsetzungsebene
und schlieRlich der Offentlichkeit, weswegen ihre Entscheidungen oft sehr umstrit-
ten sind.

Die Institution, die fiir die volkerrechtliche Regelung von Militirtechnologie
zustandig ist und wo die Debatte um autonome Waffen zu klaren Ergebnissen kom-
men kann, sind die Vereinten Nationen. Keine der genannten Institutionen, ob
Zivilklausel, Ethikrat, Technikfolgenabschitzung, Studium Generale oder Wissen-
schaftsladen, kann eine Losung der Problematik anbieten, da fiir weitreichende
Reglementierung von Waffenentwicklung die Vereinten Nationen zustindig sind.
Die UN haben sich im Rahmen des CCW (Convention on Certain Conventional
Weapons) auch der Problematik der autonomen Waffen angenommen. Die Gremien
der UN konnen sich allerdings nur frithzeitig mit einer Problematik beschaftigen,
wenn eben Wissenschaftlerinnen und Wissenschaftler ihre Erkenntnisse und Erwar-
tungen offenlegen. Darum sind unter anderem Marcel Dickow, Caitriona McLeish
und Elizabeth Quintana als Expertinnen und Experten an den Debatten der Ver-
einten Nationen in Genf beteiligt und unterfiittern mit ihrem Wissen nun auch auf
der politischen Ebene den Entscheidungsprozess fiir eine Verrechtlichung autono-
mer Waffensysteme.

8. Fazit: Metawissenschaft ermoglichen, Transparenz gewahrleisten

Damit die genannten Institutionen und die wissenschaftliche Gemeinde tiberhaupt
die Moglichkeit haben, kiinftige Entwicklungen zu kommunizieren, ist eine
Veroffentlichungspflicht fiir militarisch relevante Forschung, zumindest wenn sie an
Universititen und in staatlichen Forschungseinrichtungen passiert, grundlegend
notwendig.168 Nicht nur sehr allgemeine Beschreibungen von Forschungsprogram-

167 Siehe www.ethikrat.org/themen (Zugriff vom 13.11.2015).

168 Was ist »militdrisch«? Neben »reiner« Militarforschung tiber Militirforschung mit
zivilem Nutzen (Spin-Off) und ziviler Forschung mit militirischem Nutzen (Spin-On)
hin zu ausschliefSlich zivil verwendbarer Forschung gibt es diverse Forschungsbereiche,
die sich keiner dieser Kategorien zuordnen lassen. Aber auch die Frage, was zivil und
was militirisch ist, muss transdisziplinir debattiert werden, gerade weil eine klare Ant-
wort unmoglich scheint. Ohne Transparenz ist die Debatte, was militarisch und was
zivil ist, unmoglich, auch darum brauchen wir mehr Transparenz in militarrelevanten
Forschungsbereichen.
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men,'®? sondern moglichst konkrete Forschungsinhalte sollten fiir eine transdiszi-
plindre Debatte zugdnglich sein. Transparenzklauseln, wie sie einige deutsche Uni-
versititen eingefithrt haben, wiren ein erforderlicher nichster Schritt.170
Waffentechnologie, die im Geheimen entwickelt wird, verschliefSt sich den genann-
ten Strategien, um ethische oder volkerrechtliche Probleme zu erkennen und trans-
disziplinar zu bearbeiten. Wissenschaft lebt aber von fachtibergreifendem Austausch
und Diskurs. Ein hohes Gebot der Wissenschaft ist intersubjektive Nachvollzieh-
barkeit. Was geheim ist, kann jedoch nicht intersubjektiv nachvollzogen wer-
den.'”! Das gilt fiir alle Bereiche der Wissenschaft und darum auch fiir militarische
Forschung. Bei der eindeutig typisierbaren Militarforschung, die heute immer noch
wichtig ist fiir militartechnischen Fortschritt,172 ist nach wie vor ein hoher Anteil
der Forschung und Entwicklung geheim. Um transdisziplinar debattiert werden zu
konnen, miissen aber auch diese Bereiche - so weit moglich - offengelegt sein. Als
Gesellschaft und als Wissenschaftsgemeinde sollten wir gemeinsam mit den direkt
betroffenen Forschenden einen ethik- und rechtsbasierten Diskurs dariiber fithren
konnen, welche Waffentechnologien akzeptabel oder erwiinscht sind und welche
nicht. Dazu ist eine offenere Wehrforschung noétig. Zivilklauseln, die militarische
Forschung in die Unternehmen und aufleruniversitiren Forschungseinrichtungen
abdrangen und die Forschenden im militdrischen Bereich ausgrenzen, sind im Sinne
von Ethik und Volkerrecht kontraproduktiv. Sie sollten nach Méglichkeit durch
reine Transparenzklauseln ersetzt und durch transdiszipliniren Diskurs erginzt

169 Das Bundesverteidigungsministerium veroffentlicht jihrlich eine Auswahl von For-
schungsprojekten im Militarbereich im Jabresbericht Webrwissenschaftliche For-
schung. Darin erscheinen jedoch nur Zusammenfassungen aktueller Forschungspro-
gramme. An Universitiaten und aufleruniversitiren Forschungseinrichtungen wird sehr
unterschiedlich mit Veroffentlichungen umgegangen — von der absoluten Geheimhal-
tung von Projekten bis hin zur vollstindigen Veroffentlichung von Forschungszielen
und -ergebnissen. Ahnlich wie im Pharmabereich gibt es also ganze Forschungszweige,
die einer transdisziplinaren Analyse verschlossen bleiben.

170 Meist wurden allerdings Transparenzklauseln mit Zivilklauseln vermengt und verfeh-
len dann ihr Anliegen des transparenten Austausches tiber Drittmittelgebende, For-
schungsmethoden und Forschungsziele, da durch die Verkntipfung mit einer Zivilklau-
sel die militarisch relevante Forschung — das ist ja das Ziel von Zivilklauseln — aus der
Hochschule herausgedringt wird.

171 Darum sind sogenannte Zivilklauseln an staatlichen Hochschulen fatal. Wenn wir als
wissenschaftliche Gemeinschaft gemeinsam mit der Gesellschaft dariiber diskutieren
wollen, welche Technologien wir unter Umstidnden fiir gefiahrlich und regelungsbe-
durftig halten, dann brauchen wir militarisch relevante Forschung an Universititen,
denn nur dortist Transparenz tiberhaupt moglich. Ein Abdrangen militarisch nutzbarer
Forschung und Entwicklung weg von den Universititen hin zu aufSeruniversitiaren For-
schungseinrichtungen und hin zu den privaten Unternehmen und damit zumeist ins
Geheime wiirde den notwendigen offenen Diskurs verhindern.

172 Beispielsweise in der Ballistik, im Bereich des Uberschallflugs, bei der Entwicklung
neuartiger Sprengstoffe, aber selbst in der anwendungsorientierten Entwicklung im
Maschinenbau sind nach wie vor Grenzen zwischen militarisch und zivil erkennbar. So
sind die Anforderungen an ein Panzergetriebe grundsitzlich verschieden von den
Anforderungen an Getriebe, die in zivilen LKWs verbaut werden.

Leviathan, 44. Jg., 2/2016
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werden, der die Grundlage einer weiteren Institutionalisierung der Verantwortung
der Wissenschaft bildet, denn Transparenz ist eine notwendige Bedingung der
bereits von Picht eingeforderten Metawissenschaft.
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Zusammenfassung: Die Debatte tiber die Normierung autonomer Waffensysteme zeigt, dass
moderne Militirtechnologie erneut eine Entwicklungsstufe erreicht hat, die es wert ist, in der
gesamten wissenschaftlichen Gemeinschaft transdisziplinir diskutiert zu werden. Wir missen
uns kiinftig noch intensiver damit beschiftigen, welche Auswirkungen neu entwickelte Mili-
tartechnologie auf die Bearbeitung von Konflikten, das Volkerrecht und die internationalen
Beziehungen hat. Dazu ist eine transparentere Wehrforschung notwendig, die offener fiir den
Austausch mit anderen Disziplinen ist.

Stichworte: Militarforschung, Wehrforschung, Wissenschaftsfreiheit, Wissenschaftsethik,
Automation, Militartechnologie, Waffentechnik, autonome Waffen

New military technology — a challenge for the scientific community. Plea for
transdisciplinary debate on military technology

Summary: The debate on the regulation of autonomous weapon systems shows that modern
military technology has again reached a stage of development that is worth being discussed
transdisciplinarily by the entire scientific community. We must deal even more intensively
with the effects that newly-developed military technology has on the management of conflicts,
international law and international relations. To accomplish this, military research needs to
be more transparent and more open for communication with other disciplines.

Keywords: military research, freedom of research, ethics of the sciences, automation, military
engineering, weaponry, autonomous weapons
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