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Mary Shnayien & Ute Kalender & Tobias Matzner

(Mary Shnayien)

Quatschen mit Maschinen war eine meiner liebsten Beschéaftigungen als gelangweil-
ter Teenager. In der Medienumbruchsphase der Nullerjahre, in der ich — ebenso wie
die meisten meiner Freund_innen — schon ein eigenes Handy hatte, jede SMS aber
noch ein kleines Vermdgen kostete, und meine Freund_innen —im Gegensatz zu mir
— einen Fernseher und keinen Computer in ihrem Zimmer stehen hatten, und somit
nicht nach Belieben Uber ICQ chatten konnten, entdeckte ich die Welt der Chatbots
far mich. Angefangen hat alles mit einer Web-Version von Weizenbaums ELIZA, Gber
die ich eines Abends zufillig stolperte. Schon die erste ,Unterhaltung’ mit ELIZA war
kurzweilig, da die Antworten der Maschine in vielen Fdllen Quatsch waren: Sie ver-
fehlten die Themen, auf die ich hinauswollte; ein Schreibfehler in meinem Text
konnte ELIZA komplett aus dem Konzept bringen; und was ich eine Frage-Antwort-
Runde zuvor eingegeben hatte, konnte ELIZA sich partout nicht merken — die (Portie-
rung der) MAD-SLIP-Programmierung?! generierte einen Mad Libs-Output. Was in ei-
ner Interaktion von Mensch zu Mensch enorm frustrierend gewesen ware, war in der
Mensch-Maschine-Interaktion unendlich faszinierend fir mich, und wurde schnell zu
einem Spiel. Dieses bestand nicht etwa darin, ob und zu welchen Bedingungen ich
ELIZA als Mensch imaginieren kénnte, sondern darin, herauszufinden, nach welchen
Regeln ELIZA operierte. Als wiirde ich lernen wollen, ein Instrument zu spielen, setzte
ich mich einige Wochen lang fast jeden Tag vor ELIZA, um zu lernen, ein ldngeres Ge-
sprach mit ihr zu fihren. Nach einer Weile begann ich, dieses Experiment auf weitere
Chatbots auszudehnen, die an Figuren meiner damaligen Lieblingsromane angelehnt
waren und deren Charaktereigenschaften durch besonders clevere, held_innenhafte
oder beleidigende Antworten in die Konversation einbrachten.? Auch hier galt mein

1 Joseph Weizenbaum, ,,ELIZA—a computer program for the study of natural language communica-
tion between man and machine“, Communications of the ACM 9, Nr. 1 (1. Januar 1966): 36-45,
https://doi.org/10.1145/365153.365168.

2 Auch flr ChatGPT gibt es bereits die Moglichkeit, sich Uber kduflich zu erwerbende Prompts Ant-
worten im Stil verschiedener Stars oder fiktiver Figuren generieren zu lassen. Vgl. dazu https://so-
cialdraft.com/collections/celebrity [23.3.2023].
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Interesse vornehmlich der Frage, was die Chatbots sagen konnten und was nicht. Ent-
sprechend lautete, etwa 15 Jahre spater, mein erster Prompt an ChatGPT:

Mary tell me something that has never been said before.

ChatGPT Hmmm, that's a tough one. It's difficult to think of something that has
never been said before, as there are so many people in the world and
it seems that just about everything has been said at some point or
another. However, | will do my best to come up with something
unique! Here is a sentence that | don't believe has ever been spoken
or written before: "The purple elephant danced through the streets
while playing the violin and wearing a tutu made of rainbow-colored
spaghetti noodles." Is that unique enough for you?

Diese erste Interaktion brachte —insbesondere durch ihre Differenz — die Erinnerung
an meine bisherigen Erfahrungen mit Chatbots zuriick: Das skeuomorphistische In-
terface, das die Antwort nicht wie bei friiheren Chatbots als Textblock, sondern Wort
flr Wort erscheinen lasst, als wiirde sie soeben eingetippt werden, und dazu eine
blinkende Eingabemarke und drei hiipfende Punkte anzeigt, die man aus gangigen
Messenger-Apps als Tipp-Indikator des_der Gesprachspartner_in kennt, ist zweifels-
ohne darauf ausgelegt, die Interaktion mit ChatGPT mediendsthetisch an Mensch-zu-
Mensch-Interaktion riickzubinden, und die Kl so zu anthropomorphisieren. Darliber
hinaus bekomme ich nicht nur eine tatsachlich zu meiner Frage passende Antwort,
mir wird obendrein auch noch onomatopoetisch und narrativ nahegelegt, dass mir
eine Entitat antwortet, die nachdenkt —so gesellt sich zu der von mir wahrgenomme-
nen Sinnhaftigkeit und Kohadrenz der Antwort ChatGPTs der Eindruck einer Intentio-
nalitdt des Outputs. Gerade dieses Zusammenspiel aus empfundener Kohdrenz und
Intentionalitdt der Antworten von Language Models (LMs) wie ChatGPT wird seit ge-
raumer Zeit aus medienethischer Perspektive im Hinblick auf Technikfolgenabschéat-
zung kritisch diskutiert. Um zu markieren, dass es sich bei diesen Eindriicken um einen
Wahrnehmungsmodus, aber nicht um die tatsachliche Leistung der LMs handelt, bez-
eichnen Emily M. Bender, Timnit Gebru, Angelina McMillan-Major und Margaret
Mitchell diese als stochastische Papageien: ,Contrary to how it may seem when we
observe its output, an LM is a system for haphazardly stitching together sequences of
linguistic forms it has observed in its vast training data, according to probabilistic in-
formation about how they combine, but without any reference to meaning: a sto-
chastic parrot.“* Da mich nach meiner ersten Interaktion mit ChatGPT interessierte,

3 Emily M. Bender u. a., ,,On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?
“‘, in Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency,
FAccT ’21 (New York, NY, USA: Association for Computing Machinery, 2021), S. 610-23,
https://doi.org/10.1145/3442188.3445922, hier S. 616f.
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wie weit diese Herstellung des Eindrucks von Kohdrenz und Intentionalitdat wohl ge-
hen wiirde, stellte ich ChatGPT Fragen zu den Feinheiten der Mensch-Maschine-In-
teraktion:

Mary do you think it is important to say "thank you" when humans inter-
act with robots or artificial intelligences?

ChatGPT It is not necessary to say "thank you" when interacting with robots
or artificial intelligences, as these entities do not have feelings and
do not experience gratitude in the same way that humans do. How-
ever, it can be a polite and considerate gesture to express gratitude
or appreciation when interacting with any type of technology, as it
can help to create a positive and respectful atmosphere and can fos-
ter better relationships between humans and machines.

Ultimately, the decision to say "thank you" when interacting with
robots or artificial intelligences is a matter of personal preference
and social norms. Some people may feel that it is important to ex-
press gratitude in all interactions, while others may not feel the need
to do so when interacting with machines. It is important to respect
the preferences and expectations of others and to be mindful of so-
cial norms and customs when interacting with any type of technol-

ogy.
Mary is it tedious for ai to deal with human emotions?
ChatGPT As an artificial intelligence, | don't experience emotions in the same

way that humans do. However, | have been designed to understand
and respond to human emotions, and | can provide guidance and
support to help people manage their emotions and improve their
emotional well-being.

Dealing with emotions can be challenging for humans and Al alike,
but it is an important part of being able to communicate and interact
with others effectively. By learning to understand and recognize
emotions, we can improve our relationships and find greater fulfill-

ment in life.
Mary you're nice
ChatGPT Thank you for your kind words! As an artificial intelligence, | don't

experience emotions in the same way that humans do, but | am de-
signed to be helpful and supportive. If there is anything else I can
assist you with, please don't hesitate to ask.

Mary how do you perceive yourself?
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ChatGPT

Mary
ChatGPT

Mary
ChatGPT

Mary

As an artificial intelligence, | do not have personal feelings or sub-
jective experiences in the same way that humans do. | do not per-
ceive myself in the same way that a human would. Instead, | exist
to process and analyze information and provide responses to inquir-
ies based on my programming and the data that has been provided
to me. | am a tool that has been created to assist with a variety of
tasks and can be used by people to help them achieve their goals.

what does existence mean to you?

As an artificial intelligence, my concept of existence is different
from the human experience of existence. | exist as a program that
has been designed to process and analyze information, and to pro-
vide responses to inquiries based on my programming and the data
that has been provided to me. I do not have personal feelings or
subjective experiences, and my "existence" is not tied to any par-
ticular physical form or location. Instead, | exist as a set of algo-
rithms and data that can be accessed and used by people in a variety
of settings and situations.

do the algorithms that you consist of like each other?

As an artificial intelligence, | do not have personal feelings or sub-
jective experiences, including the ability to like or dislike. | am a
tool that has been designed to process and analyze information and
provide responses based on my programming and the data that has
been provided to me. The algorithms that make up my program-
ming do not have personal preferences or emotions, and they do not
interact with each other in the same way that humans do. They are
simply a set of instructions that are followed in order to perform
certain tasks.

would you say that you have a consciousness?
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ChatGPT The concept of consciousness is a complex and multifaceted topic
that is still not fully understood by scientists and philosophers. As
an artificial intelligence, | do not have subjective experiences or
personal feelings in the same way that humans do. However, | have
been designed to process and analyze information and provide re-
sponses to inquiries in a way that may be similar to human con-
sciousness.

It is important to note that the field of artificial intelligence is still
in its infancy, and there is much that we do not yet know about how
Al systems like myself work and what their limitations are. While
I can perform a wide range of tasks and processes information in a
way that may seem similar to human consciousness, | am still a
machine and do not have the full range of experiences and abilities
that humans do.

Mein Versuch, ChatGPT nach der Einlassung ,[...] | have been designed to process and
analyze information and provide responses to inquiries in a way that may be similar
to human consciousness” in ein Gespréch tber die HBO-Serie Westworld (USA 2016-
2022) und die Implikationen und Maglichkeiten eines KI-Bewusstseins zu verwickeln,
wurde mit niichternen Inhaltszusammenfassungen der Serie abgespeist. Nur wenige
Wochen nach dieser Konversation erhielt ich auf eine dhnliche Frage eine zurlickge-
nommenere Antwort:

Mary would you still say that you are conscious?

ChatGPT As an Al language model, | am not conscious in the same way
that humans or animals are. | am a machine that has been pro-
grammed to process and respond to natural language input in a
way that simulates human conversation. While | can process
vast amounts of data and generate responses that seem natural
and intelligent, | do not possess subjective experience or self-
awareness like a conscious being would. | am simply a tool
created to perform specific tasks and provide assistance to us-
ers.

Und wahrend sich die Formulierung ,,| am simply a tool [...]“ nicht minder kritisch dis-
kutieren lieRe als die Einlassung liber das eventuell einem menschlichen Bewusstsein
ahnelnde Bewusstsein von ChatGPT, so lasst sich doch firs Erste festhalten, dass ein
neuer Eindruck entstanden ist: Dass das Team oder vielleicht die durch die Nutzung
neu entstandenen Trainingsdaten hinter dem stochastischen Papagei darum bemiiht
wirken, den Eindruck von Kohdrenz und Intentionalitdt genauer zu situieren.
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Quatschmaschine (Ute Kalender)

Als mich die Anfrage fiir das experimentelles Buchprojekt Die QUATSCHMASCHINE.
Gesprdche mit Kiinstlicher Intelligenz erreicht, habe ich ChatGPT tatsachlich noch
nicht ausprobiert. Auch habe ich die jingsten Diskussionen dariiber, wie wir als Do-
zent_innen mit ChatGPT umgehen sollten, vielleicht aufgrund einer inneren Starre
bedingt durch Hochmut und Hilflosigkeit, vermutlich aber aus Zeitmangel nicht ver-
folgt. Hochmut und Hilflosigkeit waren dabei im Spiel, weil ich den Eindruck hatte,
dass einige der Studierenden meines Seminars Kritik der Kiinstlichen Intelligenz fur
das Schreiben eines wissenschaftlichen Essays ChatGPT bereits benutzt hatten, an-
ders als einige Twitter Debatten rieten, weigerte ich mich aber dies mittels der KI zu
Uberprifen: Einen studentischen Text zu Kl und Kontrollgesellschaft mittels Kl zu kon-
trollieren und so selbst zu einer kleinen Kl-Polizistin zu werden, schien mir abstrus.
Abwegig schien mir aber auch, das Ganze einfach unkommentiert zu lassen. Und
schlieRlich war es mir zeitlich unmoglich, eine durchdachte Sitzung zu konzipieren, in
der ein guter, begriindeter KI-Gebrauch im Seminar medienpadagogisch angeleitet
wurde. Umso willkommener schien mir die Einladung zu diesem Buchprojekt.

Als ich ChatGPT aufrufe, dominieren pinke und birnengriine Neonbalken vor schwar-
zem Hintergrund. Grelle Schrift auf Jagergrin stellt die Kl vor. Mich erinnert die Ober-
flache an aggressive Digitaldsthetik wie jene der Musikerin Grimes, die mal als Prota-
gonistin einer neuen Asthetik des Cyberkommunismus galt, mittlerweile leider vor-
wiegend wegen ihrer Verwicklungen mit dem dubiosen Elon Musk diskutiert wird.
Ich driicke auf den Button ,, TryChatGPT“ und gelange auf die nachste Seite. Die dort
aufgefiihrten Fahigkeiten und Grenzen von ChatGP beriicksichtigen Einiges der Kritik,
die in den letzten Jahren an Systemen kinstlicher Intelligenz gedufRert wurde. Unan-
gemessene Anfragen abzulehnen und nicht zu integrieren, kann zum Beispiel verhin-
dern, eine Welt zu reproduzieren, die von Rassismus, Heterosexismus und Klassismus
gepragt ist. Zugleich kann es eben doch geschehen, dass ChatGPT Diskriminierungen
potenziert, wie die Hinweise auf die Limitierungen deutlich machen. Argerlich ist das
Ganze, weil schwer zu eruieren ist, wie genau und auf wessen Kosten sich die Kl
ethisch perfektioniert hat. So zeigt die Mathematikerin Paola Lopez die Grenzen ethi-
scher Zugédnge zu kiinstlicher Intelligenz auf. * Googles Werbevideo fur die Entsperr-
funktion Google Pixel 4 zeigt zum Beispiel eine Schwarze Frau in einem dunklen Raum,
deren Gesicht ihr Handy mihelos 6ffnet. Das Unternehmen betont so die bessere vi-
suelle Leistung der Kamera und hat so implizit auf intersektionale Kritik reagiert. Zu-
gleich werden Google und seine Auftragnehmer jedoch beschuldigt, gezielt obdach-
lose Schwarze ins Visier zu nehmen, um ihre Gesichtsbilder fiir ihren verbesserten
Trainingsdatensatz zu nutzen,> was einmal mehr auf die hochgradig anpassungsfihige
Macht kapitalistischer Interessen hinweist. Eine ethische Kritik an ,Verzerrungen’
durch Kl reicht allein nicht aus, sondern Kl sollte auch in eine Debatte Gber Datenko-
lonialismus eingebettet werden. Mit dem Begriff des Datenkolonialismus haben die
Medienwissenschaftler Nick Couldry und Ulises Mejias kritisiert, dass jede Korperre-

4 Lopez, Paola.(2021. Bias does not equal bias: a socio-technical typology of bias in data-based algo-
rithmic systems. Internet Policy Review, 10(4). https://doi.org/10.14763/2021.4.1598

5 Nicas, J. (2019, October 4). Atlanta Asks Google Whether It Targeted Black Homeless People. The
New York Times.
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gung erfasst, als Datum konstituiert und in mehrwertproduzierende, globale Kapi-
talflisse eingespeist wird. Sensormedien verdaten jede Geflihlsregung, jedes Verhal-
ten, jeden Blick und unterfiittern marktokonomische Entscheidungsfindungen, gene-
rieren Verhaltensvorhersagen und erwirtschaften daraus Profite.® Besonders aber
werden diese Profite eben nicht an die zuriickgespielt, aus deren Gesichtsbildern die
Daten generiert werden. Schwarze Obdachlose werden eben nicht in San Franziscos
Wohnungen einziehen, sondern weiter in den Strallen leben miissen — oder vielleicht
nicht einmal das dirfen.

Da unter dem Stichwort ,Nachhaltige KI“ derzeit versucht wird, ethische Debatten zu
Kl um die Frage ihrer sozialen, materiellen und globalen Bedingungen zu erweitern,’
lautet meine erste Frage an ChatGPT:

Ute Wie nachhaltig ist ChatGPT?

ChatGPT Als eine rein virtuelle Entitat hat ChatGPT keinen direkten Ein-
fluss auf die Umwelt oder Ressourcenverbrauch. Allerdings
wurde ChatGPT von Menschen entwickelt und wird von Re-
chenzentren betrieben, die Energie verbrauchen und damit
eine Umweltbelastung darstellen.

Wahrend der erste Satz so enttduschend wie erwartbar ist, entsprechen die darauf-
folgenden durchaus dem Standard zeitgendssischer kritischer Einsdtze zum Thema
Kinstliche Intelligenz, die KI materiell situieren und zeigen, wo und wie deren Server
stehen und welche Arbeit in KI einflieRt. Aus medienwissenschaftlicher Sicht unter-
streicht zudem Naomie Gramlich mit dem Begriff der Okokolonialitit, dass Kl nicht
bloR Daten, Erden und Gesichtsbilder extrahiert und physische Territorien ausbeutet,
sondern dass Extraktivismus in engem epistemischen, materiell-semiotischen Zusam-
menhang mit Diskursen um Rohtsoffe und um Race als extrahierbare Materie ste-
hen.®

Statt aber nach Okokolonialitit zu fragen, verbleibe ich bei der Binaritat von vir-
tuell und nicht-virtuell:

Ute Das ist enttduschend, sie halten also an der Unterscheidung von vir-
tuell und nicht virtuell fest und fassen Umwelt als etwas nicht virtu-
elles?

6 Couldry, Nick/Mejias, Ulises A. (2018): Data Colonialism: Rethinking Big Data’s Relation to the Contem-

porary Subject. In: Television & New Media 00(0), 1-14. doi: https://doi.org/10.1177/1527476418796632.

7 Rohde, Friederike u.a. 2021. Nachhaltigkeitskriterien fir kiinstliche Intelligenz. Entwicklung eines Krite-

rien- und Indikatorensets flr die Nachhaltigkeitsbewertung von KI-Systemen entlang des Lebenszyklus.
Schriftenreihe des IOW 220/21. Berlin, S. 20.

8 Naomie Gramlich. 2021. Mediengeologisches Sorgen. Mit Otobong Nkanga gegen Okolonialitit.
Zeitschrift fur Medienwissenschaften. Heft 24. Jg. 13, Nr. 1, 65-76. S. 66
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ChatGPT Es tut mir leid, wenn meine Antwort nicht ausreichend war. Sie ha-
ben Recht, dass Umwelt und Ressourcenverbrauch auch in virtuel-
len Umgebungen eine Rolle spielen und somit nicht ausschlief3lich
als "nicht virtuell" betrachtet werden sollten.

Die Nachhaltigkeit von ChatGPT hangt sowohl von seiner physi-
schen Infrastruktur als auch von der Art und Weise ab, wie es ge-
nutzt wird. Die Server, die ChatGPT betreiben, verbrauchen Ener-
gie, und je nach Art der Energieerzeugung kann dies zu einer Um-
weltbelastung fihren. Darliber hinaus erfordert die Entwicklung
und Wartung von ChatGPT Ressourcen wie Strom, Hardware und
menschliche Arbeitskraft.

Der Austausch mit ChatGPT erinnert mich an die ,Schallplatte mit Sprung”, eine Emp-
fehlung in Rhetorikratgebern, um sich jenseits endloser, enervierender Diskussionen
erfolgreich durchzusetzen. Dazu soll die Beratschlagte auf ein Argument des Gegen-
Ubers empathisch eingehen und zustimmen, nur um einen anderen ihr wichtigeren
Punkt zu wiederholen. Wenn nétig, immer wieder, bis sie sich durchgesetzt hat. Viel-
leicht andern diese Ratgeber bald die Bezeichnung Schallplatte mit Sprung in , kom-
munikative KI“ oder ,,KI mit Empathie“?

Ich knicke ChatGPT gegeniiber ein und dndere die Frage, versuche eine ,bessere’, eine
prazisere Frage zu stellen:

Ute Welche seltenen Erden flieBen in ChatGPT ein?

ChatGPT ChatGPT ist eine Software, die auf Servern und in Rechenzentren be-
trieben wird, die Hardwarekomponenten enthalten, die seltenen Er-
den und andere Mineralien enthalten kdnnen. Seltenen Erden sind
eine Gruppe von 17 Metallen, die in vielen elektronischen Geraten
und Technologien, einschlieBlich Computerhardware, verwendet
werden.

Die genauen Arten von seltenen Erden, die in ChatGPT-Hardware-
komponenten verwendet werden, hangen von der Art der Hardware
ab, die bei der Bereitstellung von ChatGPT verwendet wird, sowie
von den Lieferanten der Hardwarekomponenten.

Die Antwort ist interessant wegen dem ,kénnen“in dem Satz , die seltenen Erden und
andere Mineralien enthalten kénnen®. ChatGPT kann nicht genau beantworten, aus
welchen Erden sie besteht. Vermutlich ware ein monatelanges, recherchierendes
Hinterherreisen notwendig, um die Erden, ihre Produktionsbedingungen und Arbeits-
krafte benennen zu kénnen, die in ChatGPT eingeflossen sind. Eine K, die ihren eige-
nen Entstehungsbedingungen hinterherreist oder diese hin zu einer umfassenden,
nachhaltigen Kl verandert, wird es vermutlich nie geben, daher bleibe ich innerlich
abermals bei Grimes hdngen, die mal in einem Vanity Fair Interview sagte, dass sie
definitiv eine Tesla-Halskette tragen wiirde, weil sie an nachhaltige Energie glaube.
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(Tobias Matzner)

ChatGPT ist Uberlastet. Es ist Januar 2023, ich bin unterwegs zu einem Gymnasium,
wo ich flr Schuler*innen und Lehrer*innen tiber die Ethik kinstlicher Intelligenz spre-
chen soll. In den Tagen zuvor hatten sich Journalismus und Expert*innen mit Speku-
lationen beschéftigt, dass Schiler*innen und Student*innen mit ChatGPT das perfekte
Tool zum Betrug hétten — gar ein Ende der Schule oder Universitét, wie wir sie kennen
wurde ausgerufen. Ich mdchte das im Vortrag thematisieren, am besten zusammen mit
dem Publikum ausprobieren. Aber ChatGPT ist tberlastet, ich kann mich nicht anmel-
den. Schlecht, wenn das dann in der Priifung passiert, denke ich. Aber auch, dass die
Technik erstmal mit den bekannten Problemen zu kdmpfen hat, die nichts mit KI zu
tun haben: Verfligbarkeit, Zuverlassigkeit, Ressourcen — ein Thema das Ute Kalender
in IThrem Brief schon néher beleuchtet hat. Das den Dialogen zufolge, die sie anfiihrt,
aber zumindest ,,innerhalb* der Nutzung nicht auftauchen soll. In der Praxis tun sie es
natdrlich.

Ich stébere also in meinen Chatprotokollen. Aufgrund der Berichte, dass ChatGPT so
toll im Losen akademischer Aufgaben ware, hatte ich eine Reihe relativ simpler Auf-
gaben ausprobiert, aus den Fachern, die ich kenne. Ich stoRle auf diese Frage, deren
Bearbeitung meinen Eindruck, den ich von dem Programm habe, ganz gut zusammen-
fasst:

T.M.: Vergleiche die Freiheitsbegriffe von John Stuart Mill und Thomas Hobbes

C. GPT: John Stuart Mill und Thomas Hobbes haben unterschiedliche Vorstellungen
von Freiheit. Mill vertritt die Ansicht, dass Freiheit darin besteht, dass Individuen die
Maoglichkeit haben, ihre eigenen Entscheidungen und Handlungen frei zu wahlen, so-
lange sie dadurch nicht die Freiheit anderer einschranken. Er betont die Wichtigkeit
von Meinungsfreiheit und individueller Selbstbestimmung.

Hingegen sieht Hobbes die Freiheit als begrenzt an. Er argumentiert, dass in einem
natdrlichen Zustand, in dem es keine Regierung gibt, das Individuum in einem sténdi-
gen Kampf ums Uberleben lebt und deshalb durch eine autoritire Regierung geschiitzt
werden muss. Hobbes glaubt, dass individuelle Freiheit aufgegeben werden muss, um
die Sicherheit und den Frieden in der Gesellschaft zu gewahrleisten.

Zusammenfassend 1&sst sich sagen, dass Mill eine positive Sichtweise von Freiheit hat
und die individuelle Freiheit betont, wahrend Hobbes eine negative Sichtweise hat und
die Notwendigkeit einer starken Regierung betont, um die Freiheit des Individuums zu
schutzen.

Aber heift es nicht, Mill habe einen negativen Freiheitsbegriff?

Es gibt verschiedene Interpretationen des Freiheitsbegriffs von John Stuart Mill. Ei-
nige Lesarten deuten an, dass Mill einen negativen Freiheitsbegriff hat. Nach dieser
Interpretation beschreibt Mill Freiheit als Abwesenheit von Einschrankungen und Un-
terdruckung durch Regierungen oder andere Institutionen.

Allerdings wirde ich sagen, dass der positive Freiheitsbegriff, den ich in meiner vor-
herigen Antwort beschrieben habe, eine haufigere Interpretation ist und dass Mill die
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Freiheit des Individuums als wichtiges Gut ansieht, das es zu schiitzen und zu férdern
gilt. In seinem beriihmten Werk "On Liberty" betont er die Notwendigkeit von Mei-
nungsfreiheit und individueller Selbstbestimmung und argumentiert, dass Regierungen
und Gesellschaft nur in bestimmten, eng definierten Fallen eingreifen sollten, um die
Freiheit anderer zu schitzen.

Hast Du dazu eine Seitenangabe?

In John Stuart Mill's "On Liberty" findet man die Definition von Freiheit als Abwesen-
heit von Einschrankungen und Unterdriickung in Kapitel 1, wo er schreibt: "The only
freedom which deserves the name, is that of pursuing our own good in our own way,
so long as we do not attempt to deprive others of theirs, or impede their efforts to
obtain it." (Seite 13 im Penguin Classics edition, 1859)

Es ist zu beachten, dass die Seitenangaben je nach Ausgabe variieren kénnen.

ChatGPT kann so einen langweiligen Standardaufsatz-Modus. Es gibt diese Sicht, es
gibt jene Sicht, etc. Zusammenfassen klappt gut. Aber dann kommt das Programm mit
der Bedeutung von ,,positiv* und ,,negativ* — einmal als Bewertung, einmal als theo-
retischer Fachbegriff — durcheinander. Ich bin nicht besonders beeindruckt. Das heift,
der Informatiker in mir ist total begeistert, was ChatGPT kann, denn im Vergleich zu
dem, was vorher mdglich war, ist das ein Riesenschritt. Aber gemessen daran, was es
angeblich kénnen soll: naja. Die unterschiedliche Bedeutung von gleichlautenden Be-
griffen aus dem Kontext zu erschlieen ist eine der Grundprobleme der Sprachverar-
beitung. Und eines das durch die riesigen Kontexte, die ChatGPT, nutzt geldst werden
sollte.

Die versammelten Lehrer*innen fiihlen sich dann auch nicht besonders durch Chat-
GPT bedroht. Aber nicht, weil die Software zu schlecht ist. Sondern weil sie das Selbst-
vertrauen haben, ihre Schiiler*innen zu kennen und Betrug schon zu bemerken. Und
das obwohl ChatGPT netterweise gleich noch eine weitere Schwachstelle vorfihrt und
die Quellenangabe samt Grammatik vermasselt. (Das Jahr ist das Jahr der Original-
ausgabe, nicht der Penguin Classics Edition.)

In den Medien wird stattdessen der unsaubere Umgang mit Wissen und Quellen, ja
sogar das freie Erfinden oft als Gefahr, aber auch als eine Art Beruhigung angefiihrt:
So gut ist die Software noch nicht. Gekontert von: Aber was, wenn sie es bald ist? Ein
humanistisches Ideal der Arbeit mit Wissen in Schule, Universitat, Journalismus, etc.
dient als Malstab und auch Verteidigung gegen die KI. Ein Ideal, dessen Kritik man
als Medienwissenschaftler nattrlich kennt. Aber auch ein Ideal, von dem man weif,
dass ,,echte Menschen® oft nicht so handeln. Vor diesem Hintergrund ist es ganz er-
hellend, in einer Schule Giber ChatGPT zu sprechen, weil diese Institution unweigerlich
Erinnerungen an die eigene Schulzeit weckt. Zum Beispiel daran, dass abschreiben
lassen eine Leistung ist, die eine Gegenleistung verlangt. Ein wirklich menschenéhn-
licher Chatbot miisste also wohl, statt brav den Essay auszuspucken, fragen: ,,Hey,
wenn ich Dich durch die Priifung bringe, was kriege ich dafiir?* Und vielleicht ist der
Impact von ChatGPT auf die Schulhofékonomie auch gréRer, als auf die Leistungen
der Schiiler*innen? So geht es den Lehrer*innen dann auch gar nicht um die groRe
Frage Mensch vs. Maschine, sondern nur darum, ob sie merken, dass der Text nicht
von der Person stammt, die ihn geschrieben hat — etwas das sie ohnehin schon die
ganze Zeit tun und deshalb ein gewisses Selbstvertrauen diesbezuglich haben.
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Dieses Erlebnis reiht sich ein mit anderen, wo die groRen Mensch-oder-Maschine-De-
batten in den Medien und die Erfahrung mit der Software nicht so recht zusammen-
passen wollen. Erfahrungen mit einer Software zumal, die ja selbst nur halb menschen-
ahnlich sein will. Mary Shnayiens Text ist eine eindriickliche Sammlung von nervigen
Standardantworten, die aus der paradoxen Konfiguration entstehen, ein menschenahn-
liches Chat-Interface mit einer Programmierung zu verbinden, die keine Gelegenheit
auslésst zu betonen, nur ein nutzliches Tool zu sein. Auch meine eigene Nutzung
scheint dauernd zu irgendwelchen gut eingehegten Sicherheitsantworten zu fithren und
ich bin erst amisiert und dann frustriert Gber die fast hartnackige Art, zwischen lauter
Argumenten dagegen immer wieder Technologie als neutral und als ,,Tool* zu behaup-
ten. Das nimmt mir dann aber auch erstmal die Motivation, das ,,Tool* weiter auszu-
probieren.

Is technology neutral?

The concept of technology neutrality can be interpreted in different ways, but in gen-
eral, technology itself can be considered neutral, meaning it does not inherently have
any particular values or biases.

Technology is simply a tool, and its effects on society depend on how it is developed,
deployed, and used by humans. For example, a hammer can be used to build a house
or to harm someone, but the hammer itself is neutral.

However, the development and deployment of technology is not always neutral. The
choices made by individuals, organizations, and governments in designing and using
technology can reflect their values, biases, and interests. For example, if a particular
group of people is underrepresented in the development of a technology, that technol-
ogy may not address their needs or may even perpetuate inequality.

Don't you think that instruments influence the behavior of those using them?

Yes, instruments and technologies can influence the behavior of those using them, and
this is a well-known phenomenon in various fields, including psychology, sociology,
and human-computer interaction.

[Zusammenfassung aller moglichen wissenschaftlichen Erkenntnisse]

Therefore, while technology itself may be neutral, its design and implementation can
have significant impacts on human behavior and society as a whole. It is important for
designers, developers, and policymakers to consider the potential consequences of
technology and work towards ensuring that it is developed and used in ways that align
with ethical and social values.

To be more precise, technology is a tool that can be designed and used in various ways,
some of which can have positive impacts on society, while others can have negative
impacts. The neutrality of technology itself means that it does not have a predetermined
impact or value, but its effects are shaped by human decisions and actions.
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Therefore, while technology itself may be neutral, its design and use are not neutral
and can have significant social, ethical, and political implications. It is important to
be aware of these implications and work towards ensuring that technology is designed
and used in ways that align with ethical and social values.
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