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Zusammenfassung

In diesem Beitrag werden Fragestellungen und Losungsansitze zum The-
ma der Erkennung und Bekimpfung von Desinformation in Messenger-
diensten betrachtet. Durch die Zusammenarbeit der Disziplinen Informa-
tik, Journalistik, Medienpsychologie und Rechtswissenschaften wird der
hochdynamische Gegenstand der digitalen Desinformation im bislang we-
nig erforschten Bereich der Messengerdienste einer multiperspektivischen
Analyse unterzogen. Dabei werden von jeder Disziplin der Stand der
Forschung, bisherige eigene Erkenntnisse sowie Forschungsfragen fiir die
Zukunft dargestellt. Aufferdem wird ein Uberblick tber diszipliniibergrei-
fende Forschungsfragen gegeben. Vertieft diskutiert werden dabei die Ein-
flisse datenschutzrechtlicher Anforderungen auf die Projektarbeit.

1. Einleitung

Mafnahmen gegen die Verbreitung digitaler Desinformation werden welt-
weit unter Hochdruck gesucht. Eine besondere Herausforderung stellt da-
bei die Erkennung und Bekdmpfung bewusst irrefiihrender Informationen
dar, die in Messengerdiensten verbreitet werden. Problematisch sind hier
sowohl die sozio-technischen Besonderheiten der massenhaften Desinfor-
mationsverbreitung als auch die Anwendbarkeit, Durchsetzbarkeit und
Effektivitit rechtlicher Manahmen. Desinformation erweist sich dabei als
hochdynamischer Gegenstand sowohl bezogen auf die verwendeten Tech-
nologien als auch im Hinblick auf die Verbreitungskanale, die Aufberei-
tungsformen, die rechtliche Bewertung und die politischen Kontroversen,
an denen entlang sie sich besonders stark verbreitet. Als Desinformation
werden falsche Informationen bezeichnet, die wissentlich mit der Intenti-
on verbreitet werden, einem Individuum, einer sozialen Gruppe, Organi-
sation oder einem Staat Schaden zuzuftigen. Wird Desinformation weiter-
verbreitet, entsteht aus ihr haufig eine Misinformation. Diese beschreibt
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ebenfalls falsche Tatsachenbehauptungen, allerdings erfolgt die Weiterver-
breitung nicht in dem Wissen, dass es sich um falsche Informationen han-
delt und nicht in der Absicht, Schaden zu verursachen (Wardle 2017). Die-
se zwei Kerndimensionen der Definition sind dabei zugleich Gegenstand
wissenschaftlicher Debatten, da sowohl der Wahrheitsbegriff als auch die
Intention als volatil erachtet werden koénnen. Bildeten in den vergange-
nen Jahren noch soziale Netzwerke sowie quasi-journalistisch aufbereitete
Web-Portale den Schwerpunkt von Desinformationsdynamiken, verlagern
sie sich heute zunehmend in Messengerdienste. Denn nachdem die sozia-
len Netzwerke mehr und mehr reguliert wurden, zogen sich Desinforma-
tionsakteur:innen in den sicher gewahnten Hafen der Messengerdienste
zurtick. Gleichzeitig gewinnt Videomaterial an Bedeutung. Neben den
privatheitsbezogenen Aspekten, die dadurch berihrt werden, haben diese
Entwicklungen eine hohe Relevanz fiir das Funktionieren von Demokra-
tien. Diese komplexe Problemlage verlangt nach einem multiperspektivi-
schen Ansatz, um sie in all ihren Dimensionen angemessen bearbeiten zu
konnen. Interdisziplinire Konsortien miissen Strategien und Instrumente
entwickeln, um Desinformation unter den aktuellen Bedingungen zu er-
kennen und zu bekdmpfen. Dabei erscheint es besonders vielversprechend,
technische Ansitze wie etwa maschinelles Lernen (ML) mit Regulierungen
zu kombinieren, die auf die Praktiken der Nutzer:innen bei der Verbrei-
tung von Desinformation zugeschnitten sind und gleichzeitig einen ange-
messenen Grundrechtsschutz gewihrleisten.

Desinformationsstrategien folgen der Dynamik politischer Kontrover-
sen bzw. gesellschaftlicher Problemlagen. Nachdem seit 2015 Desinforma-
tion als Phinomen im deutschen Sprachraum sehr stark von den Themen
Migration, Integration und innerer Sicherheit geprigt war (Bader
u.a. 2020, S. 49), lasst sich derzeit eine Dynamik beobachten, die sich pri-
mar entlang der COVID 19-Pandemie und des Ukrainekrieges entwickelt.

Kern dieses Beitrags ist die Frage, welche Auswirkung die Verwendung
von Messengerdiensten auf die Verbreitung von Desinformation hat. Ent-
sprechend orientiert sich der Beitrag an einem gemeinsamen, interdiszipli-
niren Vorgehen entlang folgender forschungsleitender Fragen:

- Wie verbreitet sich Desinformation von Messengerdiensten aus weiter?
Wie erreicht sie andere soziale Medien? Existieren Muster, die Bekamp-
fungsstrategien ermoglichen?

— Welche Nutzungspraktiken stehen hinter den beobachtbaren Verbrei-
tungsmustern? Welche Rolle spielt dabei insbesondere die Verbreitung
emotionaler Inhalte?
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— Welche Eigenschaften weisen Desinformationen auf, die sich besonders
gut in Messenger-Netzwerken verbreiten?

- Wie lassen sich Desinformationen, die primir Gber Messengerdienste
verbreitet und initiiert werden, bekdmpfen? Welche gesellschaftlichen,
juristischen und technischen Maffnahmen erscheinen als besonders er-
folgversprechend?

In der jingeren Vergangenheit wurde das Aufkommen von Desinforma-
tionen in sozialen Netzwerken ausfithrlich betrachtet, wobei unter ande-
rem fehlende inhaltliche Kontrolle, die hohe Verbreitungsgeschwindigkeit
und Effekte von Filterblasen als Griinde fir das Anwachsen des Phano-
mens identifiziert wurden. Messengerdienste sind anderes gestaltet als so-
ziale Netzwerke und konnen daher neue Ausprigungen von Desinforma-
tionen ermoglichen. Dabei ist allerdings ein Trend zur Hybridisierung der
Medientypen auszumachen, da neben Messengerdiensten, die vor allem In-
dividualkommunikation anbieten, immer mehr sog. Hybrid-Medien exis-
tieren, die neben Messenger-Funktionen auch andere Kommunikationsfor-
men beinhalten, wie beispielsweise One-to-many oder Many-to-many. Je
nach Typ kann hier untersucht werden, welche Dynamiken sich um wel-
che Kommunikationsformen von Desinformation entwickeln. Gleichzeitig
wird Desinformation stirker eingebettet in die Interaktion von Akteuren,
die auf diesen Plattformen agieren, sodass dies ebenfalls bei der Frage zu
beriicksichtigen ist, welche Themenschwerpunkte, Positionen, narrative
und argumentative Strukturen, affektiven Potentiale und sprachlichen Ge-
staltungsmuster zur Maximierung von Aufmerksamkeit genutzt werden.

Im Folgenden werden Aspekte aus den Perspektiven unterschiedlicher
Disziplinen betrachtet. Dabei werden von jeder Disziplin der Stand der
Forschung, bestehende eigene Erkenntnisse sowie Forschungsfragen fiir
die Zukunft dargestellt. Anschliefend wird die diszipliniibergreifende
Problematik des mit der Anonymisierung bzw. Pseudonymisierung per-
sonenbezogener Daten einhergehenden Informationsverlusts vertieft. Im
Schlusskapitel liegt das Augenmerk auf den Ausblick des interdisziplina-
ren Vorgehens.

2. Informatik
Die technische Perspektive des Projektes beinhaltet primir das Erfassen
der Inhalte aus verschiedenen Kanilen und danach deren Analyse durch

Methoden der Wiedererkennung von Inhalten (beispielsweise durch ro-
buste Hashverfahren), der Multimedia Forensik und des Natural Language

319

https://dol.org/10.5771/9783748913344-317 - am 20.01.2026, 14:05:10. [ —



https://doi.org/10.5771/9783748913344-317
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Kramer, Hornung, Jansen, Kluck, Rinsdorf, Setz, Steinebach, Vogel und Yannikos

Processings (NLP). Weiterhin ist aber auch Datenschutz von hoher Rele-
vanz, weshalb auch Ansitze von Privacy by Design eingesetzt werden.

2.1 Stand der Forschung

Fir die Datenerfassung im Projekt werden Methoden des Web-Scrapings
und -Crawlings verwendet. Hierbei wird zunichst untersucht, ob die rele-
vanten Plattformen, auf denen Daten erhoben werden sollen (bspw. Mes-
sengerdienste wie Telegram), bereits Schnittstellen zur Verfigung stellen,
die eine automatisierte Datenerfassung effizient ermdglichen. Ist dies nicht
der Fall, missen speziell angepasste Crawler entwickelt werden, um die
Inhalte der Plattformen zu erfassen. Dabei kann der Implementierungsauf-
wand eines solchen Crawlers schnell steigen, insbesondere dann, wenn
durch die Plattformbetreiber Mechanismen eingesetzt werden, die eine
automatisierte Datenerfassung verhindern sollen (bspw. Captchas). Ziel
der Datenerfassung im Projekt ist, ein robustes und effizientes Crawling
relevanter Daten zu ermoéglichen und dabei “Privacy by Design” zu be-
rucksichtigen.

Um Desinformationen in Texten automatisch zu erkennen, konnen die
Forschungsansitze in drei grobe Bereiche aufgeteilt werden: context-, style-
und knowledge-based (Potthast u.a. 2018). Bei den ersten beiden Ansitzen
wird entweder der Schreibstil oder Metainformationen (wie Profildaten in
sozialen Netzwerken) genutzt, um Fake News mithilfe von maschinellen
Lernverfahren zu erkennen. Der wissensbasierte Ansatz (knowledge-based)
zielt darauf ab, externe Quellen zu nutzen, um zu Gberprifen, ob es sich
um gefalschte oder echte Nachrichten handelt. Viele Forschungsarbeiten
befassen sich mit der automatisierten Identifizierung von Falschmeldun-
gen sowie deren Verbreitungswege in Sozialen Medien (Shu u.a. 2017; Vo-
gel/Meghana 2020). Wie Fake News in Messenger-diensten wie Telegram
oder WhatsApp als solche automatisiert identifiziert werden konnen bzw.
deren Verbreitungswege wurde bis jetzt wenig erforscht. Fiir Telegram
wird bis heute z.B. keine offizielle Unterstiitzung der Faktentiberpriifung
angeboten.

Bei der Erkennung von Inhalten muss zwischen merkmalsbasierten und
robusten hashbasierten Verfahren unterschieden werden. Beide versuchen,
Inhalte auch nach einer Veranderung wiederzuerkennen. Das Grundkon-
zept der Merkmalserkennung besteht darin, Merkmale aus relevanten
Bildbereichen zu finden. Diese Bereiche werden extrahiert und durch
einen Merkmalsdeskriptor beschrieben. Diese Beschreibung kann dann fiir
die Re-Identifizierung verwendet werden (Hassaballah u.a. 2016). Hashba-
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sierte Algorithmen werden in verschiedenen Anwendungsbereichen einge-
setzt, z. B. bei der Bildsuche, der Erkennung von Duplikaten oder Beinahe-
Duplikaten oder der Bildauthentifizierung (Du u.a. 2020). Robuste Hashes
tberstehen Veranderungen wie verlustbehaftete Komprimierung oder Ska-
lierung. Analog sind solche Verfahren auch fir Video und Ton bekannt.

2.2 Eigene Beitrige

In mehreren Forschungsarbeiten hat sich gezeigt, dass maschinelle Lern-
verfahren geeignet sind, um potenzielle Desinformationen in Nachrich-
tentexten und Sozialen Medien automatisiert zu erkennen. So werden
je nach Verfahren und Datensatz Genauigkeitswerte von bis zu 90% er-
reicht (Vogel/Jiang 2019; Steinebach u.a. 2020; Vogel/Meghana 2020). Stil-
basierte- und linguistische Merkmalsanalysen haben gezeigt, dass Falsch-
meldungen oft emotionaler und reierischer verfasst sind. Der Ton ist
oft negativer, es wird weniger auf Rechtschreibung geachtet sowie auf
den sprachlichen Ausdruck (Vogel/Meghana 2018/2020). In sozialen Netz-
werken wie Twitter unterscheiden sich die Posts dadurch, dass Emojis
verwenden werden und auf andere User:innen referiert wird (mithilfe
von @-Mentions), wohingegen Fake News-Spreader 6fter Hashtags nutzen
und URLs posten, um die Falschinformationen zu verbreiten. Ob solche
Merkmale (Features), die fiir das Training von maschinellen Lernverfahren
relevant sind, in Messengerdiensten zu finden sind, muss im Verlauf des
Projekts erforscht werden. Das Problem bei stil- und metadatenbasierten
maschinellen Lernverfahren ist, dass diese an neue Ereignisse und die
damit einhergehenden sprachlichen Anderungen (,Coronaleugner, ,Ra-
pe-Fugees®, ,Demokratur®) angepasst und neu trainiert werden missen.
Das bedeutet, dass neue handisch gelabelte Daten zur Verfiigung gestellt
werden miissen. Da dies einen hohen Zeit- und Personalkostenbedarf er-
fordert, werden wissensbasierte maschinelle Lernansatze und robuste Text-
und Medienhashverfahren erforscht, um so Verbreitungswege auch beim
Wechsel von Kanilen oder leichten Anderungen der Inhalte erkennen zu
konnen (Steinebach u.a. 2013; Steinebach u.a. 2019; Steinebach u.a. 2020).

2.3 Forschungsfragen

Fragestellung 1: Sind stil- und metabasierte maschinelle Verfabren geeignet,
um Falschinformationen in Messengerdiensten zu erkennen? Bei der automa-
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tisierten Erkennung von Desinformationen werden stilbasierte maschinel-
le Lernansitze und Methoden der Computerlinguistik angewandt, um
zu erforschen, ob diese Desinformationen in Messengerdiensten wie Tele-
gram von korrekten Meldungen unterscheiden konnen. Dabei konnen
Merkmale herangezogen werden wie Emotionen und Stimmungen in den
Meldungen, aber auch syntaktische Merkmale wie Hashtags, URLs oder
Themenschwerpunkte. Ziel ist es zu erforschen, ob die Verbreitung von
Falschmeldungen in sozialen Netzwerken sich von der in Messengerdiens-
ten wie Telegram unterscheidet.

Fragestellung 2: Gleichzeitig sollen quantitative Analysen durch einen
Vergleich von Datenquellen und deren Metadaten umgesetzt werden,
beispielsweise durch Wiedererkennen von Nachrichten in verschiedenen
Kanilen durch robuste Text- und Medienhashverfahren, um so Verbrei-
tungswege auch bei Wechseln von Kanilen oder leichten Anderungen der
Inhalte erkennen zu koénnen. Ziel ist es neben der Wiedererkennung von
Falschmeldungen auch Mechanismen zur Gegenaufklarung zu entwickeln,
beispielsweise durch zeitige Reaktionsmoéglichkeiten.

Die erzielten Analyseergebnisse sollen dabei jeweils nachvollziehbar
darstellbar sein.

3. Journalistik

Die Journalistik arbeitet durch qualitative und quantitative Inhaltsanaly-
sen textimmanente Merkmale, Narrative und Strukturen von Desinforma-
tionen heraus. Dartiber hinaus wird untersucht, inwieweit Themenkar-
rieren in ausgewdhlten Massenmedien und Messengerdiensten parallel
verlaufen und wie Nutzer:innen von Messengerdiensten die dort verbrei-
teten (Falsch-)Informationen in ihre Gbrigen Medienrepertoires integrie-
ren. Indem Diskursverlaufe und Nutzungspraktiken medienibergreifend
untersucht werden, werden technische, psychologische und rechtliche
Ansatzpunkte fiirr die Bekimpfung der Verbreitung von Desinformation
identifiziert. Nicht zuletzt evaluiert die Journalistik die erarbeiteten Regu-
lierungsansitze aus der Perspektive wichtiger Adressat:innengruppen und
transferiert sie in die Praxis: Dazu fihrt sie einen systematischen Dialog
mit Akteur:innen aus Journalismus und Zivilgesellschaft, die Desinforma-
tion bekimpfen, um tber die Effektivitit und Effizienz der erarbeiteten
Ansatze zu diskutieren und Einsatzmoglichkeiten in der Praxis zu erdrtern.
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3.1 Stand der Forschung

Verbreitungsdynamiken von Desinformationen lassen sich nur entlang
von Themen identifizieren, zu denen in groerem Umfang Desinformatio-
nen erstellt und verteilt werden. Dies ist stark abhingig von aktuellen,
kontroversen Debatten. So haben sich Desinformationsschwerpunkte in
den vergangenen Jahren von den Themen Innere Sicherheit und Migrati-
on (Bader u.a. 2020) zu den Themen Klimawandel und insbesondere CO-
VID-19 (Lamberty/Holnburger 2021) verschoben. Im Laufe der Pandemie
haben sich die Gruppierungen der ,Querdenker“-Proteste (Holzer 2021;
Pantenburg u.a. 2021) zu einer spektrentbergreifenden rechtsoffenen Pro-
testszene gewandelt (BMB 2021), die bundesweit durch den Verfassungs-
schutz beobachtet wird (Bundesamt fiir Verfassungsschutz 2021). Anhan-
ger:innen dieser Protestszene lassen sich in heterogene, hiufig disparate
Gruppen einteilen (Nachtwey u.a. 2020, S. 51), die Verbindungen zu soge-
nannten ,Reichsbirgern® und Rechtsextremisten offenlegen. Charakteris-
tisch ist eine starke Entfremdung von den Institutionen des politischen
Systems, den alten Volksparteien und den etablierten Medien (ebd., S. 52).
Letzteres fithrt zu einer zunehmenden Radikalisierung des offentlichen
Diskurses sowie zu einer Hinwendung zu alternativen Medien und ihren
Plattformen wie Telegram (RND 2021). Fiir den deutschsprachigen Raum
existieren bereits hunderte Kanile, die dem Austausch und der Protestor-
ganisation dienen (Dittrich/Holnburger 2021). Wahrend fur das aufereu-
ropiische Ausland bereits eine Vielzahl an Studien vorliegt, die die inhalt-
liche Komponente der Verbreitung von Desinformation iiber Telegram
systematisch durchleuchtet (sieche u.a. Baumgartner u.a. 2020; Bovet/
Grindrod 2020; Guhl/Davey 2020; Rogers 2020; Scheffler u.a. 2021), ist fiir
den deutschsprachigen Raum derzeit noch wenig bekannt. Ausnahmen
stellen die Analysen des Bundesverbands Mobile Beratung (BMB 2021) so-
wie die Untersuchungen des Centers fir Monitoring, Analyse, Strategie
(Lamberty/Holnburger 2021) dar. Um die Gefahren, die von tber Messen-
gerdienste verbreiteter Desinformation ausgehen (Flade/Mascolo 2021), er-
kennen und bekdmpfen zu kdnnen, ist daher eine systematische Auseinan-
dersetzung mit den inhaltlichen Schwerpunkten notwendig.

3.2 Eigene Beitrige

Um belastbare Schwerpunktthemen zu identifizieren, an denen entlang
Desinformationsdynamiken untersucht werden, beobachtet die Journalis-
tik systematisch den medialen Diskurs auf kontroverse Themen. Im Fokus
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stechen Themen mit erkennbar populistischen Tendenzen, die Themen-
schwerpunkte von Websites, die Hubs in Netzwerken zur Verbreitung
von Desinformationen sind, und Inhalte 6ffentlicher Telegram-Kanale und
-Gruppen von zentralen Akteur:innen aus dem populistischen, extremis-
tischen und Verschworungsmythen verbreitenden Milieu. Dieser Medien-
beobachtung liegen qualitative Leitfaden zur Identifikation kontroverser
Themen zugrunde. Die Ergebnisse werden in Expert:inneninterviews vali-
diert.

Fir die systematische Analyse greift die Journalistik auf bewihrte Me-
thoden quantitativer und qualitativer Inhaltsanalyse zuriick. Die Methodik
wird im Folgenden anhand spezifischer Forschungsfragen niher betrach-
tet.

3.3 Forschungsfragen

Fragestellung 1 (Themen): Entlang welcher politischer bzw. gesellschaftlicher
Kontroversen entwickeln sich Desinformationsdynamiken?

Im Fokus des Untersuchungsinteresses stehen jene Themen, zu denen
in groferem Umfang Desinformationen erstellt und verbreitet werden
und die stark abhangig von aktuellen, kontroversen Debatten sind. Daher
erfolgt zur Identifikation belastbarer Schwerpunktthemen eine systemati-
sche Beobachtung des medialen Diskurses auf kontroverse Themen mit
erkennbar populistischen Tendenzen und der Themenschwerpunkte von
Websites, die Hubs in Netzwerken zur Verbreitung von Desinformatio-
nen sind (Rathje 2021). Ziel ist es anschlieend, systematisch die Inhalte
von oOffentlichen Telegram-Kanilen von zentralen Akteur:innen aus dem
populistischen, extremistischen und Verschworungsmythen verbreitenden
Milieu zu tracken.

Fragestellung 2 (Kandle): Mit welchen Messengerkandlen lassen sich welche The-
men scannen, um moglichst breitenwirksam die Verbreitung von Desinformation
erfassen zu konnen?

Die Journalistik automatisiert die Erfassung von Daten aus Messenger-
diensten, um deren Rolle als Verbreitungswege zu untersuchen. Dabei sol-
len grofe, quasi-offentliche Kanile und Gruppen von Meinungsfiihrer:in-
nen beobachtet werden (Jalilvand/Neshati 2020). Hier wird dberpriift, ob
dort initial verbreitete Nachrichten ihren Weg in andere soziale Medien
wie Twitter finden und welchen Einfluss die Nennung eines Videolinks
in YouTube auf dessen Nutzungszahlen hat. So kann quantitativ die
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Bedeutung der Messengerdienste erfasst werden. Weiterhin werden Desin-
formationskanile und -gruppen, nicht nur bezogen auf eine individuelle
Nachricht, sondern mit Blick auf den gesamten Kanal bzw. die gesamte
Gruppe erfasst. So lassen sich statistisch belastbarere Aussagen treffen und
die Fehlerraten der Erkennung reduzieren.

Fragestellung 3 (Inhalte): Welche Nutzungspraktiken stehen hinter den beob-
achtbaren Verbreitungsmustern? Welche Rolle spielt dabei insbesondere die Ver-
arbeitung von emotionalen Inbalten?

Im Vordergrund stehen zunichst die Praktiken von Nutzer:innen bei der
Verbreitung von Desinformation, die mit ethnographischen Methoden
rekonstruiert werden: Welche Arten von Desinformation rezipieren und
teilen sie auf welchen Kanilen? Des Weiteren explorieren wir, wie die
Nutzung und Verbreitung von Desinformation in Medienrepertoires ein-
gebettet werden (Lou u.a. 2021; Schwarzenegger 2022). Die Ergebnisse
flieen in die rechtswissenschaftliche Analyse der Schutzbediirftigkeit un-
verzerrter Kommunikation in demokratischen Gesellschaften ein.

Fragestellung 4 (Verbreitung): Welche Eigenschaften haben Desinformationen,
die sich besonders gut in Messenger-Netzwerken verbreiten?

Bezogen auf die Bedeutung von emotionalen Komponenten in der In-
teraktion mit Desinformation untersucht die Journalistik in qualitati-
ven, quantitativen und automatisierten Inhaltsanalysen, was Desinforma-
tion kennzeichnet, die besonders starke Verbreitungsdynamiken auslost
(Knuutila u.a. 2020). Um Desinformation gezielt bekimpfen zu kénnen,
werden die Daten um weitere Eigenschaften wie Formate (z.B. Video,
Podcast, Text) und Gestaltungsmerkmale (thematisch, visuell und sprach-
lich) angereichert. Dazu greift die Journalistik insbesondere auf eigene
Vorarbeiten zuriick (Bader u.a. 2020). Instrumente und Strategien zur
Eindimmung von Desinformation in der offentlichen Kommunikation
beriicksichtigen zugleich die Kontroversen, entlang derer sich Desinfor-
mationsdynamiken entwickeln. In einer explorativen Inhaltsanalyse wird
daher nachgezeichnet, wie die Verbreitung von Desinformationen in der
Bevolkerung verschrinkt ist mit den Themenkarrieren der Kontroversen,
an die sie ankniipfen.

Fragestellung 5 (Bekdampfen): Wie lassen sich Desinformationen, die primdr tiber
Messengerdienste verbreitet oder inititert werden, bekampfen?

Zur Bekimpfung von Desinformation, die primar Gber Messengerdienste
verbreitet werden, identifiziert die Journalistik Handlungsmuster, basie-
rend auf einer qualitativen Analyse der Praktiken der Weiterverbreitung
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von Desinformation und deren Einbettung in Medien-Repertoires durch
Online-Beobachtung, Desk-Research und qualitative Interviews (Buchanan
2020; Nachtwey u.a. 2020; Schwarzenegger 2022).

Fragestellung 6 (Evaluation): Wie sind die Strategien zur Eindammung von
Desinformationsdynamiken aus Sicht der Produktion und Nutzung journalisti-
scher Inbalte und Desinformation bzw. deren Einbettung in Medienrepertoirs zu
bewerten?

Die Journalistik evaluiert Strategien zur Eindimmung von Desinformati-
onsdynamiken aus Sicht der Produktion und Nutzung journalistischer
Inhalte und Desinformation bzw. deren Einbettung in Medienrepertoirs
(Michailidou/Trenz 2021).

Fragestellung 7 (Dialog): Wie bewerten Praktiker:innen Effektivitit und Effizi-
enz der im Projekt erarbeiteten Ansdtze zur Bekdmpfung von iiber Messenger-
dienste verbreiteter Desinformation?

Im Hinblick auf die Verbreitung und Darstellung der Projektergebnisse
leitet die Journalistik, auch unter Zuhilfenahme eines von der Informatik
entwickelten Demonstrators und Einbeziehung der Partner:innen, einen
systematischen Dialog mit Akteur:innen aus Journalismus und Zivilgesell-
schaft, die Desinformation bekdmpfen, um tber die Effektivitit und Effizi-
enz der im Projekt erarbeiteten Ansdtze im Sinne eines ,Member Check®
zu diskutieren, deren Bekanntheit zu steigern und Einsatzmoglichkeiten in
der Praxis zu erortern.

4. Medienpsychologie

Ankniipfend an die journalistische Perspektive untersucht das medienpsy-
chologische Teilprojekt, welche Rolle Menschen bei der Verbreitung von
Falschinformationen (d.h. sowohl Des- als aus Misinformation) spielen.
Anhand von Umfragen und Experimenten wird insbesondere exploriert,
inwiefern das (emotionale) Erleben einer Falschinformation dazu fiihrt,
dass diese weitergeleitet wird, inwiefern die wahrgenommene Glaubwiir-
digkeit diesen Prozess beeinflusst und welche Motive zur Weiterleitung
vorherrschen. Zusatzlich wird analysiert, welche Wirkung verschiedene
Medienmerkmale auf die Wahrnehmung von Falschinformationen haben,
um zu eruieren, welche technischen Faktoren einen Einfluss auf die indivi-
duelle Bereitschaft haben, Falschinformationen zu teilen.
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4.1 Stand der Forschung

Es konnten bereits wertvolle Erklirungsansitze fir die psychologischen
Wirkmechanismen von Desinformation hervorgebracht werden. Unter
anderem wurden kognitive Verzerrungen wie der Confirmation Bias (Ni-
ckerson 1998) oder Motivated Reasoning (Kunda 1990) als Erklirung da-
far herangezogen, dass Menschen Falschinformationen Glauben schenken
(z.B. Lazer u.a. 2018;). Demnach werden vor allem Inhalte fir glaubwiir-
dig befunden, die dem eigenen Weltbild entsprechen und die eigene
(politische) Identitat schiitzen, da sich wiedersprechende Kognitionen, al-
so kognitive Dissonanz, negative Gefiithle verursachen (Festinger 1957).
Aber auch die individuelle Fahigkeit und Neigung, Inhalte kognitiv zu
reflektieren, werden als zentrale Erklarung fiir die Wirkung von Desinfor-
mation hervorgehoben (z.B. Pennycook/Rand 2021). Weiterhin wird in
der Forschung betont, dass Menschen aufgrund limitierter kognitiver Ka-
pazititen nur ein gewisses Maff an Informationen elaboriert verarbeiten
konnen. Daher wird angenommen, dass sich Internetnutzer:innen haufig
auf sogenannte heuristische Hinweisreize verlassen, die ihnen mentale
Abkurzungen bei der Bewertung von Online-Inhalten erlauben (z.B. Metz-
ger/Flanagin 2013; Sundar 2008). Solche Hinweisreize sind in der Regel
saliente, leicht zu verarbeitende Merkmale einer Nachricht. Zum Beispiel
ziehen Menschen die Reputation einer Informationsquelle heran, wenn sie
entscheiden, welche Inhalte sie fur glaubwiirdig erachten (Reinhard/Spo-
rer 2010) und lesen (Winter/Kriamer 2014). Ferner zeigen verschiedene
Studien (z.B. Kim u.a. 2019), dass Menschen dazu neigen, der sichtbaren
Bewertung anderer Nutzer:innen (z.B. Likes oder Ratings) im Internet
zu folgen, wenn es zur Bewertung von Online-Inhalten kommt (vgl. Band-
wagon Heuristic; Sundar 2008). Aufbauend auf diese Ergebnisse werden
Warnhinweise (z.B. durch Faktencheck-Initiativen) als vielversprechende
Mafinahme gegen Desinformation im Internet erachtet, da diese Interven-
tion Menschen ressourcenschonend bei der Evaluation von Informationen
unterstiitzen kann (Pennycook/Rand 2021). Die aktuelle Befundlage zur
Wirkung von Warnhinweisen ist jedoch gemischt. Zwar konnten mehrere
Studien zeigen, dass Rezipient:innen Falschinformationen mit Warnhin-
weisen als weniger akkurat bewerten und seltener teilen (z.B. Mena 2020)
- allerdings konnten solche Effekte nicht konstant verifiziert werden (z.B.
Oeldorf-Hirsch u.a. 2020).
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4.2 Eigene Beitrage

Auch im Zuge eigener Forschung konnte die medienpsychologische Per-
spektive dazu beitragen, die Wirkmechanismen von Desinformation besser
zu verstehen. Es wurde zum Beispiel untersucht, welche Charakteristika
einen falschen Online-Nachrichtenartikel glaubwirdig bzw. unglaubwiir-
dig erscheinen lassen (Schaewitz u.a. 2020). Es zeigte sich, dass Nachrich-
tenfaktoren wie zum Beispiel inhaltliche Widerspriiche oder Sensationalis-
mus weniger wichtig fir die Glaubwiirdigkeitsbewertung eines Online-Ar-
tikels sind. Allerdings erwies sich das generelle Bediirfnis nach kognitiver
Beschiftigung (Need for Cognition) als wichtiger Pradiktor fir die Be-
wertung der Nachrichtenkorrektheit und -glaubwirdigkeit. Auch waren
Menschen eher dazu geneigt, die Falschinformation zu glauben und wei-
terzuleiten, wenn der Inhalt des Nachrichtenartikels ihre eigene Meinung
stutzte.

In einer weiteren Studie wurde gezeigt, dass Menschen bei der Evaluie-
rung eines falschen Online-Nachrichtenartikels eher auf die Glaubwiirdig-
keitsbewertung anderer zuriickgreifen, wenn diese in Form eines konkre-
ten Kommentars prasentiert wird und nicht in Form eines numerischen
Ratings (Kluck u.a. 2019). Dartiber hinaus demonstrierten Schaewitz und
Kramer (2020), dass detailreichere Korrekturen von Falschinformationen
das Erinnern von zugehdrigen Fakten begtnstigen. Der Zeitpunkt der
Korrektur wies allerdings einen widerspriichlichen Effekt auf: Wenn die
detailliertere Korrektur mit der Falschinformation zusammen prasentiert
wurde und nicht im Nachhinein, konnten sich Individuen zwar besser die
richtigen Fakten merken, der Glaube an die Kernaussage der Falschinfor-
mation verstirkte sich allerdings. Daraus kann erschlossen werden, dass
Interventionen genau geplant und orchestriert werden missen.

4.3 Forschungsfragen

Zusammengefasst hat die bisherige medienpsychologische Forschung
wichtige Mechanismen identifizieren konnen, die erkliren, warum Men-
schen Falschinformationen glauben. Gleichzeitig erweist sich Desinforma-
tion als ein sehr dynamischer Forschungsgegenstand. Insbesondere die
Covid-19 Pandemie hat aufgezeigt, dass sich solche Inhalte iber eine Viel-
zahl von Kanilen verbreiten und in sehr unterschiedlicher Art und Weise
manifestieren (z.B. Hansson u.a. 2021). Daher ist weitere Forschung von
Noten, um zu verstehen, welchen Einfluss diese Dynamiken auf der Re-
zeptionsebene haben. Um zu helfen, die ibergreifenden Forschungsfragen
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des Projekts zu beantworten, wird das medienpsychologische Teilprojekt
die folgenden Fragestellungen fokussieren:

Fragestellung 1: Welche Falschinformationen nebmen Menschen wabr, die
tiber Messengerdienste verbreitet werden und in welchem MafSe werden diese
Inhalte weitergeleitet?

Vor allem die Mechanismen, die dazu fihren, dass Falschinformationen
weitergeleitet wird, sind noch vergleichsweise wenig erforscht. Das ist in-
sofern kritisch, als die intuitive Annahme, dass Menschen vornehmlich In-
halte teilen, die sie auch fiir glaubwiirdig halten, nicht zuzutreffen scheint
(Pennycook u.a. 2021, 2020). Wenngleich zum Teilen von Online-Inhal-
ten bereits Forschung existiert ( Kimpel u.a. 2015), konzentrieren sich
Untersuchungen meist auf das Weiterleiten von Nachrichtenartikeln in
sozialen Medien wie Twitter oder Facebook. Allerdings haben insbesonde-
re Messenger-Anwendungen wie WhatsApp einen starken Einfluss auf die
Verbreitung von falschen Inhalten (Resende u.a. 2019)). Da bisher wenig
dartber bekannt ist, in welchem Mafle Falschinformationen tiber Messen-
gerdienste tatsichlich wahrgenommen und weitergeleitet werden, wird
in einem ersten Schritt des Teilprojekts exploriert, welche und wie viele
dieser Inhalte von Menschen gesehen und mit anderen geteilt werden.

Fragestellung 2: Welche spezifischen psychologischen Mechanismen begiinstigen
das Weiterleiten von Falschinformationen siber Messengerdienste?

Da vor allem Menschen und nicht etwa automatisierte Programme Haupt-
katalysator fiir die Verbreitung von Desinformation sind (Vosoughi u.a.
2018), ist es unerlasslich, die psychologischen Mechanismen zu identifizie-
ren, die dazu fihren, dass irrefihrende Inhalte Gber weniger einsehbare
Kanile wie Messengerdienste geteilt werden und schlieflich ihren Weg in
andere Netzwerke finden. In diesem Zusammenhang wird Erregung als
wichtige Einflussvariable erachtet, da vor allem emotionale Inhalte geteilt
werden (z.B. Weismueller u.a. 2022). Zudem konnte herausgefunden wer-
den, dass neben nachrichtenbezogenen Motiven zum Teilen einer Infor-
mation soziale Motive eine wichtige Rolle spielen (Chen u.a. 2015; Lee/Ma
2012). Bisher fehlen allerdings Erkenntnisse, wie sich diese Befunde auf
Messengerdienste ubertragen lassen. Auch gibt es bisher kaum Forschung,
die untersucht hat, wie das emotionale Erleben bei der Konfrontation mit
(falschen) Informationen die unterschiedlichen Motive des Weiterleitens
beeinflusst.
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Fragestellung 3: Wie beeinflussen Medienmerkmale das Weiterleitungsverhalten
der Rezipient:innen?

Da Messengerdienste anders funktionieren als soziale Netzwerke wie Face-
book oder Twitter, ist zu erwarten, dass es Unterschiede bei den Inhal-
ten gibt, die frequentiert weitergeleitet werden. Auch konzentrierten sich
Untersuchungen zu sozialen Netzwerken primir auf die Wirkung von
(falschen) Nachrichtenartikel (Pennycook/Rand 2021). In Messengerdiens-
ten scheinen jedoch insbesondere visuelle Stimuli wie Bilder oder Videos
geglaubt (Sundar u.a. 2021) und geteilt zu werden (Resende u.a. 2019).
Ein weiterer wichtiger Aspekt ist, dass Messengerdienste starker auf priva-
te interpersonelle Interaktion ausgelegt sind als andere soziale Netzwerk-
plattformen. Daher konnte hier vor allem die verstirkte Interaktion mit
Freund:innen und Familienmitgliedern dazu fithren, dass Desinformation
in einer ,nattrlichen® Weise verbreitet wird (Buchanan/Benson 2019).

Fragestellung 4: Welche technischen InterventionsmafSnahmen gegen die Verbrei-
tung von Falschinformationen in Messengerdiensten konnen aus medienpsy-
chologischer Perspektive abgeleitet werden und wie effizient sind diese MafSnab-
men?

Die Beantwortung der ersten drei Forschungsfragen mindet schlieflich
innerhalb des interdiszipliniren Ansatzes von DYNAMO in dem Beitrag,
Instrumente zur Bekdmpfung von Desinformation zu entwickeln. In dem
medienpsychologischen Projekt wird dann vor allem evaluiert, welche
Strategien auf der Rezeptionsebene wirksam sind.

S. Rechtswissenschaften

Messengerdienste stellen aus juristischer Perspektive eine besondere He-
rausforderung dar. Seitdem soziale Netzwerke mit Plattformcharakter
mehr und mehr reguliert wurden, ziehen sich Desinformationsakteure
zunehmend in Messengerdienste zurtick. Indes ist unklar, ob und inwie-
weit bestehende rechtliche Vorgaben auf diese anwendbar sind, zumal
hinsichtlich offentlicher und privater Kommunikationsfunktionen unter-
schiedliche rechtliche Anforderungen zu beachten sind.
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5.1 Stand der Forschung inkl. eigener Beitrige

Die rechtswissenschaftliche Forschung zur digitalen Desinformation be-
handelt bisher primir 6ffentlich sichtbare Kommunikationsraume sozialer
Netzwerke. Die fir Messengerdienste typischen geschlossenen Gruppen,
private One-to-one-Kommunikation und Grenzbereiche zwischen o6ffent-
licher und privater Kommunikation z.B. in sehr grofen geschlossenen
Gruppen wurden hingegen bislang wenig untersucht.

Bereits die Definition der Desinformation wird kontrovers diskutiert.
Viele Autoren (Steinebach u.a. 2020 S. 149, Holznagel 2020 S. 18, Feld-
mann 2021 S. 35, Grafe 2020 S. 39) orientieren sich an der aus dem Kon-
text der Rechtsprechung des Bundesverfassungsgerichts zur Meinungsfrei-
heit stammenden Formulierung der ,,bewusst unwahren Tatsachenbehaup-
tung® (BVerfG NJW 1976, 1677). Jedoch wird diese stindige Rechtspre-
chung im Zuge der Desinformationsdebatte zunehmend in Frage gestellt.
Umstritten sind vor allem der zu Grunde liegende Wahrheitsbegrift und
das Erfordernis einer Tauschungsabsicht.

Welcher Wahrheitsbegriff in Gesetzesformulierungen und der Rechts-
praxis implementiert wird, ist eine bedeutsame Frage, da im epistemologi-
schen und soziologischen Diskurs grofStenteils eine Abkehr von einem ob-
jektivistischen Wahrheitsbegriff auszumachen ist (vgl. Porksen 2015
S. 4ff.;Kleeberg/Suter 2014 S.217). Kritik an einem objektivistischen Ver-
standnis findet sich auch in der rechtswissenschaftlichen Literatur (Schma-
lenbach 2005 S. 749; Theile 2012 S. 666). Im Rahmen der Desinformations-
forschung wird zum Teil gefordert , diese Begriffswandlung in der Rechts-
wissenschaft und -praxis zu tibernehmen. So werden zahlreiche rechtliche
Probleme aufgezeigt, die durch das Kriterium der ,,Unwahrheit* verur-
sacht werden (Dreyer u.a. 2021 S.13). Flint wendet dagegen ein, dass es
nicht zielfihrend sei, bei der Rechtsanwendung zunichst die Realitat zu
hinterfragen und philosophische Uberlegungen neu zu durchdenken
(Flint 2021 S. 40).

Eine weitere Kontroverse besteht bei der Frage der Intentionalitat fir
das Phinomen der Desinformation in Abgrenzung zu weiteren Formen
der sog. Information Disorder. So stellen einige zur Unterscheidung von
der unabsichtlichen Misinformation bei der Desinformation auf eine Tau-
schungsabsicht ab (Steinebach u.a. 2020 S. 149, Ferreau 2021 S. 204). Teil-
weise wird sogar gefordert, Wahrhaftigkeit als immanentes Attribut von
Information zu behandeln (Lipowicz/Szpor 2021 S. 348). Dreyer u.a. kriti-
sieren hieran, dass durch diesen Ansatz, viele Verbreitungsformen falscher
Informationen, z.B. die leichtfertige Weiterleitung, welche als Misinforma-
tion zu qualifizieren ist (s.0.), nicht hinreichend berticksichtigt wiirden,
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obwohl diese wesentlich zur Verbreitung und damit zum Schadenspoten-
zial beitrigen (Dreyer u.a. 2021 S. 11). Zu beachten ist auch die schwierige
Beweisbarkeit dieses Aspekts.

Um geeignete Mafinahmen gegen die Verbreitung von Desinformation
zu finden, wird anhand unterschiedlicher Ansatze der Rechtsrahmen abge-
steckt. Steinebach u.a. identifizierten Schutzgiiter, die durch Desinformati-
on betroffen sein kénnen, namentlich die demokratische Willensbildung
und die Meinungs- und Informationsfreiheit (Steinebach w.a. 2020
S.150ft.). Betont wird in diesem Zusammenhang die Einschitzungspraro-
gative des Gesetzgebers, Regelungen zu erlassen, die Risiken vorbeugen
und zur Aufrechterhaltung einer funktionierenden Kommunikationsord-
nung beitragen (Steinebach u.a. S. 165 m.w.N.). Ferreau bejaht obendrein
eine grundsitzliche Gewihrleistungspflicht des Gesetzgebers fiir den Mei-
nungsbildungsprozess insgesamt, welche ihn verpflichte, den Prozess vor
Verfilschungen und Verzerrungen zu bewahren (Ferreau 2021 S. 205). Da-
gegen wihlen Dreyer u.a. einen risikobasierten Ansatz, bei dem durch Des-
information verursachte abstrakte Gefahren auf Rezipientenseite im Vor-
dergrund stehen (Dreyer u.a. 2021 S. 14). Zur Feststellung hinreichend evi-
denter Risiken seien die Ergebnisse der empirischen Wirkungsforschung
zu Grunde zu legen, welche jedoch in vielen Bereichen noch fehlten
(Dreyer u.a. 2021 S. 15 ff.). Risiken, die zu einem regulatorischen Hand-
lungsbedarf fithren, werden jedenfalls fir die positive Informationsfreiheit
sowie die Meinungsvielfalt nach Art. 5 Abs.1 GG gesehen, sofern durch
die kiinstliche Schaffung von Relevanz und/oder Reichweite die Sichtbar-
keit und der Zugang zu anderen Informationen oder Ansichten faktisch
ausgeschlossen wirden (ebd. S.21). Gefahren bestiinden auch fiir die
Wahlfreiheit gem. Art. 38 Abs. 1 GG, jedoch nur in unmittelbarer zeitli-
cher Nihe zum Wahlakt, da hier die diskursive Selbstregulierung nicht oh-
ne weiteres moglich sei (ebd. S. 26; vgl. auch Lipowicz/Szpor 2021 S. 383).
Keine ausreichende Risikoevidenz wird hingegen fiir die Verfassungsgiiter
der individuellen Autonomie, der Freiheitlichkeit der offentlichen Mei-
nungsbildung sowie der kommunikativen Chancengerechtigkeit gesehen
(Dreyer u.a. 2021 S. 17 ff.).

Als Maflnahmen gegen die Verbreitung werden verschiedene Ansitze
diskutiert. Auf gesetzlicher Ebene wird u.a. die Erginzung des Volksver-
hetzungstatbestands des § 130 StGB (Mafi-Gudarzi 2019 S.68) und die
Vorgabe grober Leitplanken fiir die Hausregeln der Intermedidre zur Mo-
deration desinformierender Inhalte vorgeschlagen (Kihling 2021 S. 467).
Der BGH hat kurzlich entschieden, dass Anbieter sozialer Netzwerke ihren
Nutzer:innen grundsitzlich objektive, iberprifbare Kommunikationsstan-
dards vorgeben diirfen, die tber die gesetzlichen Vorgaben hinausgehen.
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Diese dirfen auch Loschungen von Inhalten und Sperrungen von Profilen
beinhalten, wobei bestimmte Verfahrensrechte einzuriumen sind (BGH,
Urteil vom 29.07.2021 - III ZR 179/20; BGH, Urteil vom 29.07.2021 - III
ZR 192/20). Diese Verschrinkung staatlicher und anbietereigener Rege-
lungen, die sogenannte Hybrid Governance, wird auch von Dreyer u.a. be-
firwortet (Dreyer u.a. 2021 S. 46). Plattformen kénnten dadurch abstrakee,
auf Desinformation bezogene Infrastrukturmafinahmen vorgegeben wer-
den, die sie z.B. dazu verpflichten kénnten, Missbrauchsszenarien zu iden-
tifizieren (Ebd. S. 65). In Bereichen, die auf Grund ihrer technischen Ge-
staltung fiir die Nutzer:innen und den Staat eine Black Box darstellen — et-
wa Bots — wird die Bedeutung der freiwilligen Selbstregulierung der sozia-
len Netzwerke betont (Steinebach u.a. 2020 S.185). Weitere Vorschlige
reichen von harten Content Moderation MafSnahmen (Mafi-Gudarzi 2019
S.68), tber die Diskursstirkung (z.B. durch rational Nudges, Enghofer
2021 S. 71), bis hin zur Einbeziehung unabhangiger Fact-Checking-Initiati-
ven (Lipowicz/Szpor 2021 S. 383).

Indes werden nur vereinzelt Vorschlige unterbreitet, um Desinformati-
on in Messengerdiensten zu bekimpfen. Im Rahmen der medienwissen-
schaftlichen Analyse des Mediums Telegram wird etwa vorgeschlagen, die
Auffindbarkeit von desinformierenden Inhalten zu erschweren (Jiinger/
Gartner 2020 S. 33).

3.2 Forschungsfragen

Im Forschungsprojekt DYNAMO soll der rechtswissenschaftliche Diskurs
tiber digitale Desinformation mit dem Schwerpunkt auf Messengerdiens-
ten fortgefihrt werden. In der rechtlichswissenschaftlichen Analyse sollen
rechtliche Auswirkungen sozio-technischer Besonderheiten dieses priva-
lenten Kommunikationsmittels untersucht werden und rechtliche Gestal-
tungsvorschlage, die Forschungsergebnisse der Partnerdisziplinen bertick-
sichtigen, entwickelt werden.

Die Befassung mit Grundlagenfragen darf zu Beginn des Projekts nicht
ausbleiben: Primisse einer fundierten Desinformationsforschung ist ins-
besondere die kritische Auseinandersetzung mit dem rechtswissenschaftli-
chen Wahrheitsbegriff und der Frage nach der Implementierung eines
Tauschungsvorsatzes in die Definition der Desinformation. Die Frage nach
dem Wahrheitsbegriff ist u.a. fiir den Schutzumfang der Kommunikations-
grundrechte sowie fiir die freie gesellschaftliche Willensbildung relevant.
Schlieflich gilt es eine allgemeine staatliche Deutungshoheit tiber wahr
und falsch zu vermeiden und zugleich ein faktisches Wahrheitsmonopol
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privater Unternehmen auszuschliefen. Bestehende Gesetzesformulierun-
gen und Rechtspraktiken sind anhand geeigneter und fiir die Rechtswis-
senschaften praktikabler Wahrheitskriterien zu evaluieren. Diese wiren
auch bei der Formulierung von Normvorschlagen zu beachten.

Weiterhin scheint die Einbeziehung eines Tauschungsvorsatzes in die
Desinformationsdefinition und die Abgrenzung zur Misinformaton (s.o.)
einen effektiveren Grundrechtsschutz fiir die Mediennutzer:innen zu ge-
wihrleisten, die unabsichtlich zur Verbreitung falscher Informationen bei-
tragen. Die Differenzierung zwischen bewusst unwahren und unabsicht-
lich unzutreffenden Tatsachenbehauptungen bildet ein kommunikations-
verfassungsrechtliches Schutzniveaugefille ab — sei es auf Ebene des
Schutzbereichs (BVerfGE 61, 1 (8); 90, 241 (254); 90, 1 (15)) oder der
Rechtfertigung (Wendt 2021 Art. 5 Rn.29). Eine solche Differenzierung
sollte — trotz der schwierigen Beweisbarkeit — mithin auch bei der Ent-
wicklung einfachgesetzlicher Normen mit Sanktionscharakter berticksich-
tigt werden, wihrend eine Differenzierung bei gefahrabwehrrechtlichen
Normen nicht erforderlich wire.

Sodann soll der Rechtsrahmen fiir die konkret zu untersuchenden
Dienstetypen identifiziert werden. Dabei ist zwischen ,reinen® Messenger-
diensten, die in erster Linie Individualkommunikation anbieten und soge-
nannten Hybrid-Medien, welche daneben auch 6ffentlich sichtbare Kom-
munikationsfunktionen anbieten, zu unterscheiden (Vgl. Jinger/Gartner
2021 S. 31), sodass die Grenzen zwischen den Geschaftsmodellen der Mes-
sengerdienste und sozialen Netzwerke verschwimmen (Jinger/Gartner
2020 S. 6, Sunyaev u.a. 2021 S. 77). Um grundrechtsschonende, aber effek-
tive Regularien zu entwickeln, sind bei der Identifikation des Rechtsrah-
mens beide Kommunikationsmodi differenziert zu betrachten.

Verfassungsrechtlich sind insbesondere die Grundrechte auf Meinungs-
freiheit und Informationsfreiheit aus Art. 5 Abs. 1 S. 1, 1. bzw. 2. Hs. GG
sowie auf Berufsfreiheit der Dienste-Anbieter aus Art. 12 Abs. 1 GG ein-
schlagig - auf europiischer Ebene Art. 11 Abs. 1 S. 1 bzw. 2; Art. 15 Abs. 1
GRCh. Sofern eine Ubermittlung an individuelle Kommunikationsemp-
finger:innen vorliegt (Jarass/Pieroth 2020 Art. 10 Rn. 6), ist auch das Fern-
meldegeheimnis nach Art. 10 Abs. 1 GG zu beachten. Dartiber schiitzt das
Grundrecht auf informationelle Selbstbestimmung aus Art. 1 Abs. 11.V.m.
Art. 2 Abs. 1 GG bzw. Art. 7 und 8 GRCh die Preisgabe und Verwendung
personenbezogener Daten auch unabhingig von ihrer Ubermittlung an In-
dividualempfinger:innen oder an die Offentlichkeit und unabhingig da-
von, ob der Kommunikationsvorgang bereits abgeschlossen ist (Durner
2021 Art. 10 Rn78). In Bezug auf massenhaft verbreitete Desinformation
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kann schlieflich die freie 6ffentliche Willensbildung als Grundvorausset-
zung des Demokratieprinzips aus Art. 20 Abs. 2 GG betroffen sein.

Auf einfachgesetzlicher Ebene sind insbesondere der Medienstaatsver-
trag (MStV), das Netzwerkdurchsetzungsgesetz (NetzDG), das Telemedien-
gesetz (TMG), das Telekommunikationsgesetz (TKG) und das Telekom-
munikation-Telemedien-Datenschutz-Gesetz (TTDSG) sowie europarecht-
liche Regelungen wie der Verhaltenskodex gegen Desinformation und der
Digital Service Act (DSA) relevant. Wie sich in der Debatte um eine mogli-
che Sperrung des Anbieters Telegram zeigt, ist die Anwendbarkeit des
NetzDG und des MStV auf Dienste mit Messenger-Funktionen umstritten
(Tuchtfeld 2021). Nach § 1 Abs. 1 S. 3 Alt. 1 NetzDG ist Individualkommu-
nikation ausdriicklich aus dem Anwendungsbereich des NetzDGs ausge-
schlossen. Hierbei ist fraglich, was unter Individualkommunikation zu ver-
stehen ist und ob das Gesetz zumindest auf 6ffentliche Kommunikations-
funktionen der Hybrid-Medien (s.0.) anwendbar ist. Zudem kdnnte es sich
bei Hybrid-Medien um Medienintermediare i.5.d §2 Abs.2 Nr. 16 MStV
handeln. Diese wiren nach §93 Abs. 1 MStV verpflichtet, ihre Kriterien
tiber den Zugang und den Verbleib von Informationen (Nr. 1) sowie be-
stimmte Funktionsweisen ihrer Algorithmen (Nr.2) transparent zu ma-
chen. Diesbeziiglich wird u.a. die Frage aufgeworfen, ob die Transparenz-
pflicht ausreichend konkret formuliert wurde, um hinreichend informati-
ve Erklarungen der Intermediére zu erhalten (Gahntz u.a. 2021 S. 13).

Zu beachten ist, dass durch die zunehmende staatliche Regulierung und
Rechtsdurchsetzung auf sozialen Netzwerken und die teilweise strengere
Losch- und Sperrpraxis der Plattformen nach eigenen Community Stan-
dards (Vgl. zum virtuellen Hausreich: BGH, Urteil vom 29.07.2021 - III ZR
179/20; BGH, Urteil vom 29.07.2021 - III ZR 192/20; Eydlin 2021), eine
Rickzugswelle der Desinformationsverbreiter weg von sozialen Netzwer-
ken und hin zu Messengerdiensten beobachtet werden kann (Junger/Gart-
ner 2020 S. 4, 7, 33). Daher sind regulierungsbedingte Wechselwirkungen
zwischen offentlichen sozialen Netzwerken,Messengerdiensten und ggf.
neuen Medientypen bei der Entwicklung systemisch-wirkungsvoller Regu-
lierungsvorschlage zu berticksichtigen.

Weiterhin solltenaktuelle psychologische Erkenntnisse beachtet werden,
die verschiedene kognitive Verzerrungen als mitursachlich fiir die Verbrei-
tung von Desinformation sehen (s.0.). Unter Einbeziehung der in der Pro-
jektlaufzeit gewonnenen medienpsychologischen Erkenntnisse der Pro-
jektpartner, sollte die rechtswissenschaftliche Forschung insbesondere
Mafnahmen eruieren, die die rationale Auseinandersetzung der Nutzen-
den mit kontroversen Themen fordern, etwa Nudges to reason (Enghofer
2021 S.71). Gerade beziiglich der Sphire des Dark Social, also Kommuni-
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kationsbereiche sozialer Medien, die fiir die Offentlichkeit unsichtbar statt-
finden, ist auf Grund des Fernmeldegeheimnisses weder eine durchgingi-
ge effektive staatliche Aufsicht, noch eine reine Selbstkontrolle der Medien
moglich (z.B. Content Moderation ohne vorherige Meldung durch andere
Nutzer:innen). Hier konnten Nutzer:innen durch eine verpflichtende dis-
kursférdernde Technikgestaltung befihigt werden, Infragestellungen und
Gegendarstellungen auszutben.

Als Ergebnis des rechtswissenschaftlichen Teilprojekts kommt schliefi-
lich ein Regulierungsvorschlag fiir ein Gesetz oder Community Standards
in Betracht. Dabei sind die Grundrechte der Nutzenden und Dienste-An-
bietenden in einen optimalen Ausgleich zu bringen.

3.3 Datenschutzrecht: Anonymisierung und Informationsverlust

Eine wichtige disziplintibergreifende Forschungsfrage stellt das Thema
Anonymisierung personenbezogener Daten und der damit einhergehende
Informationsverlust dar. Bei der Betrachtung des Spannungsfelds zwischen
Privatheit und Datenqualitit spielen technische Moglichkeiten ebenso
eine Rolle wie rechtliche Rahmenbedingungen. Aber auch die Bedarfe der
anderen Disziplinen, die die zu erhebenden Daten im Rahmen ihrer em-
pirischen Forschung verarbeiten werden, sind zu berticksichtigen. Schliefs-
lich kénnen nur diese beurteilen, inwiefern ein Verlust der Datenqualitit
und damit der Verwertbarkeit durch eine Anonymisierung oder Pseudony-
misierung zu erwarten ist.

Gesetzliche Anonymisierungs- und Pseudonymisierungserfordernisse
sind sowohl fir die Entwicklung praktischer Losungsansitze als For-
schungsergebnis als auch fiir die Datenerhebung im Rahmen des For-
schungsprojekts selbst zu beachten. Im Hinblick auf praktische Losungen
gilt nach Art. 5 Abs. 1 lit. ¢, Art. 25 Abs. 1 und Art. 32 Abs. 1 DS-GVO der
Grundsatz, dass Daten zu pseudonymisieren sind, wenn dies nach dem
Verwendungszweck moglich ist und in Beziehung zum angestrebten
Schutzzweck keinen unverhiltnismaffigen Aufwand erfordert. Aus dem in
Art. 5 ¢) DS-GVO normierten Zweck der Datenminimierung ergibt sich,
dass anonyme oder anonymisierte Daten demgegentber grundsatzlich vor-
ranging zu verwenden sind (Heberlein 2018 Art. 5 DS-GVO Rn. 22) Fir
Messengerdienste ist tiberdies § 19 Abs. 2 TTDSG relevant, der die Ermog-
lichung einer grundsitzlich anonymen bzw. pseudonymen Nutzung von
Telemedien vorsieht. Demgegentiber wird die Datenverarbeitung zu wis-
senschaftlichen Zwecken in der DS-GVO grundsitzlich privilegiert behan-
delt. Art. 89 Abs. 1 DS-GVO begrenzt die Privilegierung wiederum, indem
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technisch-organisatorische Manahmen, wie die Pseudonymisierung (S. 3)
als Garantien zum Schutz der betroffenen Personen gefordert werden. In-
des sind weitergehende Maffnahmen, also auch die Anonymisierung,
durch Art. 89 Abs. 1 DS-GVO nicht ausgeschlossen, sondern nach MafSga-
be der Datenminimierung stets zu priifen und grundsitzlich vorranging
anzuwenden (Caspar 2019 Art. 89 DS-GVO Rn 51f.). Gem. §27 Abs.3
BDSG ist eine Anonymisierung fiir besondere Kategorien personenbezoge-
ner Daten nach Art. 9 Abs. 1 DS-GVO sogar ausdriicklich erforderlich, so-
bald dies nach dem Forschungszweck moglich ist, es sei denn, berechtigte
Interessen der betroffenen Person stehen dem entgegen. § 27 Abs. 3 BDSG
ist im Kontext der Desinformationsforschung besonders einschlagig, da
die zu erhebenden Daten hiufig Beziige zu politischen Meinungen und
Weltanschauungen aufweisen, die besondere Kategorien 1.S.d. Art. 9 Abs. 1
DS-GVO darstellen. Die Pflicht zur Anonymisierung entsteht nicht erst bei
Abschluss des Forschungsprojektes, sondern bereits dann, wenn die perso-
nenbezogenen Daten fir den weiteren Verlauf des Forschungsprojektes
nicht mehr in personenbezogener Form erforderlich sind (Pauly 2021 §27
BDSG Rn. 18). Daneben sind die Landesdatenschutzgesetze zu beachten,
die ebenfalls Regelungen zur Datenverarbeitung zu wissenschaftlichen
Forschungszwecken enthalten, z.B. Art. 25 BayDSG, § 11 HmbDSG, § 24
HDSIG.

Erwagungsgrund Nr. 26 S. 5 zur DS-GVO bestimmt, dass die Grundsit-
ze des Datenschutzes nicht fiir anonyme Informationen gelten. Unter Ano-
nymisierung ist die Auflésung der Beziehung zwischen den Daten und der
betroffenen Person zu verstehen (Winter u.a. 2020 S. 26), wobei eine fakti-
sche Anonymisierung ausreicht (Gierschmann 2021 S.483). Diese meint
den Fall, dass die Re-Identifikation nur mit unverhiltnismiffig hohem
Aufwand zu erreichen ist. Wihrend die h.M. Anonymisierung mittlerweile
als eine zu rechtfertigende Datenverarbeitung anerkennt (Thiising/
Rombey 2021 S. 548; Gierschmann 2021 S.483), wird die Frage, auf wel-
che Rechtsgrundlage diese gestiitzt werden kann, sehr unterschiedlich be-
wertet (Hornung/Wagner 2020 S. 223; Stiirmer 2020 S. 630; Gierschmann
2021 S. 483).

Die in Art. 4 Nr. 5 DS-GVO legal definierte Pseudonymisierung meint
die Funktionstrennung von Zuordnungsinformation und Daten (Schleip-
fer 2020 S.285). Sie stellt den ,Kernpfeiler der technisch-organisatori-
schen Malnahmen des Datenschutzes nach der DS-GVO dar (Rofinagel
2018 S. 243). Grundsitzlich ist zwischen zwei Arten von pseudonymen Da-
ten zu unterscheiden. Wihrend die erste — in Art. 4 Nr. 5 DS-GVO nicht
geregelte — eine anonymisierende Wirkung hat, dient die zweite lediglich
zur Minderung der Risiken der Datenverarbeitung fir die Grundrechte be-
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troffener Personen (ebd. S.246). Jedoch kénnen anonyme Phasen bei Er-
scheinen geeigneter Kontextinformation in einen Personenbezug umschla-
gen (Schleipfer 2020 S.285). Diesbeziiglich ist im Rahmen einer Risiko-
prognose die Wahrscheinlichkeit der faktischen Durchfithrbarkeit der Be-
stimmbarkeit einer Person zu ermitteln (Roffnagel 2018 S.244), wobei
auch auf den Verarbeitungskontext abzustellen ist (Gierschmann 2021
S. 484 m.w.N.). Auch wenn die Wahrscheinlichkeit der De-Identifizierung
nur schwer quantifizierbar ist (ebd. S. 483), gentigt eine rein hypothetische
Einschitzung nicht (Rofnagel 2018 S.244). Zudem kann aus Erwigungs-
grund 26 S.2 zur DS-GVO abgeleitet werden, dass pseudonymisierte Da-
ten dann als personenbezogen gelten sollen, wenn sie durch Heranziehung
von Zusatzinformationen einer natiirlichen Person zugeordnet werden
konnten. Das ist jedenfalls dann der Fall, wenn es wahrscheinlich ist, dass
der Datenverarbeiter in den Besitz der Zuordnungsregel kommen konnte
(Rofnagel 2018 S.245). Fur Datenverarbeiter und fir Dritte, die nicht
tber die Zuordnungsregel und/oder tber andere Moglichkeiten der
Kenntniserlangung verfligen, sind die pseudonymisierten Daten anonym
(Winter u.a. 2020 S. 26).

Eine Anonymisierung bzw. anonymisierende Pseudonymisierung kann
allerdings dazu fithren, dass Daten nicht mehr aussagekriftig genug und
deshalb nicht verwertbar sind. Um festzustellen, wie Anonymitit garan-
tiert und gleichzeitig Informationsverlust minimiert werden kann (Winter
u.a. 2019 S. 489), sollte vor der Anonymisierung konkret geprift werden,
welche Daten fiir die weitere Verwendung des anonymisierten Datensatzes
besonders wichtig sind und moglichst aussagekriftig erhalten bleiben soll-
ten (Gierschmann 2021 S. 484 m.w.N.). Zwar sollten nach dem oben ge-
nannten moglichst wenige personenbezogene Daten verarbeitet werden.
Fir die empirische Forschung der Partnerdisziplinen ist indes die Verar-
beitung einiger Datentypen unerlasslich. Fir die Medienpsychologie ist
vor allem das Verhalten der Nutzer:innen von Bedeutung. Von besonde-
rem Interesse wiren neben den reinen Inhaltsdaten auch Daten tiber Reak-
tionen der Nutzer:innen auf desinformierende Inhalte wie z.B. Weiterlei-
tungen oder das Verlassen eines Kanals. Aus kommunikationswissenschaft-
licher Sicht stellen zudem z.B. die Anzahl der Abonnent:innen, die Anzahl
veroffentlichter Postings im Untersuchungszeitraum und die Anzahl der
Aufrufe / Views eines Postings eines Kanals wichtige publizistische Rele-
vanzfaktoren dar. Diese Daten sind fiir die weitere Forschung von Bedeu-
tung, da sie systematische Aussagen tiber die Breitenwirksamkeit der Urhe-
ber:innen desinformierender Inhalte zulassen. Sollte es in diesen Bereichen
zu Personenbeziigen kommen, konnte eine risikomindernde Pseudonymi-
sierung (Rofinagel 2018 S.246) eine Erleichterung der Datenverarbeitung
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darstellen, insbesondere hinsichtlich der Erfordernisse nach Art. 89 Abs. 1
Satz 1 und 3 DS-GVO (s.0.).

Problematischer ist hingegen die Anonymisierung bzw. Pseudonymisie-
rung von Inhaltsdaten. Zum einen ist zu prifen, ob anonymisierte bzw.
pseudonymisierte Kommunikationsinhalte tiber den Messengerdienst hi-
naus im Internet verdffentlicht wurden, da so der Personenbezug einfach
hergestellt werden konnte. Zum anderen kénnten — vor allem prominente
— Desinformationsverbreiter anhand allgemein bekannter Kontextinforma-
tionen z.B. Giber ihren Sprachstil identifiziert werden.

Der Datenschutz kann bereits durch die Technikgestaltung erfolgen
(Privacy by Design). Wahrend des Sammelns von Daten aus dem Internet
konnen Crawler so angepasst werden, dass Daten bei der Erfassung auto-
matisch anonymisiert oder pseudonymisiert werden (z.B. E-Mail-Adressen,
Telefonnummern etc.) (Kamocki/Witt 2020). Um den Datencontent zu
schiitzen, konnen verschiedene computerlinguistische Verfahren ange-
wandt werden. Das kann die Eigennamenerkennung (engl. Named-Entity-
Recognition, kurz ,NER®), Coreference Resolution (dt. Koreferenzauflo-
sung) oder auch die Schreibstilverschleierung (engl. Authorship Obfuscati-
on) sein. NER-Verfahren identifizieren Eigennamen im Text wie z.B. Per-
sonen, Orte oder nummerische Daten, die folglich geléscht oder "ge-
schwirzt" werden konnen. Das kann allerdings zum Verlust der Lesbarkeit
fuhren. Die Aufgabe der Coreference Resolution besteht darin alle Ausdri-
cke zu finden, die sich auf dieselbe Entitat (z.B. ,,George Bush®, ,Micro-
soft“) in einem Text beziehen. Das konnen Pronomen (z.B. ,er“, ,seine“)
und andere referierende Ausdriicke (z.B. ,der Politiker®, ,der ehemalige
US-Prasident®) sein (Kenton u.a. 2018). Die erkannten Referenzen konn-
ten beispielsweise genutzt werden, um Personennamen durch ihre generi-
schen Substitute zu ersetzen. Dadurch kénnte sowohl der Datenschutz als
auch die Erhaltung der Lesbarkeit gewahrleistet werden. Um auch die An-
onymitit des Verfassers zu wahren, kdnnen Authorship Obfuscation-Ver-
fahren eingesetzt werden, die den Schreibstil im Text so verdndern, dass
dieser weder von Menschen noch von modernen Verfahren zur Uberpri-
fung der Autorschaft dem urspriinglichen Autor zugeordnet werden kann.
Zu beachten ist, dass nicht jede Methode, die technisch unter den Begriff
der ,Anonymisierung® fillt, auch eine Anonymisierung im datenschutz-
rechtlichen Sinne darstellt (Gierschmann 2021 S. 485 m.w.N.). Dies ist im
Einzelfall zu prifen.
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6. Ausblick

In DYNAMO werden verschiedene Facetten der Desinformation in Mes-
sengerdiensten interdisziplindr erforscht. Die Untersuchung der Unter-
schiede zwischen sozialen Plattformen mit Netzwerkcharakter und Mes-
sengerdiensten stellen einen wichtigen gemeinsamen Forschungsstrang
dar. Zu analysieren ist etwa, ob Unterschiede hinsichtlich der Bedeutung
von visuellen Inhalten, wie Bilder oder Videos, und der Interaktion mit
Freund:innen und Familienmitgliedern bestehen. Zudem ist zu kliren,
ob und inwieweit bestehende rechtliche Vorgaben auf Messengerdienste
anwendbar sind. Neben der Betrachtung der Unterschiede ist auch zu
berticksichtigen, dass die Grenzen zwischen den Geschaftsmodellen der
sozialen Plattformen und Messengerdienste zunehmend verschwimmen.
Daher gilt es zu untersuchen, wie der Verbreitung von Desinformation an-
gesichts dieser Hybridisierung der Medientypen effektiv und grundrechts-
schonend entgegengewirkt werden kann.

Weiterhin ermdglicht der multiperspektivische Ansatz, Erkenntnisse
tber die Verbreitung von Desinformation innerhalb von Messengerdiens-
ten und im Zusammenspiel zu anderen Medien zu gewinnen. Fur alle
Disziplinen ist es von Bedeutung zu untersuchen, welche Rolle 6ffentlich
gepostete Einladungslinks, Weiterleitungen von Nachrichten und Verlin-
kungen von Gruppen und Kanilen spielen. Die Psychologie erforscht
dabei die Motive der Weiterleitung sowie die dahinterstehenden Kogni-
tionen und Emotionen. Konsekutiv muss erortert werden, ob und wie
diesen Faktoren durch Technikgestaltung und rechtliche Vorgaben z.B.
durch Begrenzung der Weiterleitungsmoglichkeiten, entgegengewirkt wer-
den kann, wobei der Grundrechtsschutz unbedingt zu wahren ist. Auch
Kennzeichnungspflichten und die Zusammenarbeit mit unabhingigen
Fact-Checking-Organisationen sind fir den Bereich der Messengerdienste
zu untersuchen.

Aktuell werden viele Desinformationen iiber den Ukrainekrieg verbrei-
tet. Umso relevanter wird die tibergeordnete Frage nach der Beeintrichti-
gung der freien demokratischen Willensbildung durch Desinformation.
Erkenntnisse iiber emotionale Reaktionen der Mediennutzer:innen und
die wahrgenommene Glaubwirdigkeit von Quellen konnen zur Feststel-
lung von Risiken fir die freie demokratische Willensbildung ausgewer-
tet werden. Auch die Auswirkungen solcher Desinformationen auf die
Medienberichterstattung sind von Bedeutung. Mit der EU-Verordnung
2022/350 vom 1.3.2022 erfolgte als Ad-Hoc-Reaktion der EU ein Verbot
zweier russischer Staatsmedien (RT und Sputnik). Durch automatisierte
Verfahren und journalistische Analysen konnte beobachtet werden, ob die
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durch die Verordnung verbotenen Medien, trotz des in der Verordnung
geregelten Umgehungsverbots, Messengerdienste zur Verbreitung ihrer In-
halte nutzen.

Es muss untersucht werden, wie der Staat bzw. die EU dauerhaft auf
die Beeintrichtigung der freien demokratischen Willensbildung durch die
absichtliche Verzerrung von Fakten reagieren kann, ohne elementare Frei-
heitsrechte tber Gebiihr zu beeintriachtigen. Relevant ist auch die Frage,
inwiefern eine Gewahrleistungspflicht des Gesetzgebers fiir den Meinungs-
bildungsprozess besteht. Schlieflich ist in Bezug auf den Schutz der De-
mobkratie zu erforschen, ob Messengerdienste nicht auch eine konstruktive
Rolle einnehmen kdnnen, indem sie z.B. Korrekturen durch Nutzer:innen
fordern.
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