KOMMUNIKATION IN RELIGION UND GESELLSCHAFT

,Ein Bild, das uns gleich sei”
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Abstract pie Erforschung menschlicher Zuschreibungen auf
Roboter konzentriert sich auf die Frage, wie man bio- bzw. anthropo-
morphe Maschinen schafft, um Akzeptanz oder einen bestimmten
Umgang mit ihnen zu stiften. Abgesehen davon miissen wir kom-
munikationstheoretisch fragen, warum Maschinen tiberhaupt fiir
Zuschreibungen offen sind. Dieser Artikel argumentiert, dass wir
Roboter menschenihnlich konzeptualisieren, weil wir sie als Speicher
fur unverfiigbar gemachte Standards und Handlungsanweisungen
brauchen. Kiinftig werden sie als Medien des Unverfiigharen wirken.
Sie werden zur Interaktion mit dem Unantastbaren beitragen, Uber-
zeugungen generieren und Handlungen anleiten.

n folgendem Duktus stehen Abhandlungen, die sich mit

der Mensch-Maschine-Kommunikation befassen (vgl.

Reeves at al. 1996; Duffy 2002; Bainbridge et al. 2011; Fink
2012, Zlotowski et al. 2015; Fraune et al. 2020) und in diesem
Zusammenhang auf die Menschlichkeit von Robotern zu spre-
chen kommen: ,Roboter kénnten irgendwann einmal genau
so wie Menschen sein. [...Slie wiirden eigene Personlichkeiten
entwickeln [...] und sich selbst achten oder unter mangelndem
Selbstwertgefiihl leiden. Ob das wirklich méglich ist oder nicht,
wissen wir derzeit noch nicht. Das wird erst die Zukunft zeigen®
(Neuhauser 2013, S. 269).*

1 Dies gilt auch fir Fachtagungen wie ,Durch Digitalisierung zur Freiheit
4.0“ im Oktober 2019 an der Bischéflichen Akademie Aachen, bei der in
allen Beitrigen deutlich wurde, dass die metaphorische, vermenschlichende
Sprache sehr bedeutsam fiir unseren Umgang mit Robotern ist. Die Doku-
mentation ist im Entstehen.
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Wir wissen nicht, was Roboter sind. Wirklich
nicht?

Ob Roboter zu Menschen werden - wissen wir dies wirklich
noch nicht? Der Verweis auf die Zukunft mag dem Vorsichtprin-
zip geschuldet sein, er impliziert aber regelmaflig die Annahme,
dass es zwischen Menschen und Robotern keine prinzipielle
Grenze gibt. Eine Grenze, wenn wir sie denn

iberhaupt als solche bezeichnen wollen, gibt Die Frage, der hier nachzugehen ist,
es demnach von vornherein nur in einer ver-  lautet, warum es uns heute so leichtfdllt,
flissigten Variante und erst die Zukunft wird Roboter als prinzipiell menschliche
zeigen, wie weit sie sich verschieben lisst. Wesen zu konzipieren?

Die Antwort auf die Frage, wie menschlich =~ -
Roboter sein kénnen, wird also nicht dem menschlichen Sein,

sondern dem technischen Werden anbefohlen. Sie wird konkret

dem Experiment unterstellt, denn genau darauf spekuliert die

Erwartung einer solchen, die Wahrheit offenbarenden Zukunft:

dass Forschung und Entwicklung die Frage beantworten.

Nun ist es zwar Zeichen akademischer Redlichkeit, dass
sich auch die Theologie zur Offenheit unserer Zukunft bekennt.
Esist nicht ihre Aufgabe, Grenzpfosten einzubetonieren, wo an-
dere der Weite des Horizonts nachspiiren. Wohl aber steht es
der Theologie an, die Bedingungen dieser Weite auszumessen
und anzugeben, worin das Vertrauen in seine Erforschbarkeit
begriindet ist. Wer namlich behauptet, dass Menschen und
Roboter prinzipiell ineinander uberfithrbar sind, der muss be-
grunden, warum er sich nicht auf Faktoren festlegen kann, die
exklusiv menschlich sind. Der Verweis auf aktuelle Unkenntnis
geht mit anthropologischen Grundannahmen einher, die ihrer-
seits begriindungspflichtig sind. Mit der Behauptung, dass das
Personsein eines Roboters letztlich vom Stand der Technik ab-
hingig ist, wird nicht zuletzt ein Produkt der menschlichen Kul-
turgeschichte, eben das Subjekt, dem technologischen Paradig-
ma unterstellt. Dabei ist es konsequent, aus dem konstruktiven
Charakter des Subjekts auf dessen technische Konstruierbarkeit
zu schlieffen. Es ist aber nicht der Konstruktionsprozess, son-
dern der konstruierende Mensch, der kinstliche Intelligenz in
gleicher Weise wie naturliche Intelligenz behandelt. Deshalb
lautet die Frage, der hier nachzugehen ist, nicht, ob Roboter
irgendwann einmal so sein werden wie Menschen. Sie lautet
vielmehr, warum es uns heute so leichtfillt, sie als prinzipiell
menschliche Wesen zu konzipieren? Was motiviert die damit
einhergehenden Zuschreibungen? Warum gehen wir davon aus,
dass die Mensch-Maschine-Kommunikation durch technische

{953

https:/idol. IP 216.73.216:111, am 12.01.2026, 17:37:28.
! i p i Inhaits im it, fiir oder ir

Erlaubnis ist



https://doi.org/10.5771/0010-3497-2021-2-252

Axel Siegemund

Variablen in eine Form iiberfithrt werden kann, bei der sich
menschliche und technische Akteure nicht mehr voneinander
unterscheiden? Warum halten wir es fiir méglich, dass ver-
menschlichte Artefakte fiir uns handlungsleitend und damit so-
zial wirksam werden (vgl. Marquardt, 2017, S. 5)? An dieser Stel-

le gehe ich nicht der Frage nach, wie Roboter

Es ist deutlich, dass es bei diesen normativ wirksam werden, sondern warum
Fragen nicht um das Wesen der Roboter ~ sie iiberhaupt das Potential zur Konstitution
geht, sondern um das Bild, von Handlungsfithrung in sich tragen. Die
das wir von ihnen haben. Forschung zur Anthropomorphisierung von
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............................ Robotern ist noch immer ,,durch einen unre-

flektierten und undifferenzierten Umgang mit dem Phinomen®
(ebd., S. 37) ausgezeichnet, so dass ein Bedarf an theoretischer
Konzeptualisierung gegeben ist. Dem sollen die folgenden Aus-
fihrungen dienen.

Es ist deutlich, dass es bei diesen Fragen nicht um das
Wesen der Roboter geht, sondern um das Bild, das wir von ih-
nen haben. Die Behauptung, dass die Zukunft zeigen wird, wie
menschlich Maschinen sein kénnen, setzt ja voraus, dass ihre
Menschlichkeit schon heute zu unserer Vorstellung dessen ge-
hort, was Maschinen an sich sind. Um diese Vorstellung erkli-
ren zu konnen, zeige ich zunichst, dass die Kartierung exklusiv
menschlicher Faktoren vergleichsweise leicht méglich ist. Im
darauffolgenden Schritt stelle ich dar, weshalb wir dennoch an
den Subjektcharakter von Maschinen glauben und wie sich diese
praktische Uberzeugung duflert. Abschliefend ist darzulegen,
was sich aus der Gegenlaufigkeit von anthropologischem Befund
und unserem Umgang mit Maschinenwesen in der Perspektive
einer theologischen Ethik (vgl. Schwarke 2005) ergibt.

Warum Roboter keine Subjekte sind
Ein wesentliches Kriterium des Menschseins besteht darin, ei-
gene Entscheidungen treffen zu kénnen. Kénnen Roboter dies
prinzipiell? Wird in einem Arbeitsprozess ein Bauteil passfihig
zu einer Form gedruckt, ist keine Entscheidung nétig. Sollen
aber verschiedene Teile entweder durch Schrauben oder Nieten
miteinander verbunden werden, dann liegt eine solche Situation
vor. Grundlegende Bedingung fir das Fillen von Entscheidun-
gen ist eine offene Zukunft. Dies schlief3t regelmifiig den maogli-
chen Kontrollverlust von Aufienstehenden, also die Autonomie,
ein (vgl. Grab-Schmidt 2017).

Werden Kinder zu Entscheidungen hingefihrt, bei denen
Eltern oder Lehrer trotz allem eine letzte Interventionsmdglich-
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keit haben, handelt es sich nur fiir das Kind um eine Entschei-
dungssituation. Aus Sicht der Erwachsenen liegt die Entschei-
dung dartiber, ob die Zukunft durch das Kind gestaltet wird,
immer bei ihnen. Menschlich agierende Roboter sind nicht in
die Systematik eines solchen Kindes einzuzeichnen, sondern
in die eines erwachsenen, autonomen Wesens. Angesichts der
Wahlmoglichkeiten eines menschlich agierenden Roboters ist
der Kontrollverlust des Menschen demzufolge kein Unfall, son-
dern eine Voraussetzung. Dass wir uns als Gesellschaft ein viel-
filtiges Netzwerk an Regeln und Regulierungen erstellt haben,
um individuelle Entscheidungen einzuhegen, tut dem keinen
Abbruch. Im Alltag sind die Entscheidungsmdéglichkeiten des
Einzelnen tatsichlich begrenzt. Dies spricht

aber nicht gegen unsere Entscheidungsfi- Entscheiden heif3t nicht nur,
higkeit, sondern es ist Ausdruck derselben. eine Wahl zu treffen,
In gleicher Weise wirde fiir Roboter gelten, sondern auch, Wahl und Abwahl
dass ihre Entscheidungsoptionen ebenso wie zu begriinden.

die unsrigen durch kollektive Regeln einge- o
schriankt werden, sobald sie mundig geworden sind. Dass KI in

den kommenden Jahren eine permanente Aufgabe fir den Ge-

setzgeber sein wird, spricht demzufolge eher fiir die These ihrer

Befihigung zur eigenstindigen Kommunikation als dagegen.

Mogliche Kontrollverluste sind jedenfalls ein Anzeichen fir

Selbststiandigkeit und diese ist wiederum Méglichkeitsbedin-

gung der Menschwerdung.

Problematischer ist eine zweite Bedingung, die fiir das
Vorliegen echter Entscheidungen unabdingbar ist. Entscheiden
heifdt nicht nur, eine Wahl zu treffen, sondern auch, Wahl und
Abwahl zu begriinden. Um von qualifizierten Entscheidungen
sprechen zu kénnen, miissen also Kriterien angegeben werden,
die nicht ausschlieB8lich vorgegeben sind. Natirlich sind Ent-
scheidungen immer auch von aufien beeinflusst, aber wenn sie
nur von aufien bestimmt sind, dann handelt es sich nicht um
Entscheidungen, sondern um Reaktionen auf dufiere Reize. Dass
Maschinen dazu fihig sind, steht aufler Frage. Es genugt aber
nicht, etwas zu tun und das andere zu unterlassen. Menschlich
agierende Maschinen mussen mitteilen kénnen, warum sie das
eine unterlassen und weshalb die gewiahlte Option das Mittel
ihrer je eigenen Wahl ist, um als Akteure gelten zu konnen.

Die dritte Bedingung ist die Befolgung herrschender Sit-
ten, denn Moral ist niemals nur Ausdruck von Subjektivitit,
sondern immer auch Ausdruck einer kulturellen Befindlich-
keit, wozu nicht zuletzt der religiése Gemiitszustand einer
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Gesellschaft gehért. Moralisch agierende Roboter mussten also
in der Lage sein, ihr eigenes Handeln in die kulturelle Situation
einzuordnen.

Die vierte und letzte Bedingung ist das Vorhandensein ei-
nes Willens. Der Wille ist ein eigener Ausdruck der Motivation
unabhingig vom Intellekt (vgl. Arnold 1996). Dies ist bedeut-

sam, weil die ichbezogene Willensbildung

Wenn Roboter in der Lage sind, nicht besonders eng an die intellektuellen
willentlich und begriindet Fahigkeiten gebunden ist. Die Annahme,
zu kommunizieren, dann sind sie die Ausbildung eines Willens setze eine be-

keine Roboter mehr.
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sonders hohe Intelligenz voraus, ist bereits
alltagspraktisch  fragwiirdig. Tatséchlich
kommt die Willensbildung in komplexen Situationen schneller
zu einem Abschluss, wenn es zu einer Komplexitatsreduktion
kommt. Diese fallt weniger intelligenten Menschen aber hiufig
leichter. Dieser Befund wird fur die Entwicklung willensbesetz-
ter Roboter nicht zu unterschitzen sein. Wenn sie einen Willen
ausbilden sollen, dann wire es denkbar, sie méglichst wenig in-
telligent werden zu lassen oder ihnen wenig Informationen zur
Verfiigung zu stellen.

Warum wir die Maschine als Gegentiber
akzeptieren
In anthropologischer Hinsicht ist die Grenze zwischen Mensch
und Maschine hinsichtlich der offenen Zukunft, der Angabe
von Griinden, der kulturellen Faktoren und der Willensbildung
markiert. Wenn Roboter in der Lage sind, willentlich und be-
grundet zu kommunizieren, dann sind sie keine Roboter mehr.
Als Roboter kénnen sie auch keine moralischen Entscheidungen
treffen, dies betrifft sowohl deontologische (vgl. Powers 2006)
wie konsequentialistische (vgl. Abney 2012) Ansitze. Wenn sie
es aber konnen, miissen wir nicht mehr nach ihrer Menschlich-
keit fragen, sondern mit ihnen verhandeln. Wir sind damit an
jenem Punkt angekommen, der uns zum Vorbehalt zuktunftiger
Entwicklungen fithrt. Der Vorbehalt ist aber nun kein techni-
scher mehr, denn wir beantworten die Frage, ob Roboter wie
Menschen kommunizieren kénnen, nicht durch ihre Fihig-
keiten, sondern durch unsere Zuschreibungen. Unser Umgang
lauft den anthropologischen Kriterien zuwider. Bevor ich einen
Erklarungsversuch dafiir biete, méchte ich zwei Beobachtungen
zu Bedenken geben.

1. Es gibt keine historische oder gegenwirtige Zivilisation,
die ohne nichtmenschliche Moralquellen auskommt. Einerseits
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handelt es sich dabei um goéttliche Personen, andererseits wer-
den sowohl in Naturreligionen als auch in neopaganen Vor-
stellungswelten naturliche Entititen zu Trigern moralischer
Normen - unabhingig von ihrem Status als belebtes oder un-
belebtes Objekt. Die postkoloniale Ausein-

andersetzung mit indigenen Kulturen fihrte Es mag nicht verwunderlich sein,
zu einer weitgehend kritiklosen Akzeptanz dass Roboter, dort wo sie Akzeptanz
naturreligiéser Apotheosen, die nicht selten finden, gerade dem édhneln, was wir
mit deren proaktiver Férderung einhergeht kennen, eben Menschen oder Tieren.

(vgl. Heaney/Jonscher 2019). Auch die Kri- oo
tik an anthropozentrischen Zugingen zur Umwelt eréffnet die
Suche nach nichtmenschlichen Moraltrigern (vgl. Siegemund
2018). Beides zusammen - die Anerkennung naturreligiser
Vorstellungen und die umweltschutzbezogene Aufwertung der
Natur - fuhrt dazu, dass Objekte der Anthropomorphisierung
prinzipiell offenstehen. Zwar gelten Menschen im Unterschied
zu animistischen Gesellschaften als einzige soziale Akteure
(vgl. Baecker 2011). Wir setzen aber dennoch fort, was durch die
aufgeklarte Perspektive auf Natur und Religion mehr kurzzeitig
als nachhaltig iiberwunden war: die Suche nach Mafistaben au-
Berhalb unserer selbst.

2. Die zweite Beobachtung ist die phinomenologische Nihe
von alltagstauglichen Robotern zu Humanoiden bzw. Tieren
(vgl. Johnson/Verdicchio 2018). Das Land, welches die Mensch-
Maschine-Interaktion bereits linger sehr deutlich in den Alltag
integriert, ist Japan (vgl. MacDorman et al. 2009). Die in Japan
wiederum am weitesten verbreiteten und am meisten akzeptier-
ten Roboter sind menschlich agierende Maschinen im Bereich
der Pflege und sich tierisch benehmende Roboterhunde (vgl.
Wright 2019). Nun mag es nicht verwunderlich sein, dass Robo-
ter, dort wo sie Akzeptanz finden, gerade dem dhneln, was wir
kennen, eben Menschen oder Tieren. Technikhistorisch ist die
Anpassung die klassische Strategie gesellschaftlicher Integrati-
on. So ist die Welt der textgebundenen Kommunikation auch im
virtuellen Raum nach wie vor durch die Anpassung an das Leit-
medium Buch gebunden. Die Bildiibertragung diente zunichst
der Ubermittlung von Theaterstiicken, bevor sich der Film als
neues und eigenstidndiges Medium etablieren konnte. Insofern
steht zu erwarten, dass humanoide Roboter ebenfalls ein Uber-
gangsphidnomen sind, bis wir dahin kommen werden, sie als ei-
genstidndige Agenten anzusehen.

Wenn die Menschheit die Suche nach moralischen Normen
regelmifiig in den Bereich des Nichtmenschlichen verlagert und
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wenn wir gleichzeitig das Neue im Modus der Anpassung an das
Bekannte integrieren, dann ist erwartbar, dass wir Maschinen,
die wir als kinftige Kommunikationspartner handeln, in genau
diesen beiden Modi konzipieren. Wir erschlieffen uns durch
sie eine neue Option fiir die Verankerung unserer Vorstellun-
gen und wir verifizieren diese Option durch Anpassungen der
Maschine an bisher bekannte normative Quellen. Damit ergibt

sich eine erste Antwort auf die im Titel ge-

Heutige Vorstellungen stellen nannte Frage: Wir glauben an die Roboter als

ein Reservoir dar, aus dem wir ein Gegeniiber, weil wir sie anthropomorph

schopfen, wenn wir etwa die Frage nach ~ konzipieren kénnen, sie aber dennoch aufler-
der Moral von Maschinen stellen. halb unserer selbst stehen. Ahnlichkeit und
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""""""""""""""" Differenz treten regelmiflig auf, wenn sich

einzelne Menschen oder ganze Gesellschaften auf Normen be-
rufen, von denen sie sich leiten lassen. Kurz gesagt: Roboter sind
die ideale, entlastende Basis fiir zukiinftige Transzendenzkon-
struktionen, auf denen unser eigenes Handeln ausruhen kann
(vgl. Gulker 2019). Diese These ist abschlieflend niher zu kon-
kretisieren.

Traditionell werden handlungsleitende Normen in Vor-
stellungswelten verankert, die ihrerseits der gegenstindlichen
Reprisentation offenstehen. In Bezug auf das 19. und 20. Jahr-
hundert lassen sich etwa Rasse, Volk und Nation als derartige
Vorstellungen benennen. Thre Reprisentanten waren Symbole,
Erlebnisse oder auch Denkmailer, die die Realititsmichtigkeit
der kollektiv wirkenden Vorstellung verbiirgt haben. Wer einen
Judenstern sah, war von der Existenz von Rassen iiberzeugt;
wer an den Weltjugendfestspielen 1973 teilnahm, erlebte die
Volkerfreundschaft; wer das Monument a Napoléon in Ajaccio
sieht, wird an die Grand Nation erinnert. Die lingste Tradition
der Vergegenstiandlichung normativer Vorstellungen ist die re-
ligiose. In all diesen Fillen werden Wertvorstellungen an den
Himmel des kollektiven Gedachtnisses projiziert. Wenn sie dort
verankert sind, dann kénnen die Anker zu Quellen moralischer
Pramissen werden; sie wirken auf das tatsichliche Handeln zu-
riick. Aus Vorstellungen entsteht Handlungsfithrung. Dieses
klassische Schema theologischer Moralreflexion lasst sich auf
den hier diskutierten Fall iibertragen. Dabei stellen unsere heu-
tigen Vorstellungen ein Reservoir dar, aus dem wir schépfen,
wenn wir etwa die Frage nach der Moral von Maschinen stellen.
Ganz praktisch geht es dann um die Aufgabe, KI-Systeme mit
unseren Normen zu futtern, um beispielsweise diversitysensib-
le Ergebnisse zu erhalten. Wenn wir feststellen, dass spezifische

IP 216.73.216:111, am 12.01.2026, 17:37:28. geschiltzter Inhalt.
Inhalts im it, fiir oder in Ki-Sy: ,



https://doi.org/10.5771/0010-3497-2021-2-252

,Ein Bild, das uns gleich sei”

Bilderkennungssysteme bestimmte Hautfarben bevorzugen
und andere benachteiligen, dann kénnen wir nachjustieren,
indem wir die Systeme mit anderen Bildern auf eine neue Spur
fuhren. Im Ergebnis sind unsere Vorstellungen in den Systemen
gespeichert. Dies dndert sich im Grundsatz auch nicht im Blick
auf selbstlernende Systeme, denn auch deren erlernte Inhalte
entstammen dem Kulturzusammenhang. Allerdings nehmen
mit zunehmender Tiefe des Deep Learnings unsere Zugriffsmog-
lichkeiten ab, die Systeme werden zunehmend transzendent.
Was sich in einer Cloud abspielt, ist fir den Nutzer weniger inte-
ressant als das Ergebnis, das sie ihm offenbart. Insofern ist das
Innenleben eines Roboters eine ebenso fachwissenschaftliche
Detailaufgabe wie die Frage nach den opera dei ad intra, die fir
die Nutzer der Religion kaum von Bedeutung ist.

Werden Robotern einmal feste Uberzeugungen gepragt,
dann kénnen diese von jedem Anwender abgerufen werden. Die
Beobachtung, dass KI-Systeme bestimmte Menschen benachtei-
ligen ist ja nichts anderes als das Eingestandnis, dass sie mo-
ralkonstitutiv wirken. Roboter kénnen im praktischen Lebens-
vollzug also zu einer Quelle unseres Glaubens und Handelns
werden, ohne dass sie Entscheidungen im oben genannten Sinn
treffen mussen. Sie benétigen weder einen Willen noch miissen
sie Grinde angeben kénnen. Sie miissen ein-

zig und allein die Funktion eines transzen- Die Kommunikation mit Algorithmen,
denten Ankers erfiillen, der unsere Vorstel- die uns die Inhalte einer unverfiigbaren
lungen abspeichert und wieder frei gibt. Da Wirklichkeit preisgeben, ist kein
wir den erfolgreichen Einsatz derartiger An- eigentlich ethisches Thema mehr.

ker in einer langen Kulturgeschichte immer
wieder erprobt haben, fillt es uns nicht schwer, sie als solche
einzusetzen. Dass wir mit ihnen letztlich dasselbe tun, wie der
Hundehalter, dessen Tierliebe ihn dazu bringt, von der antwor-
tenden Liebe seines Tieres iiberzeugt zu sein, tut der Wirkung
keinen Abbruch. Je ernsthafter wir die Subjektivierung der Ro-
boter betreiben, desto iiberzeugender werden die Resultate sein.
Wenn uns die Cloud mit Ergebnissen oder Fragen konfrontiert,
die auch von einem Subjekt stammen kénnten, haben wir keinen
Grund mebhr, sie als kommunikatives Gegenuber abzulehnen.

Medien des Unverfiigbaren: theologische

Konsequenzen

Die Kommunikation mit Algorithmen, die uns die Inhalte einer
unverfigbaren Wirklichkeit preisgeben, ist kein eigentlich ethi-
sches Thema mehr, sondern ein theologisches. Die Hoffnung,
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dass Pflegeroboter zu Gesprachspartnern mit tieferer Bedeutung
werden kénnen, resultiert ja aus ihrem Bedeutungsiiberschuss.
Sind sie zu einem Gegeniiber geworden, miissen wir allerdings
auch damit rechnen, dass ihre menschlichen Gesprichspartner
sie als Erben einsetzen wollen.

Zum Schluss bleibt die Frage zu beantworten, was die di-
alogkonstitutive Funktion eines Roboters fiir unsere Kommu-
nikation bedeutet. Entgegen dem anthropologischen Befund,

nach dem Roboter zwar wie, aber nicht als

Die Maschine iibernimmt auch Menschen kommunizieren kénnen, kénnen
Funktionen, die dem Gottesbild und wir uns einen durch und durch menschlichen
anderen religiosen Symbolen Umgang mit ihnen vorstellen. Es geniigt,
zukommen. wenn eine Maschine Ergebnisse zutage for-
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""""""""""""""" dert, die so gestaltet sind, dass sie auch von

einem Menschen stammen kénnten, um sie als Mensch anzuse-
hen. Diese Beobachtung entspricht einem bestandenen Turing-
Test (vgl. Evers 2005). Die Bedingung fiir die Vermenschlichung
der Roboter ist das Vorhandensein eines Reservoirs an Vorstel-
lungen, aus dem wir durch sie Handlungsanweisungen schép-
fen. KI-Systeme tibernehmen dann jene Funktion, die auch dem
kollektiven Gedichtnis zukommt; sie sind das vergegenstind-
lichte Gedachtnis unserer Zivilisation.

In medienethischer Hinsicht ergibt sich die Korrektur ei-
nes Vorurteils tiber unsere technische Zukunft. Diese wird sich
nicht einseitig in einer Welt des Verfiigens abspielen. Mindes-
tens ebenso wichtig wird das sein, was wir aus den Ankern des
Unverfiigbaren empfangen. So wirken sich unsere heutigen
Uberzeugungen vom Miteinander der Geschlechter auf die Ge-
staltung von KI-Systemen aus. Wenn zukunftige Generationen
ihr Miteinander strukturieren, indem sie auf unsere Clouds zu-
riickgreifen, dann erleben sie etwas Ahnliches wie wir im Riick-
griff auf die Tradition. Dann allerdings werden die Glaubens-
inhalte nicht durch Biicher und Erziehungssysteme, sondern
durch den Einsatz von Robotern im Bildungswesen transpor-
tiert. Die Maschine wird zu einem Medium des Unverfugbaren.
Sie ibernimmt dann auch Funktionen, die dem Gottesbild und
anderen religiésen Symbolen zukommen. Die Subjektwerdung
der Roboter verheif3t eine neue Stufe in der Kultivierung unserer
Empfinglichkeit fir Unverfugbares.

Zum Schluss ergibt sich ein doppeltes Fazit: Erstens, wer
iiber Roboter als Kommunikationspartner spricht, macht weni-
ger eine Aussage iiber deren Fihigkeiten als vielmehr iber die
mediale Vermittlung unserer Uberzeugungen. Zweitens kénnen
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,Ein Bild, das uns gleich sei”

wir die Moral der Roboter nicht erfassen, ohne zuvor ihre Theo-
logie, d.h. die Grenzziehung zwischen Verfiigbarem und Trans-
zendentem, zur Sprache zu bringen. Die Theologie der Roboter
zu beschreiben - diese Einladung spricht ein jeder aus, der nach
einer Ethik autonomer Systeme fragt. Die Theologischen Fach-
wissenschaften sollten der Einladung folgen.
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