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Einleitung

In den letzten Jahren hat die Vision so genannter »social co-robots« (Riek 2013),

also koexistierende Roboter, die in enge Interaktion mit Menschen in deren so-

zialem Raum treten, durch technische Fortschritte wieder Auftrieb gewonnen und

das Interesse von Forschenden und Industrie geweckt. Nach Riek muss diese Art

von modernem sozialen Serviceroboter in einer bestimmten sozialen Umgebung

operieren können, eine physische Verkörperung und zumindest ein gewisses Maß

an Autonomie haben. Ihre Aufgabe besteht darin, mit Hilfe eines angenehmen

und selbsterklärenden Interaktionserlebnisses Menschen auf nützliche Weise in

Alltagsaufgaben zu unterstützen. Die technische Entwicklung derartiger Roboter

geht mit einer Reihe von Herausforderungen einher: So müssen koexistierende

soziale Serviceroboter beispielsweisemit sich dynamisch verändernden Umgebun-

gen zurechtkommen, Nutzer*innen unterscheiden können und das Einhalten so-

zialer Normen erlernen. Die bisherige Forschung zeigt weiters, dass ein erfolg-

reicher Adoptionsprozess sozialer Serviceroboter voraussetzt, dass Erwartungen

und Bedürfnisse von Nutzer*innen in der Gestaltung berücksichtigt werden (Ne-

ven 2010; Lee et al. 2016).

Aktuell bemühen sich immer mehr Forschungsprojekte darum, verschiedene

Interessengruppen in die Entwicklung von Robotern einzubeziehen, und zwar in

den sozialen Handlungsfeldern, in denen sie zum Einsatz kommen sollen. Im Be-

reich der sogenannten Pflegerobotik sind dies meist Senior*innen als mögliche

primäre Nutzer*innen, pflegende Angehörige als mögliche sekundäre Nutzer*in-

nen und Pflegepersonal als tertiäre Nutzer*innen und/oder Sprecher*innen für

die zu pflegenden Menschen. Bisher beschäftigte sich die Einbeziehung potenzi-

eller primärer Nutzer*innen jedoch vorrangig mit der Gestaltung des äußeren Er-

scheinungsbildes der Roboter (Lee et al. 2009; Sirkin et al. 2015; Weiss et al. 2015),

aber nicht auf die gesamtheitliche Konzeptionierung und Entwicklung der Anwen-
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dungsfälle,wie undwo soziale Roboter überhaupt zumEinsatz kommen sollen.Die

bisher dominante Vorgehensweise in der Entwicklung von Robotern ermöglichte

es Teilnehmenden oder Forschenden nur begrenzt, gemeinsam den Zweck eines

Serviceroboters für den konkreten sozialen Kontext zu entwickeln. Die Anwen-

dungsfälle, die wir in derMensch-Roboter-Interaktionsforschung beobachten, sind

seit den 1980er Jahren wiederkehrend dieselben: Roboter imMuseum, Roboter, die

in Krankenhäusern und Pflegeeinrichtungen patrouillieren, Roboter als haustier-

ähnliche Gefährten und Ähnliches. Die damit verbundenen Visionen und Narrative

für soziale Roboter sind weitgehend »ingenieurgetrieben« und durch technische

Machbarkeit motiviert (Cheon and Su 2016); sie beinhalten keine breitere Teilhabe

von Nutzer*innen und anderen Interessengruppen.

In diesem Kapitel plädieren wir demgegenüber für einen neuen Ansatz zur

Entwicklung sozialer Serviceroboter, bei dem eine partizipative Gestaltungskul-

tur mit der technischen Weiterentwicklung koexistierender sozialer Servicerobo-

ter verknüpft wird. Koexistierende soziale Serviceroboter sollen sowohl Problem-

lösungsfunktionen als auch einen größeren Nutzen im Vergleich zu kostengünsti-

geren Internet-der-Dinge-Geräten (bspw. intelligente Lautsprecher, Tablets usw.)

bieten, um erfolgreich in die Alltagswelt von Nutzer*innen integriert werden zu

können (de Graaf et al. 2017). Vor allem aber muss sich die Sozialität dieser Ro-

boter aus der Interaktion heraus entwickeln können (Chang and Šabanović 2015),

da eine reine Gestaltung sozialer Schlüsselreize (Breazeal 2004) für die Adoption

nicht ausreichend zu sein scheint. Wir schlagen stattdessen einen Ansatz vor, in

dem Forschende, Nutzer*innen und Roboter im Entwicklungsprozess miteinander

lernen. Die Grundlage dafür bieten unsere Erfahrungen in der Mensch-Roboter-

Interaktionsforschung aus zwei Projekten– IURO undHobbit –, in welchen soziale

Serviceroboter für zwei sehr unterschiedliche Anwendungsfälle anhand eines nut-

zungszentrierten Ansatzes entwickelt wurden. Anschließend skizzieren wir Ansät-

ze für eine gestaltungsoffene, demokratische Beteiligung in der Mensch-Roboter-

Interaktionsforschung, die die Gestaltung von sozialen Servicerobotern bereichern

kann.

Viel Information, wenig Partizipation

Die Forschung zu Mensch-Roboter Interaktionen (MRI) hat sich in den frühen

1990er Jahren entwickelt und widmet sich dem Verständnis, der Entwicklung und

der Bewertung von Robotersystemen für den Einsatz durch oder mit Menschen

(Goodrich and Schultz 2008). Forschende aus unterschiedlichen Disziplinen stei-

gen aufgrund unterschiedlicherMotivationen in diesen Forschungsbereich ein: Ro-

botiker*innen, die Roboter für spezielle Anwendungsbereiche bauen, in denen Ro-

boter mit Menschen in Berührung kommen, wollen diesen Interaktionsraum ge-
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stalten. Psycholog*innen wollen menschliche Reaktionen auf agentenähnliche Ro-

botersysteme verstehen. Die Motivation von Forschenden im Bereich der Kogni-

tionswissenschaften und der künstlichen Intelligenz liegt darin, Roboterplattfor-

men als Testumgebungen für ihre intelligenten Systeme zu verwenden (Dauten-

hahn 2013). Die Problemstellung, die alle Disziplinen gemeinsam bearbeiten, be-

schreiben Goodrich und Schultz (2008: 216) folgendermaßen: »The HRI problem is

to understand and shape the interactions between one or more humans and one

or more robots«.

Roboter und ihre Interaktionsmuster sind somit sowohl ein Ausdruck des ak-

tuellen Stands der Technik als auch eine technologische Antwort auf kontextuelle

Fragen. Ein Beispiel für ein typisches MRI-Projekt ist die Entwicklung eines Robo-

ters für Tourist*innen. Nach sorgfältiger Abwägung von Anforderungen verschie-

dener Interessengruppen und vorgesehener Nutzungskontexte (z.B. eines Muse-

um oder einer Innenstadt) sowie potenzieller Aufgaben (z.B. Kunstwerke erläu-

tern oder Besucher*innen von A nach B führen), bei denen ein Roboter hilfreich

sein könnte, werden viele Gestaltungsentscheidungen getroffen (wenn auch häu-

fig nur von Designer*innen und Entwickler*innen), um Tourist*innen und Rei-

seführer*innen bestmöglich zu unterstützen. Sobald eine prototypische Lösung

vorhanden ist, wird diese in Studien mit Vertreter*innen der Zielgruppen unter-

sucht. Relevant ist hierbei zu verstehen, dass der Prototyp nicht als richtig oder

falsch bewertet werden kann, sondern lediglich als mehr oder weniger geeignet

für die bestimmte Problemstellung und den definierten Anwendungskontext. Ein

prototypisches Roboterdesign ist demnach immer von seinem spezifischen Pro-

blemkontext, dem Reifegrad der integrierten Technologien, dem Design und den,

in die Entwicklung beteiligten Menschen, einschließlich der Forschenden, abhän-

gig. So sind beispielsweise SPENCER (Triebel et al. 2016), FROG (Karreman et al.

2015) und IURO (Weiss et al. 2015) allesamt Servicerobotermodelle für den öffent-

lichen Raum, die nach einem nutzungszentrierten Gestaltungsansatz entwickelt

wurden. Abbildung 1 veranschaulicht jedoch, dass sich, unabhängig davon, diese

Roboter sowohl in ihrem äußeren Erscheinungsbild als auch in den Interaktions-

paradigmenweitgehend unterscheiden, je nachdemwie es ihr spezifischer Anwen-

dungskontext und die darin involvierten Akteur*innen verlangten.

Nutzer*innen als Informant*innen

In jüngerer Zeit wird die Roboterentwicklung häufig durch nutzungszentrierteMe-

thoden unterstützt (z.B. Weiss et al. 2015; Karreman et al. 2015; Triebel et al. 2016;

Lee et al. 2009). Dazu werden Studien (einschließlich Umfragen, Interviews, Fo-

kusgruppen usw.) durchgeführt, um spezifische Nutzungsgruppen und ihre kon-

kretenNutzungskontexte zu verstehen. Ein häufig verwendeter Ansatz, der als ›hu-

man-translated‹ bezeichnet wird, besteht darin, potenzielle Interaktionsparadig-
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Abbildung 1: Drei Service Roboter gestaltet für den öffentlichen Raum:

Spencer (© 2016 KLM), FROG (© frogrobot.eu), IURO (© TUMünchen)

(vlnr.)

men durch Mensch-Mensch-Beobachtungsstudien zu erforschen und die Erkennt-

nisse auf das Verhalten des Roboters zu übertragen (Weiss et al. 2011b; Karreman

et al. 2012). Gründe für diesen Ansatz sind, dass wir mit zwischenmenschlichen

Verhaltensstrategien bereits vertraut sind (Breazeal 2004) und uns darauf intuitiv

beziehen können (Okuno et al. 2009). In diesen Studien sind die potenziellen Nut-

zer*innen jedoch reine Informant*innen ohne direkte und explizite Beteiligung am

Gestaltungsprozess. Zudem bezieht dieser Ansatz keine nichtmenschen-ähnlichen

Verhaltensweisen ein. Immer häufiger werden auch ethnographische Ansätze ein-

gesetzt, die sich auf die Identifikation interaktions-relevanter, kontextueller Para-

meter konzentrieren (z.B. Fink 2014; Šabanović et al. 2014; Yamazaki et al. 2012).

Aber auch die ethnographische Forschung betrachtet Nutzer*innen ausschließlich

aus der Perspektive der Forschenden (Forsythe 1999) und gibt Nutzer*innen keine

aktive Stimme im Gestaltungsprozess.

Eine der beliebtestenMöglichkeiten,Menschen in die Entwicklung von Service-

robotern einzubinden, sind Laborexperimente zur Evaluierung einzelner Funktio-

nalitäten (z.B. Mirnig et al. 2012a). In den letzten Jahren wurde es mehr und mehr

üblich, Vertreter*innen angenommener Nutzergruppen an diesen Experimenten

zu beteiligen (siehe als Beispiel Lammer et al. 2014). Zuvor wurden meist Studie-

rende als Teilnehmende eingeladen. In einem Experiment können die Teilnehmen-

den jedoch nur bestimmte, bereits entwickelte und von denMRI-Forschenden aus-

gewählte Merkmale bewerten. Auch in diesem Studienumfeld gibt es keine Mög-

lichkeit für Nicht-Forschende, neue Ideen zu entwickeln und einzubringen.

Vor allem in den Forschungsfeldern der MRI und der Sozialen Robotik wur-

de das Wissen darüber, wie man Roboter für Menschen entwerfen soll, bislang im

akademischen Feld generiert, statt Methoden für eine verstärkte Beteiligung von
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Menschen zu entwickeln, die diese Roboter später tatsächlich nutzen sollen. Lee

et al. (2017) diskutieren daher, ob die Expertise von Forschenden auf Kosten der

Einbeziehung der Perspektiven potenzieller Nutzer*innen und weiterer Interes-

sengruppen überbetont wurde. Forschende und Entwickler*innen lassen ihre ei-

genen Wertvorstellungen und Annahmen zu ›guter‹ Mensch-Roboter-Interaktion

in die Gestaltung der Systeme miteinfließen, allerdings ebenso in die empirische

Evaluierung dieser Systeme durch potenzielle Nutzer*innen (Cheon and Su 2016).

Beispielsweise führten tief verwurzelte, stereotype Bilder von älteren Erwachsenen

in der Entwicklung von Assistenzrobotern dazu, dass Senior*innen Roboter trotz

des von Entwickler*innen angenommenen potenziellen Nutzens ablehnten (Neven

2010). So wurden ältere Menschen von Forschenden als einsam und hilfsbedürftig

definiert und die Funktionalitäten der Roboter danach entwickelt. Senior*innen,

die an Studien teilnahmen, wollten diesen Stereotypen gezielt nicht entsprechen

und bewerteten den Roboter dementsprechend als »nicht für mich geeignet«.

Wann und wie kommen Nutzer*innen zu Wort?

Die Beteiligung von potenziellen Nutzer*innen an der Entwicklung sozialer Ro-

boter kann in verschiedenen Phasen erfolgen: (1) bei der Konzeptualisierung eines

neuen Roboters für soziale Dienste, (2) bei der Anpassung einer bestehenden Ro-

boterplattform oder dem Bau einer neuen für einen bestimmten Anwendungsfall,

(3) bei der Nutzung des Roboters im vorgesehenen Kontext.

In der Phase der Konzeptualisierung ist die Beteiligung von Nutzer*innen am

häufigsten anzutreffen. Potenzielle Nutzer*innen und weitere Interessengruppen

erhalten die Gelegenheit, ihre Gedanken und Meinungen zu äußern, um geeig-

nete Entwürfe und Verwendungen zukünftiger Roboter zu identifizieren. Um den

»idealen« Haushaltsroboter für ältere Erwachsene zu erforschen, führten Caleb-

Solly et al. (2014) z.B. Szenarien-basierte Workshops mit Einbindung von Nut-

zer*innen durch. Ein ähnlicher Ansatz wurde von Lee et al. (2012) gewählt, um

Gestaltungskonzepte für Haushaltsroboter zu entwickeln. Stollnberger et al. (2016)

beschreiben die Konzeptentwicklung eines Medizinrobotersystems im Projekt Re-

MeDi, bei der sie mit Ärzt*innen, Patient*innen und Assistent*innen zusammen-

arbeiteten. In der Konzeptualisierungsphase ist der Designraum am weitesten ge-

öffnet und wird lediglich von der Projektvision und weiteren Vorannahmen der

Forschenden begrenzt, daher ist die Beteiligung von Nicht-Forschenden hier am

einfachsten umsetzbar.

Wenn der Projektplan bereits eine bestehende Roboterplattform für die Ver-

wendung vorsieht, wie bspw. Care-O-Bot oder Pepper, besteht die Beteiligung von

Nichtforschenden meist darin, kontextuell angemessene Verhaltensweisen mitzu-

gestalten. Zum Beispiel führten Belpaeme et al. (2018) eine Reihe von Studien mit

Lehrer*innen und Kindern durch, um Interaktionsszenarien für Roboter-unter-
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stützten Unterricht mit dem Nao-Roboter zu entwickeln. Azenkot et al. (2016) ar-

beiteten mit sehbehinderten und blinden Menschen zusammen, um zu untersu-

chen, wie Roboter diese in Innenräumen führen können. Der Designraum ist in

dieser Phase somit sowohl durch die bestehende, im Voraus gewählte Roboterplatt-

form als auch durch die Projektvision der Forschenden begrenzt. Wenn neue Ro-

boter konstruiert werden, wird meist nach einer ersten Konzeptualisierungsphase

mit potenziellen Nutzer*innen und weiteren Interessengruppen ein erster Proto-

typ gebaut und dann mit repräsentativen Nutzer*innen im Labor auf bestimmte

Forschungsfragen hin untersucht. Alternativ werden nur einige Roboterteile ge-

baut oder funktionelle Szenarien implementiert und im Labor untersucht. Nach

einer Reihe von Laborstudien werden die daraus resultierenden Erkenntnisse ite-

rativ auf den Roboterentwurf übertragen und in die Konstruktion eines finalen

Prototypen integriert.

Eine weitere große Herausforderung für den Gestaltungsprozess stellt die tat-

sächliche Nutzung und Evaluierung der entwickelten Systeme in ihrem Anwen-

dungskontext dar. In dieser Phase fehlen uns noch die Methoden und Herange-

hensweisen dafür, Nutzer*innen ohne großes Vorwissen in die Anpassung, Pro-

grammierung und das Training von Robotern einzubeziehen. In dieser Phase wer-

den daher vorrangig Feldstudien zur Nutzbarkeit oder Akzeptanz durchgeführt

(Weiss et al. 2015; Bajones et al. 2019). Im Folgenden dienen uns die Projekte IURO

und Hobbit als Fallbeispiele, um die speziellen Herausforderungen für partizipa-

tive Gestaltung von sozialen Robotern aufzuzeigen.

IURO und Hobbit: Zwei Roboter mit unterschiedlicher Mission

IURO steht für Interactive Urban Robot (Interaktiver Stadtroboter). Dieser Robo-

ter wurde nach einem nutzungszentrierten Gestaltungsansatz im Rahmen eines

von der EU geförderten Projekts von 2010 bis 2013 entwickelt (Weiss et al. 2015).

Der Hauptanspruch des IURO-Projekts war die Entwicklung eines Roboters, der

selbständig von einem Startpunkt zu einem bestimmten Ort in einer öffentlichen

städtischen Umgebung navigieren kann, indem er Fußgänger*innen bittet, ihm

den Weg zu erklären. Der Roboter wird also in einer öffentlichen Umgebung ohne

vorherige topologische Information platziert und kannmit den Informationen, die

er ausschließlich aus der Interaktion mit Menschen erhält, zu einem Ziel navigie-

ren. Die Beteiligung von Nutzer*innen erfolgte in allen Phasen des Entwicklungs-

prozesses (siehe Tabelle 1) und es wurde versucht, die jeweiligen Erkenntnisse im

Spiralmodell der Soft- und Hardwareentwicklung zu berücksichtigen (siehe Abbil-

dung 2).
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Tabelle 1: Nutzer*innen-Beteiligung im IURO Projekt

Phase Design-Aspekt Methode

Konzeptualisierung Kontextverständnis Beobachtungsstudien (Weiss et al. 2011b;

Buchner et al. 2011)

Konzeptualisierung Erscheinungsbild Design-Workshop (Förster et al. 2011)

Konzeptualisierung Kommunikation Analyse menschlicher Dialoge (Gonsior et

al. 2011; Mirnig et al. 2011)

Implementierung Dialogmodell und

Feedbackmodalitäten

Laborexperiment (Mirnig et al. 2012a)

Implementierung Gesichtsausdrücke Laborexperiment (Gonsior et al. 2011b)

Implementierung Soziale Navigation videobasierte Studien und Experimente

(Carton et al. 2013)

Nutzung Technologieakzeptanz Feldversuch inkl. Umfragen, Interview, Ver-

haltensbeobachtung (Weiss et al. 2015)

Abbildung 2: Das Spiralmodell der Entwicklung des IURO Roboters

(Weiss et al. 2015)

Hobbit ist der Name eines Pflegeroboters, der wie ein Hobbit in Tolkiens »Herr

der Ringe Welt« im Verhältnis zu Menschen »halbhoch » sein sollte. Die Grundidee

des von der EU geförderten Projekts Hobbit (2011-2015) bestand darin, einen Ser-

viceroboter zu entwickeln, der es älteren Menschen ermöglicht, möglichst lange

in ihrem eigenen Zuhause leben zu können und sich dort sicher zu fühlen. Auch

dieses Projekt folgte einemnutzungszentriertenGestaltungsansatz.DieHauptauf-
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gabe des Roboters (siehe Abbildung 3 für die verschiedenen Entwicklungsstadien)

lag in der Vermittlung eines »Gefühls der Sicherheit und Unterstützung« und eines

Gefühls der Selbstwirksamkeit (Glaube an die Fähigkeit, unabhängig vom Roboter

noch selbst Aufgaben erledigen zu können). Folglich konzentrierten sich die Funk-

tionen des Roboters auf die Notfallerkennung (mobiles Navigieren und Erkennen

einer Unfallsituation), die Handhabung von Notfällen (beruhigende Dialoge, Kom-

munikation mit Angehörigen usw.) sowie auf Maßnahmen zur Sturzprophylaxe

(Objekte vom Boden aufheben, Transport von Kleinteilen, Suchen und Bringen von

Gegenständen und Erinnerungen an Arzttermine u.Ä.) (Bajones et al. 2018). Dar-

über hinaus wurden eine hohe Nutzbarkeit und Technologieakzeptanz sowie ein

angemessenes Maß an Erschwinglichkeit als Schlüsselkriterien für einen breiten

Erfolg des Roboters angesehen (Vincze et al. 2014).

Abbildung 3: Hobbit Roboter in verschiedenen Entwicklungsphasen: Kon-

zeptentwürfe, erster Prototyp für Laborstudie, zweiter Prototyp wie er in

Privathaushalten zum Einsatz kam (vlnr. © TUWien)

Wie bei IURO fand auch beim Hobbit-Projekt eine Einbeziehung potenzieller

Nutzer*innen in allen Phasen der Entwicklung statt (siehe Tabelle 2).

In beiden Projekten hatten potenzielle Nutzer*innen die Möglichkeit, ihre Ge-

danken über mobile Roboter auf der Straße oder einen Pflegeroboter für ältere

Menschen zu äußern. Allerdings war der Gestaltungsrahmen durch einige Projekt-

vorgaben bereits deutlich eingeschränkt, was die Entwicklung neuer Ideen betraf;

z.B. die Vorgabe, dass die Interaktion mit dem IURO-Roboter sprachbasiert er-

folgen soll oder der Hobbit-Roboter zur Sturzprävention Gegenstände vom Boden

aufheben können soll. Auch hatten die Nutzer*innen nur wenig Gelegenheiten, an-

dere für sie wichtigeThemen anzusprechen. Somit fungierten sie in erster Linie als

Informant*innen für das Forschungsteamundnicht alsMitarbeiter*innen, die sich

aktiv am Festlegen von Zielen oder am Entscheidungsfindungsprozess beteiligen
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konnten. Im Hobbit-Projekt wurde dies auch von einigen der Personen, die an ver-

schiedenen Aktivitäten teilnahmen, kritisch angemerkt. Unter anderem erwähnte

eine Teilnehmerin nach dem Laborexperiment, dass sie in einem der Workshops

angeregt hatte, dass der Roboter Fensterputzen und Blumen gießen können solle,

und fragte, warum dies offensichtlich niemand in der Entwicklung berücksichtigt

hat. Wichtig zu erwähnen ist, dass die Beteiligung nicht vorsätzlich beschränkt

wurde, sondern vielmehr aufgrund vonmethodischenHerausforderungen,wie wir

im nächsten Abschnitt darlegen.

Tabelle 2: Nutzer*innen-Beteiligung in Hobbit

Phase Design-Aspekt Methode

Konzeptualisierung Nutzungsanforderungen

und Erscheinungsbild

Designworkshops inÖsterreich (implizite

Assoziation und

Fragebögen) (Körtner et al. 2012) und

Schweden (Interviews) (Frennert et al.

2012)

Implementierung Interaktionsparadigma

und grundlegende

Funktionalitäten

Laborexperiment mit Zielpopulation (Fi-

schinger et al. 2014 Lammer et al. 2014)

Nutzung Nutzungsfreundlichkeit,

Nutzungsakzeptanz

Feldversuch inkl. Umfragen, Interviews

und Loggingdaten (Bajones et al. 2019)

Partizipative Gestaltung in der Roboterentwicklung –
Die Herausforderungen

Partizipative Methoden in der Entwicklung sozialer Roboter findet man bisher

vorrangig in der Konzeptualisierungsphase und weniger, wenn es darum geht,

diese Konzepte tatsächlich umzusetzen. Daher fragen wir uns: Warum ist es so

schwierig, Nichtforschende an der Entwicklung sozialer Serviceroboter zu betei-

ligen? Im Folgenden benennen wir die besonderen Herausforderungen, die auch

wir in den Projekten IURO und Hobbit erlebt haben, und reflektieren, weshalb

eher ein »Nutzer*innen als Informant*innen-Paradigma« als ein gestaltungsoffe-

nes »Beteiligungs-Paradigma« vorherrscht.

Die grundlegende Herausforderung für die partizipative Gestaltung in der

Technologieentwicklung besteht darin, allen Teilnehmenden ein ausreichendes

technisches Grundverständnis zu vermitteln, damit sie sich aktiv am Ausge-

staltungsprozess beteiligen können. Frühere Arbeiten (z.B. Weiss et al. 2011a)

haben gezeigt, dass die Bewertung der erlebten Mensch-Roboter-Interaktion

durch den Grad der Beteiligung am Entwicklungsprozess beeinflusst wird. Die
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Bewertungen sozialer Serviceroboter durch Nichtforschende mit mangelndem

Technologieverständnis unterscheiden sich von jener durch Forscher*innen und

Entwickler*innen, deren Bewertungen von ihren wissenschaftlichen Paradigmen

und impliziten Roboter-Narrativen gefärbt sind.

Die Funktionsweisen von Technologien, die künstliche Intelligenz (KI) undma-

schinelles Lernen beinhalten, sind oftmals besonders schwer nachzuvollziehen.

Selbst erfahrene Forschende in diesen Bereichen können nicht vorhersehen,wie ei-

ne bestimmte algorithmische Lösung das Roboterverhalten beeinflussen wird. Aus

KI und maschinellem Lernen erfolgt immer, dass eine Technologie sich im Zuge

ihrer Nutzung verändert und an Umgebungsfaktoren anpasst; z.B. selbstfahren-

de Autos, die Objekte und die angemessene Reaktion auf diese im Straßenverkehr

erst erlernen müssen. Ein und derselbe Staubsaugerroboter wird beispielsweise

in zwei unterschiedlichen Haushalten unterschiedliche Bewegungsmuster erler-

nen. Teilnehmende eines Entwicklungsprojektes können Konzepte und deren Um-

setzung allerdings nur während des Projektzeitrahmens bewerten. Evaluierungen

stellen in diesem Sinne nie eine finale Bewertung eines sozialen Serviceroboters

dar. Eine gestaltungsoffene Teilhabe an der Entwicklung muss dementsprechend

Möglichkeiten bieten, Zukunftsszenarien zu diskutieren und zu bewerten, um auf

deren Grundlage zu Lösungen zu gelangen, die möglichst wenig unerwünschte

und unvorhersehbare Nebeneffekte mit sich bringen. Technologien auf der Basis

von maschinellem Lernen und KI müssen darüber hinaus trainiert werden, d.h.

den Robotern müssen immer wieder Umgebungen, Gegenstände, Situationen ge-

zeigt werden, damit sie dadurch lernen.Hierbei ist es schwer die Grenze zu ziehen,

wann Nutzer*innen das System aktiv trainieren oder lediglich damit passiv inter-

agieren.

Um eine gestaltungsoffene, demokratische Beteiligung in derMensch-Roboter-

Interaktionsforschung zu diskutieren, setzen wir uns im Weiteren mit drei spezi-

fisch sozio-technischen Herausforderungen auseinander:

(1) Das Narrativ des Serviceroboters bringt sehr viel »Gepäck« mit sich, sowohl für

potenzielle Nutzer*innen als auch für Forschende und Entwickler*innen.

(2) Ein Machtgleichgewicht zwischen Interessengruppen erfordert nicht nur, ein

breiteres Spektrum an Akteur*innen einzubinden, sondern auch Methoden zu

entwickeln, die alle befähigt Gestaltungsentscheidungen mitzutreffen.

(3) Der Roboter als autonomer, lernender Agent im sozio-technischen Netzwerk

muss stärkere Berücksichtigung finden. Da sein Verhalten sich mit der Zeit

verändert, ist es nicht vollständig vorhersehbar und kann nicht bis ins letzte

Detail geplant und gestaltet werden.
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Wir argumentieren, dass die erste Herausforderungmit den derzeitigenMethoden

der partizipativen Gestaltung schon sehr gut adressiert werden kann. Die zweite

und dritte Herausforderung bedarf unserer Meinung nach neuer Methoden und

gesamtheitlicherer Ansätze, um eine aktive Teilhabe zu ermöglichen.

Das Roboter-Narrativ

Damit Nutzer*innen sich konstruktiv am Entwurfsprozess sozialer Servicerobo-

ter beteiligen können, müssen sie ausreichend über die technologischen Möglich-

keiten und Limitierungen Bescheid wissen. Die erste Hürde stellt bereits der Be-

griff Roboter an sich dar. Selbst Robotiker*innen sind sich nicht darüber einig,

was einen Roboter ausmacht. Unter Forschenden und Entwickler*innen hört man

oft die Aussage »Ich erkenne einen Roboter, wenn ich einen sehe«. Dennoch ha-

ben Forschende aus den Bereichen Robotik, KI und Mensch-Roboter-Interaktion

in Entwicklungsprojekten einen ähnlichen Kenntnisstand über die einem interak-

tiven/autonomen System zugrunde liegenden Technologien, wie z.B. maschinelles

Sehen, Verhaltenskoordination, Lokalisierung und Kartierung etc., der anderen In-

teressengruppen fehlt.

Science-Fiction prägt Erwartungshaltungen

Für potenzielle Nutzer*innen hingegen dienen oft mediale Darstellungen in der

Populärkultur als Ausgangsbasis (Feil-Seifer and Mataric 2009; Kriz et al. 2010;

Bruckenberger et al. 2013), um Erwartungen an Roboter zu formulieren. Generell

sind Science-Fiction-Filme oft von der realen Wissenschaft inspiriert und haben

wiederum Wissenschaftler*innen dazu inspiriert, mit den fiktionalen Erfindun-

gen Schritt halten zu wollen (Lorencık et al. 2013). Dennoch sind sie kein Abbild

des aktuellen Stands der Technik und können somit unrealistische Erwartungs-

haltungen für Entwicklungsprojekte erzeugen.

Im Rahmen des IURO-Projekts (Bruckenberger et al. 2013), zeigten drei ver-

schiedene Studien, dass die mediale Darstellung fiktiver Roboter nicht nur die Er-

wartungen an den realen IURO-Roboter erhöhten, sondern dass die Teilnehmen-

den aufgrund dieser Darstellungen fraglos von einer zukünftigen Gesellschaft mit

Robotern ausgingen. Science-Fiction erschwerte also einerseits die Akzeptanz des

konkreten IURO-Roboters aufgrund von übersteigerten Erwartungshaltungen, eb-

nete aber andererseits auch den Weg für eine grundsätzliche Akzeptanz für den

zukünftigen Einsatz derartiger Serviceroboter. Diese Studien verdeutlichen somit,

dass es wichtig ist, potenzielle Nutzer*innen zu Beginn des Entwicklungsprozes-

ses mit moderner Robotertechnologie vertraut zumachen, um die Science-Fiction-

Voreingenommenheit zu reduzieren. Feldstudien mit dem IURO-Roboter konnten
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darüber hinaus zeigen, dass die direkte Interaktion mit dem Roboter zu einer po-

sitiveren Gesamteinstellung gegenüber Robotern beitragen konnte (Mirnig et al.

2012b). Ähnliche Erkenntnisse wurden auch mit dem Roboter-Hund AIBO gene-

riert (Bartneck et al. 2007).

Nicht nur Science-Fiction, sondern auch der unbewusste Vergleich mit Men-

schen kann zu unrealistischen Erwartungen an soziale Serviceroboter führen. Im

Gegensatz zu Robotern, können Menschen komplexere Fähigkeiten nur auf Basis

von bereits erworbenen Fähigkeiten erlernen. Ein Roboter hingegen kann eine für

den Menschen sehr anspruchsvolle Tätigkeit autonom ausführen, ohne vorab alle

für Menschen notwendigen Grundfähigkeiten erworben zu haben (Fischer 2006),

wie z.B. einen Dialog führen zu können, ohne die Grundlagen des Spracherwerbs

gelernt zu haben. Im IURO-Projekt konnten wir Anmerkungen von Teilnehmer*in-

nen der Feldstudien identifizieren, die ein ähnliches Unverständnis über das Fä-

higkeitsspektrum des Roboters zum Ausdruck brachten, wie z.B.: »Wenn der Ro-

boter autonom von A nach B navigieren kann, wie kann es dann sein, dass er nicht

weiß, wohin er fahren soll?« In der Vorstellung der Teilnehmenden war die autono-

me Navigation die komplexere Fähigkeit, als das Navigationsziel zu erkennen. In

ähnlicher Weise war es für die Teilnehmer*innen der Haushaltsstudie im Hobbit-

Projekt schwer nachzuvollziehen,warumder Roboter potenziell jedes beliebigeOb-

jekt vom Boden aufheben kann, aber nur zuvor gelernte Objekte autonom finden

und greifen kann.

Der Begriff Roboter

Die Beteiligung an der Entwicklung von Gestaltungsideen für »Technologien der

Zukunft« setzt auch eine gewisse Kompetenz aller Teilnehmenden voraus, sich

technisch machbare Zukunftsszenarien vorzustellen und die Vorschläge anderer

Teilnehmenden zu verstehen und zu würdigen. Klassische Methoden der parti-

zipativen Gestaltung wie Exkursionen (z.B. zu Robotikunternehmen), Szenarien-

entwicklung und Zukunftswerkstätten können dazu eingesetzt werden. Wenn das

Ziel jedoch ist, Zukunftsszenarien für Roboter zu entwickeln, bringt schon der Be-

griff einige Schwierigkeitenmit sich. ImHobbit-Projekt wurde daher ganz bewusst

der Begriff ›Roboter‹ in den Konzeptualisierungsworkshops vermieden (Huber et

al. 2014). Wir wollten Ideen für das Konzept des Roboters durch Assoziationsver-

fahren generieren, die nur den Begriff ›Helfer*in‹ verwendeten, um technologisch

gefärbte Assoziationen (z.B. durch Science-Fiction) zu vermeiden und den Gestal-

tungsspielraum zu Beginn möglichst offen zu halten. Handlungsleitend war die

Annahme, dass es Senior*innen leichter fallen würde, Überlegungen anzustellen,

sich eine*n perfekte*n Helfer*in für das Zuhause vorzustellen als einen Roboter, da

so Fragen der technologischenMachbarkeit zunächst ausgeklammert waren. Aller-

dings eröffneten wir mit diesem Ansatz auch einen technologisch unrealistischen
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Gestaltungsraum für das Projekt, der dann wiederum in technologische Machbar-

keit hätte übersetzt bzw. reduziert werden müssen. So sagte eine Teilnehmerin

im bereits zitierten Beispiel in der Konzeptualisierungsphase: »Dieser Helfer wird

meine Fenster putzen und meine Blumen gießen müssen«. Diese Fähigkeiten sind

technisch allerdings in einem dreijährigen Entwicklungsprozess kaum umzuset-

zen. Als die Teilnehmerin schließlich an einer Laborstudie mit dem ersten Pro-

totypen teilnahm, war ihre Enttäuschung über die tatsächlichen Fähigkeiten des

Roboters groß.

Situationen wie diese, die sich auch negativ auf die wahrgenommenen Teilha-

be der Nichtforschenden in einem Entwicklungsprozess auswirken, können ver-

mieden werden, wenn alle Teilnehmenden ein grundlegendes Verständnis von den

technischen Möglichkeiten aktueller Serviceroboter haben. Ein typischer Ansatz,

um das zu erreichen, ist es, Bilder oder Videos von Robotern als Diskussionsanstoß

zu zeigen. Im IURO-Projekt wurde dieser Ansatz gewählt, um den Teilnehmenden

eines Workshops zur optischen Gestaltung des Roboters eine Vorstellung davon zu

vermitteln, wie Roboter mit ähnlichen Funktionalitäten aktuell aussehen (Förster

et al. 2011). In ähnlicher Art haben auch Lee et al. (2017) in Workshops mit Seni-

or*innen Videos von existierenden Robotersystemen für die Altenpflege gezeigt,

um zu lernen, wie ältere Erwachsene diese Systeme interpretieren und bewerten.

Wizard-of-Oz – Von der bewussten Täuschung in Laborstudien

Prototypische Technologien werden in Laborstudien häufig mit dem sogenann-

ten Wizard-of-Oz-Verfahren (WoZ, nach dem gleichnamigen Film ›Der Zauberer

von Oz‹ 1939) getestet. In diesem Verfahren sitzt ein ›Wizard‹ in einem separaten

Raum, während Proband*innen mit dem Roboter interagieren. Der ›Wizard‹ star-

tet und beendet Interaktionssequenzen, die zwischen Roboter und Mensch ausge-

führt werden. Proband*innen bleiben dabei in dem Glauben, das System sei voll

autonom. Ursprünglich wurde diese Art von Setting für Studien zu sprachgesteu-

erten Systemen entwickelt, als diese noch vorrangig prototypisch ohne KI umge-

setzt wurden. Für Laborstudien zur Mensch-Roboter-Interaktion bietet WoZ den

Vorteil, dass Studien durchgeführt werden können bevor alle Bestandteile tech-

nisch funktionsfähig sind, die für eine autonome Interaktion notwendig wären.

Des Weiteren ist es möglich, Aspekte zu testen, die eventuell technisch noch gar

nicht autonom realisierbar sind. Vor allem aber kann eine standardisierte Laborsi-

tuation erzeugt werden, in der ein Roboter immer dieselben Aktionen ferngesteu-

ert ausführt. Der Anteil des Roboterverhaltens, der während der Studie gesteu-

ert wird und nicht autonom läuft, kann dabei stark variieren (Riek 2012). Unter

MRI- Forschenden gibt es ein Bewusstsein dafür, dass diese Steuerung eine Illusi-

on von Roboterintelligenz bedeutet, die auch ethische Risiken birgt. Unter ande-

rem kann WoZ unangemessene Erwartungen an Roboter bei Studienteilnehmen-
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den noch weiter verstärken (Riek and Howard 2014). Außerdem sind Ergebnisse

aus WoZ-Studien nicht immer direkt übertragbar in Situationen außerhalb des

Labors. Im IURO-Projekt wurde z.B. in einer WoZ-Laborstudie festgestellt, dass

die Teilnehmenden die Information des »Pointers« am Kopf des Roboters (siehe

Abbildung 6) als hilfreich für Wegbeschreibungen empfanden (Mirnig et al. 2012a).

Im späteren Feldversuch konnte jedoch kein einziger Blick von Teilnehmenden auf

den »Pointer« festgestellt werden und niemand erwähnte den »Pointer« in den In-

terviews nach der Interaktion (Weiss et al. 2015). Die Entscheidung, den »Pointer«

im finalen Roboterdesign beizubehalten, wurde demnach durch eine falsche Er-

wartungshaltung, generiert durch eine WoZ-Studie, motiviert.

Machtausgleich zwischen Interessengruppen – Ein Balanceakt

Die traditionelle Form der Beteiligung potenzieller Nutzer*innen an der Ent-

wicklung sozialer Serviceroboter als Informant*innen gibt diesen nicht die

Möglichkeit, ihren Wissensstand während der Projektlaufzeit an den der For-

schenden anzupassen (und vice versa). Dagegen werden Forschende im Zuge der

Interaktion mit dem Roboter immer kompetenter und fühlen sich in der Folge

eher dazu befähigt, Gestaltungsentscheidungen zu treffen. Jedoch fehlen ihnen

die Perspektiven potenzieller Nutzer*innen z.B. im Hinblick auf die Alltagstaug-

lichkeit eines Roboters; nichtsdestotrotz betrachten sie ihr Wissen als überlegen.

Dies wirkt sich meist auf Entscheidungen aus, insbesondere wenn Erkenntnisse

aus der Konzeptualisierungs- und Prototyping-Phase auf die Systemintegration

übertragen werden.

Die Dominanz von Hardware-Entscheidungen

Das persönliche Roboter-Narrativ von Forschenden und Entwickler*innen und ih-

re Interpretationen der Beiträge anderer Interessengruppen im Gestaltungspro-

zess haben einen starken Einfluss auf die tatsächliche Entwicklung eines Roboters.

Bei dessen Konstruktionmüssen fundamentale Entscheidungen getroffen werden,

die den weiteren Gestaltungsraum stark einschränken, z.B. mit welcher Sensorik

der Roboter ausgestattet wird. Da Nutzer*innen kaum in diese Entscheidungen

involviert werden, fehlt ihnen später bei der Teilnahme an Studien das Verständ-

nis für die Funktionsweise des Roboters. Des Weiteren ist anzumerken, dass alle

Konsequenzen, die diese Entscheidungen für die Mensch-Roboter-Interaktion mit

sich bringen, auch nicht von den Forschenden und Entwickler*innen vorhergesagt

werden können, sondern vieles auf wiederholten Versuchsverfahren basiert und

während der Entwicklung ausgetestet wird. Der Prozess, wann und wie Entschei-

dungen getroffenwerden,wird selten in denwissenschaftlichen Publikationen the-
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matisiert und dokumentieret; im Rahmen der hier diskutierten Fallbeispiele wur-

den sie aber immer von Forschenden und Entwickler*innen und ohne Beteiligung

anderer Interessengruppengetroffen. Das Phänomen, dass Designentscheidungen

oftmals nicht bewusst getroffen werden, sondern aus dem Prozess heraus entste-

hen, ist nicht neu in der Technologieentwicklung: »much of the value of prototypes

as carriers of knowledge can be implicit or hidden.They embody solutions, but the

problems they solve may not be recognized« (Stappers 2007: 77).

Im Hobbit-Projekt wurde beispielsweise eine Vielzahl von Entscheidungen für

die prototypische Umsetzung des Roboters von zwei Prämissen geleitet: (1) die Ge-

samtkosten des Roboters sollten niedrig bleiben; somit kamen nur bestimmte Sen-

soren in Frage, die Limitierungen mit sich brachten, (2) die Höhe des Roboters

sollte so gestaltet sein, dass eine Interaktion via Touchscreen sowohl im Stehen als

auch im Sitzen komfortabel möglich ist. Die Gestaltungsideen, die zu Beginn des

Projekts in partizipativen Designworkshops von potenziellen Nutzer*innen gene-

riert wurden, gerieten während des Prozesses immer mehr in Vergessenheit und

wurden als »nicht vereinbar mit der technischen Machbarkeit« eingestuft und da-

her nicht weiter berücksichtigt (siehe Abbildung 4).

Abbildung 4: Hobbit Sensoren Set-up: Die Höhe des Kopfes und

der Neigungswinkel, sowie die Breite des Torsos wurden maß-

geblich durch die Sensorabdeckung bestimmt. (de la Puente et al.

2014)

Auch im IURO-Projekt wurden die Gestaltungsideen, die mit potenziellen Nut-

zer*innen generiert worden waren (Förster et al. 2011), kaum auf den Prototypen-

bau angewendet. In einem Designworkshop zu Beginn des Projekts wurde von den

Teilnehmenden vor allem hinterfragt, ob der Roboter eine funktionale oder men-
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schenähnliche Gestalt aufweisen sollte. Es zeigte sich eine Tendenz zur Bevorzu-

gung eines nicht-anthropomorphen Designs. Die Teilnehmenden wünschten sich

einen Roboter mit einem tierähnlichen Kopf und nur einem Arm zur Objektma-

nipulation (siehe Abbildung 5). Die Design-Entscheidungen für den humanoiden

Kopf, die vierrädrige Plattform und die beiden gummiartigen »Dummyarme« wur-

den jedoch ausschließlich von Forschenden und Entwickler*innen getroffen, oft-

mals mit dem Argument, diese Entscheidungen seien notwendig, um die Funktio-

nalität des Roboters zu gewährleisten (siehe Abbildung 5).

Abbildung 5: Links: Ergebnis des IURO Designworkshops (Förster

et al. 2011); rechts: IURO Hardware Set-up (Weiss et al. 2015)

Die fehlende Beteiligung von potenziellen Nutzer*innen in der Umsetzungs-

phase führte auch in diesem Projekt dazu, dass manche Detailaspekte, wie der

Wunsch nach einem tierähnlichen Kopf verloren gingen. So wurde zum Beispiel zu

Beginn der Kopf des IURO-Roboters ohne weitere kritische Hinterfragung auf Ba-

sis eines schon existierenden prototypischen Kopfes mit tierähnlichen Merkmalen

entwickelt (EDDIE, siehe Abbildung 6, links). Als jedoch die Entscheidung getrof-

fen wurde, für den finalen Prototypen eine schönere Hülle zu schaffen, ging diese

frühere Designentscheidung verloren – vielleicht aufgrund der impliziten Vorstel-

lung der Entwickler*innen, dass Serviceroboter humanoide Gestaltungsmerkmale

aufweisen – und ein anthropomorpher Kopf wurde gestaltet (IURO, siehe Abbil-

dung 6, rechts). In ähnlicher Weise wurden auch andere Entscheidungen bei der

Konstruktion der Roboterplattform letztlich ausschließlich von den Forschenden

und Entwickler*innen getroffen, wie es von den Forschenden auch implizit in ei-

ner Publikation dargestellt wurde:

»As the robot did not need to be able to grasp or manipulate anything we decided

against equipping it with an arm with a pointing hand. Thereby, we wanted to

avoid wrong expectations if the robot had a hand, but would not be able to grasp

https://doi.org/10.14361/9783839454534-005 - am 12.02.2026, 16:48:52. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839454534-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/


Es ist Zeit für bessere Ideen 115

with it. Instead, we used a pointer, mounted on the head of the robot, for indicat-

ing directions.« (Weiss et al. 2015: 45f.)

Abbildung 6: links: EDDIE Kopf mit »Pointer« (Mirnig et al. 2012a), rechts: IURO Kopf des

finalen Prototypen © 2013 Accrea.

Technische Perspektiven allein machen keinen Serviceroboter

Die Entwicklung sozialer Serviceroboter, die erfolgreich eingesetzt werden können

sollen, braucht mehr Blickwinkel als nur den technischen. In einem nutzungszen-

trierten Prozess werden typischerweise primäre Nutzer*innen einbezogen (Payr et

al. 2015). Daneben gibt es jedoch sehr viel mehr relevante Interessengruppen, die

einen wertvollen Beitrag zur Entwicklung sozialer Serviceroboter leisten könnten.

Im kürzlich abgeschlossenen EU-Projekt Responsible Ethical Learning With Ro-

botics (REELER) wurde das sogenannte Human-Proximity-Model erarbeitet. Dieses

Modell basiert auf ethnografischen Studien (Hasse et al. 2018) und listet drei re-

levante Interessengruppen auf, die aktiv an der Entwicklung von Servicerobotern

beteiligt werden sollten (siehe Abbildung 7).

Das Zentrum bilden hier die Entwickler*innen der Roboter. Diese setzen sich

zusammen aus Personen mit technischem Fachwissen, deren Aufgabe es ist, Ro-

boter ganz oder teilweise zu entwickeln (z.B. Maschinenbauer*innen, Informa-
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Abbildung 7: Das Human-Robot-Proximity-Model entwickelt im

REELER Projekt (https://reeler.eu, 16.12.20)

tiker*innen, Industriedesigner*innen), sowie Entscheidungsträger*innen, deren

Rolle darin besteht, den Rahmen für die Entwicklung festzulegen (z.B. Förderein-

richtungen, Regulierungsbehörden), aber auch Personen, die auf andere Weise die

Finanzierung und den Marktzugang erleichtern (z.B. Anwält*innen, Investor*in-

nen, Marketing- oder Public-Relations-Personen), und schließlich Personen mit

Expertise im Anwendungsbereich (z.B. ein Bauunternehmen oder Bauträger für

einen Industrieroboter oder ein*e Molkereibesitzer*in für einen Melkroboter).

Der mittlere Kreis besteht aus Vermittler*innen zwischen Entwickler*innen

und (direkten und indirekten) Anwender*innen von Robotern. Hier wird weiter

unterschieden zwischen Vermittler*innen, die im Namen von Anwender*innen

sprechen (z.B. das Pflegepersonal, das im Namen der Patient*innen spricht) und

Vermittler*innen, die im Namen von Entwickler*innen sprechen und meist ei-

nen interdisziplinären, sozialwissenschaftlich geprägten Hintergrund in Mensch-

Roboter-Interaktionsforschung haben.

Den äußersten Kreis desModells bilden direkt oder indirekt betroffene Anwen-

der*innen, also Personen, die den Roboter direkt nutzen (bedienen oder mit ihm

interagieren) werden (z.B. Patient*innen, die einen Rehabilitationsroboter benut-

zen) oder die mit dem Roboter indirekt in Berührung kommen und von ihm be-

troffen sind (z.B. Familienmitglieder, die Patient*innen bei der Benutzung eines

Rehabilitationsroboters helfen, oder Pflegepersonal, das mit einem Reinigungsro-

boter interagiert). Indirekt betroffen können auch Personen sein, die den Roboter
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wahrscheinlich nie direkt bedienen, benutzen oder mit ihm interagieren werden,

aber dennoch von ihm betroffen sein können (z.B. Physiotherapeuten, deren Tä-

tigkeitsprofil sich durch den Roboter ändert).

Eine derart breit angelegte Beteiligung ist jedoch selten in Entwicklungspro-

jekten. Im IURO-Projekt wurden Interessengruppen über direkte Anwender*innen

hinaus gar nicht in Betracht gezogen. Die grundlegende Herausforderung bestand

schon in der Definition der direkten Anwender*innen, da der Projektanspruch dar-

in bestand, einen Roboter für »potenziell jede*n Passant*in auf der Straße« (Weiss

et al. 2015) zu entwickeln. Diese Definition ist eine immer wiederkehrende Her-

ausforderung für die Entwicklung von Servicerobotern, die als Führer*in von Be-

sucher*innen (Triebel et al. 2016) oder Tourist*innen (Karreman et al. 2012) oder

als Empfangs- und Informationsschalterroboter (Lee et al. 2010) gedacht sind. Im

IURO-Projekt führte dies zu der Entscheidung, dass alle Proband*innen ohne Vor-

erfahrung in Robotik für eine Einbindung als Nutzer*innen geeignet sind. Work-

shops und andere Anforderungsstudien können jedoch, realistisch betrachtet, die-

se Bandbreite an Vielfalt nicht abbilden. Vielmehr wurde aus der Not eine Tugend

gemacht und eine willkürliche Stichprobe in der Münchener Fußgängerzone (wo

der Roboter final evaluiert wurde) als angemessen betrachtet.Umdie Schwierigkeit

der Definition von direkten Anwender*innen abzufedern, wurde früh im Projekt

entschieden, mit Personas (Nutzermodelle, die Personen einer Zielgruppe in ihren

Merkmalen charakterisieren) und Szenarien zu arbeiten (Zlotowski et al. 2011), die

basierend auf vorherigen Studiendaten entwickelt wurden, aber von den Annah-

men und Interpretationen der Forschenden geprägt und nicht gemeinsammit den

Nutzer*innen entworfen wurden.

Im Hobbit-Projekt wurde bereits eine größere Bandbreite an Interessengrup-

pen involviert. Es wurden sowohl direkte und indirekte Anwender*innen beteiligt

als auch Anwendungsvermittler*innen aus der Gerontologie. Es wurden ebenso

Entscheidungen durch Standardisierungs- und Zertifizierungsaspekte beeinflusst,

wie z.B. der Verzicht auf die Integration einer Gehhilfe (wie eine Rollatorfunktion

oder einen intelligenten Spazierstock), da dies den Roboter zu einem Medizinpro-

dukt gemacht hätte, das höhere Standardisierungsanforderungen hätte erfüllen

müssen.

Ein Akteur, der unserer Meinung nach noch viel zu wenig Beachtung in partizi-

pativen Methoden der Mensch-Roboter-Interaktionsforschung erfährt, obwohl er

einen maßgeblichen Teil des sozio-technischen Gefüges darstellt, ist der Roboter

selbst als nichtmenschlicher, lernender Agent. In der Forschungsgemeinschaft des

partizipativen Design wird KI bereits als eine neue Art von Design-Material ange-

sehen, das gestaltet werden kann (Holmquist 2017). Ähnlich wie Holz, das verarbei-

tet wird, kann sich auch KI nach »Fertigstellung« eines Artefakts weiter verändern.

Da wir davon ausgehen, dass Roboter ihre soziale Nützlichkeit aus der Interaktion

mit Nutzer*innen und deren sozialemKontext generieren, sollten sie unseremVer-
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ständnis nach als nichtmenschliche Akteure in einem wechselseitigen Lernprozess

intensiver mitgedacht werden, wie wir später noch ausführen werden.

Der adaptive Roboter – Das sich immer weiter entwickelnde System

Viele Probleme und Anwendungen von Servicerobotern sind zum Zeitpunkt ihrer

Konstruktion nicht vollständig vorhersehbar und ergeben sich auch durch die In-

teraktion mit Nutzer*innen. Ein adaptives System kann demnach nie vollständig

ausgestaltet sein; es bleibt variabel. In der Forschungsgemeinschaft des partizipa-

tiven Designs spricht man in diesem Zusammenhang von der Notwendigkeit von

Meta-Design (Fischer und Giaccardi 2006). Dazu versucht man in interdiszipli-

nären Teams ein ganzheitliches sozio-technisches Umfeld zu entwickeln, in dem

Menschen Systeme während ihrer Nutzung weiter gestalten können, anstatt kon-

textlose Technologien zu konzeptionieren.

Soziale Serviceroboter müssen als offene Systeme gedacht werden, die von ih-

ren Nutzer*innen modifiziert werden können, da sie sich an den jeweiligen Inter-

aktionskontext anpassen müssen. Dafür müssen zwei unterschiedliche Zeitachsen

berücksichtigt werden: der Lebenszyklus eines einzelnen Roboters (ontogenetisch)

und die aufeinander folgenden Lebenszyklen verschiedener Generationen von Ro-

botermodellen/-prototypen (phylogenetisch) (McGinn 2019). Ontogenetische Ver-

änderungen der Interaktion (aufgrund von maschinellem Lernen, Verbesserung

der Software, Hinzufügen von Hardwaremodulen usw.) sind eine Herausforde-

rung, die bisher kaum in Roboterprojekten bedacht wurde. Bisher konzentrierte

sich die Beteiligung von Nutzer*innen hauptsächlich auf die Erforschung der Rol-

len, die Roboter in Zukunft spielen könnten (Huber et al. 2014) und aus dieser Per-

spektive auf Aspekte des Erscheinungsbildes (Förster et al. 2011), der multimodalen

Kommunikation (Mirnig et al. 2011) oder sozialer Navigationsstrategien (Carton et

al. 2013), ohne die Adaptivität eines lernenden Roboters zu diskutieren oder in der

Gestaltung zu berücksichtigen. In Zukunft wird es jedoch notwendig sein sicher-

zustellen, dass das Erscheinungsbild dem Verhaltensrepertoire und den Funktio-

nalitäten des Roboters entspricht und die Zeitachsen der weiteren Entwicklung zu

berücksichtigen, damit sich die kognitiven und interaktiven Fähigkeiten von Ro-

botern im Laufe der Zeit für die Nutzer*innen nachvollziehbar anpassen (Tapus et

al. 2007).

Roboter lernen, wenn sie genutzt werden

Im IURO-Projekt wurde der Aspekt des Lernens von Forschenden nur im Hinblick

darauf berücksichtigt, dass der Roboter von Fußgänger*innen »lernt«, wie er im

öffentlichen Raum navigieren kann, und dass für den Algorithmus wertvolle und

wertlose menschliche Angaben (z.B. widersprüchliche Wegbeschreibungen) iden-
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tifiziert werden. Nichts davon wurde jedoch mit Anwender*innen diskutiert, die

sich dieser Aspekte höchstwahrscheinlich nicht bewusst waren. Die Nutzer*innen

wurden während der Integration der ersten Prototypen sogar eher als ›Sensorrau-

schen‹ und damit nicht als Partner*innen in der Interaktion, sondern als ambiva-

lente Eingabequelle betrachtet.

Im Hobbit-Projekt haben Forschende und Entwickler*innen die notwendige

Adaptivität des Roboters durch Parameter definiert: Je nach Einstellung dieser Pa-

rameter war Hobbit eher passiv oder proaktiv, indem er Nutzer*innen z.B. nach

längeren Pausen aufforderte, wieder in Interaktion zu treten. Diese Parameter

wurden allerdings nicht gelernt, sondern von Entwickler*innen vorab definiert.

So sollte der Roboter sich z.B. nach einer Untätigkeit von »x« Stunden proaktiv

nähern und eine der Unterhaltungsfunktionen vorschlagen (Bajones et al. 2018).

Technisch gesehen war es bereits eine Herausforderung, diese Parameter in das

autonome Roboterverhalten zu integrieren. Wie sich diese Parametrisierung auf

das tatsächliche Roboterverhalten in den Haushaltsstudien auswirken würde, war

auch für die Entwickler*innen nicht vorhersehbar. Doch auch dieser Parameter-

Ansatz hätte mit Nutzer*innen gemeinschaftlich definiert werden können, um das

Roboterverhalten schon vor der Durchführung von Haushaltsstudien transparen-

ter zu machen.

Autonomes Roboterverhalten als »Blackbox«

Die Unvorhersagbarkeit des tatsächlichen Verhaltens eines autonomen Servicero-

boters stellt eine der größten Herausforderungen dar. Selbst für Entwickler*innen

ist es aufgrund der steigenden Komplexität nichtmehrmöglich, genau zu erklären,

warum und wie eine KI das tut, was sie gerade tut. Daher ist es umso relevanter,

Nutzer*innen die Möglichkeit zur Kontrolle über das System zu geben (Holmquist

2017). Um aktive Teilhabe im Entwicklungsprozess überhaupt möglich zu machen,

müssen Nutzer*innen verstehen, wie die Maschine lernt, wie sie trainiert wird

und welche Auswirkungen dieses Training auf die Interaktion hat. Ein Interakti-

onsparadigma in derMensch-Roboter-Interaktion ist das Learning-by-demonstration

(Weiss et al. 2009) oder Learning-by-imitation (Alissandrakis et al. 2011). Dabei lei-

tet der Roboter eine Strategie ab, die auf einer oder mehreren Demonstrationen

von Nutzer*innen basiert (Argall et al. 2009). Dieser Ansatz wird von Robotiker*in-

nen als sehr geeignet angesehen, um der Notwendigkeit Rechnung zu tragen, dass

zukünftige Serviceroboter ständig von ihrer (sozialen) Umgebung lernen und sich

anpassen müssen.

Die Herausforderung für partizipative Entwicklungsprojekte im Hinblick auf

die Adaptivität des Roboters besteht daher darin, dass das Erscheinungsbild und

das Verhalten des Roboters im Entwicklungsprozess zwar nur für die aktuelle

Version ausgestaltet werden kann, aber dabei der gesamte Lebenszyklus mitge-
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dacht werden muss, um eine langfristige Nutzung überhaupt zu ermöglichen.

Eine gestaltungsoffene und -sensible Technologieentwicklung, in der Menschen,

Sozialsysteme und technologische Entwicklung als zusammenhängend und

sich wechselseitig bedingend betrachtet werden, wird in der Mensch-Roboter-

Interaktionsforschung schon länger gefordert (Šabanović 2010), allerdings ist ihre

Umsetzung immer noch sehr anspruchsvoll und auch ressourcenintensiv. Im

Folgenden stellen wir unsere Ideen für mehr aktive Beteiligung und gegenseitiges

Lernen aller Teilnehmenden in Roboterprojekten dar und geben Handlungsemp-

fehlungen, wie diese zukünftig zur Anwendung kommen können.

Mehr partizipative Teilhabe in der Roboterentwicklung – Nur wie?

Den Kern einer gestaltungsoffenen Beteiligung von potenziellen Nutzer*innen und

weiteren Interessengruppen an der Technologieentwicklung bildet das gemeinsa-

me Lernen sowie der Abbau sozialer Hierarchien zwischen den beteiligten Grup-

pen (Bannon and Ehn 2012). Die Idee ist eine Verschiebung vom Modell der Nut-

zer*innen als Informant*innen, zu einer aktiven undmaßgeblichen Beteiligung. In

jüngster Zeit finden wir vermehrt partizipatorische Ansätze auch in der Roboter-

entwicklung (Lee et al. 2017); die Schwierigkeit dabei stellt allerdings die gleichbe-

rechtigte Beteiligung in allen Entwicklungsphasen dar, wie wir es auch in unseren

eigenen Projekten feststellen konnten.

In der Konzeptualisierungsphase des Hobbit-Projekts wurde versucht, in De-

signworkshops mit älteren Erwachsenen zu lernen, was sinnvolle Nutzungsmög-

lichkeiten für den Roboter sein könnten (Körtner et al. 2012; Frennert et al. 2012).

Allerdings ging die aktive Beteiligung der Senior*innen in den späteren Entwick-

lungsphasen immer weiter zurück bis sie nur noch Proband*innen in Labor-und

Feldstudien waren.Wir gehen wie Lee et al. (2017) davon aus, dass die aktiveMitge-

staltungsmöglichkeit die Chancen für einen erfolgreichen Adoptionsprozess sozia-

ler Serviceroboter in unserem Alltag erhöht, da die entwickelten Lösungen eher als

sinnvoll und nützlich wahrgenommen werden. Forschungsprojekte, die komplexe

soziale Serviceroboter hervorbrachten, wie IURO, Hobbit, SPENCER und FROG

konzentrierten sich in erster Linie darauf, technische Anforderungen zu erfüllen,

damit diese Roboter in menschlichen Umgebungen autonom funktionieren kön-

nen. Nutzer*innen werden dabei als wertvolle Informant*innen betrachtet, um

dies zu ermöglichen. Dennoch kommt keiner dieser Roboter (oder ähnliche kom-

merzielle Abwandlungen davon) bisher tatsächlich zum Einsatz. Das liegt unseres

Erachtens nicht nur daran, dass diese Roboter noch zu kostspielig für den Alltag

oder technisch nicht robust genug sind, sondern auch daran, dass es ihnen an

wahrgenommener Nützlichkeit fehlt.

Mit welchen Beteiligungsmethoden kann es also besser gelingen, als nützlich

bewertete soziale Serviceroboter zu entwickeln? Unserer Analyse nach müssen da-
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zu drei Kernkriterien erfüllt sein: (1) ein ausbalanciertes Kräfteverhältnis zwischen

Forschenden, Nutzer*innen und weiteren Interessengruppen, (2) die stärkere Be-

rücksichtigung von Robotern als nichtmenschliche lernende Agenten im Gestal-

tungsprozess, (3) die Betrachtung der Sozialität eines Roboters als Ergebnis von

Interaktion, die nicht durch Schlüsselreize determiniert werden. Basierend darauf

geben wir im Folgenden Handlungsempfehlungen für (1) aktuelle Entwicklungs-

projekte und (2) für Projekte, die in Zukunft mit fortgeschrittener technischer Rea-

lisierbarkeit konzeptualisiert werden könnten.

Was wir jetzt gleich tun können …

Wie wir gesehen haben, sind Diskrepanzen zwischen erwarteten und tatsächlichen

Fähigkeiten von Robotern oft im populär geprägten Roboter-Narrativ begründet.

Abhilfe schaffen könnte hier eine Methode des inkrementellen, partizipativen Roboter-

designs. Hierbei würden nicht erst integrierte Prototypen mit Nutzer*innen evalu-

iert, sondern einzelne Funktionalitäten. Dabei könnten in Studien mit repräsenta-

tiven Nutzer*innen auch gleichzeitig Trainingsdaten für den Roboter gesammelt

werden. Durch diesen engeren Bezug würden Nutzer*innen auch besser nachvoll-

ziehen können, wie sich die Komplexität und Funktionalität des Roboters entwi-

ckelt und wie unterschiedliche technische Designentscheidungen einander beein-

flussen. Im Hobbit-Projekt hätten wir das beispielhaft folgendermaßen umsetzen

können: Wenn man den Roboter gerufen hat, musste er zu Nutzer*innen hinfah-

ren und in angemessener Distanz stehen bleiben. Um das robust zu entwickeln,

wurden viele Stunden lang im Labor Tests gemacht, in denen Forschende Nut-

zer*innen nachstellten und diese Situation wieder und wieder wiederholten, um

die autonome Navigation zu optimieren, z.B. für verschiedene Lichtverhältnisse,

unterschiedlich große Personen, in Röcken oder Hosen etc. Nutzer*innen könn-

ten in diese Testphasen eingebunden werden und dadurch viel über das Verhalten

des Roboters lernen. Zugleich würde der Roboter Trainingsdaten durch repräsen-

tative Nutzer*innen erhalten. Wie auch Lee et al. (2017) festhalten, kann eine ak-

tive Beteiligung nur dann erzielt werden, wenn sich der Wissensstand zwischen

Forschenden und Nutzer*innen über mehrere Sitzungen hinweg allmählich etwas

angleicht. Diese Art des inkrementellen, partizipativen Designs kann auch das Ver-

trauen der Nutzer*innen in ihren Beitrag zur Entwicklung des Serviceroboters er-

höhen. Forschende haben zudem mehr Möglichkeiten, die Vorschläge anderer In-

teressengruppen einzubeziehen.

Ein inkrementeller, partizipativer Prozess ermöglicht darüber hinaus, dass

Nutzer*innen lernen, das Roboterverhalten vor allem im Fehlerfall besser zu

verstehen. Um bei dem Beispiel zu bleiben, würden Nutzer*innen lernen, welche

technischen Ursachen bestimmten Fehlern zugrunde liegen und weshalb der
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Roboter z.B. gar nicht erst los fährt, auf halbem Weg stehen bleibt, Nutzer*innen

nicht findet etc. Ebenso würden sie lernen, welche Möglichkeiten der Korrek-

tur es im Fehlerfall gäbe (z.B. den Vorhang zuziehen, wenn es zu hell ist; den

Roboter wieder in die Ladestation schieben, damit er sich neu orientieren kann

etc.). Studien haben gezeigt, dass Erklärungen und Problemlösungsvorschläge in

solchen Situationen dazu beitragen können, das Vertrauen in den Roboter und

die Interaktion aufrechtzuerhalten (Bajones et al. 2016; Tolmeijer et al. 2020).

Ebenso kann ein inkrementeller, partizipativer Gestaltungsprozess genutzt wer-

den, um kontextspezifische Darstellungsweisen zu finden, wie ein Roboter seinen

Systemzustand im Falle eines Fehlers selbst erklären kann, damit dieser von

Nutzer*innen behoben werden kann. Es liegt auf der Hand, dass nicht für alle

potenziellen Fehler geeignete Erklärungen mit Nutzer*innen entwickelt werden

können, da autonomes Verhalten immer Unvorhersehbares hervorbringt, aber

dennoch könnte dieser Ansatz Interaktionsstörungen und -abbrüche zwischen

Robotern und Nutzer*innen reduzieren und das Vertrauen in die Technologie

erhalten (Tolmeijer et al. 2020).

Nutzer*innen sollten jedoch nicht nur in die Testung der Roboterfunktiona-

litäten einbezogen werden, sondern auch in das Programmieren und Einlernen

neuer Fähigkeiten für spätere Nutzungsphasen. So wurde z.B. das iCustomPro-

gramme (Chung et al. 2016) als ein System zur Programmierung sozial interakti-

ver Verhaltensweisen für Serviceroboter entwickelt. Mit einer Reihe von Studien

konnten Chung et al. (2016) die Nützlichkeit ihres Systems in der Praxis zeigen. In

ähnlicher Weise entwickelten Saunders et al. (2015) eine Schnittstelle, die das Ein-

lernen neuer Fähigkeiten eines Serviceroboters für technische Laien ermöglichen

sollte. Solche Schnittstellen könnten es verschiedenen Interessengruppen ermög-

lichen, sich aktiv an der Gestaltung des Robotersystems zu beteiligen, sowohl in

der Implementierungs- als auch in der Nutzungsphase. Derartige Ansätze werden

auch als »co-learning« und »reablement« (Saunders et al. 2015) bezeichnet; Nut-

zer*innen sollen die Möglichkeit haben, die Interaktion durch die eigene Nutzung

eines Roboters zu gestalten. Die Auseinandersetzung mit einem Roboter dient da-

bei auch einer Verstärkung der vermehrten Nutzung im Alltag:

»Thus, rather than passively accepting imposed solutions to a particular need, the

user actively participates in formulating with the robot their own solutions and

thus remains dominant of the technology and is empowered, physically, cogni-

tively, and socially.« (Saunders et al. 2015: 27)
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Wie Projekte der Zukunft aussehen könnten …

Wie in der Einleitung erwähnt, rückte die Vision koexistierender Roboter erst kürz-

lich wieder stärker in den Fokus der wissenschaftlichen Aufmerksamkeit (Riek

2013). Das Konzept an sich ist in der Robotikforschung nicht neu, jedoch wird die

damit verbundene Komplexität für das Interaktionsdesign immer deutlicher. Da-

bei stellt sich die Frage, wie wir die Interaktionmit einer Technologie, die sich über

die Zeit durch ihre Nutzung verändert und einen hohen Grad an Personalisierung

für unterschiedliche Nutzer*innen verlangt, vorausplanen können. Gerade das da-

für notwendige wechselseitige Lernen zwischen Nutzer*innen und Forschenden,

aber auch das Lernen der Roboter stellt eine der größten Herausforderungen dar,

da sich die Art und Weise, wie Menschen lernen, grundlegend von den derzeitigen

Techniken der KI und des maschinellen Lernens unterscheidet. Bereits 2004 stellte

Dautenhahn (2004) dazu die Vision von »heranwachsenden Robotern« vor. Sie argu-

mentierte, dass längerfristig nützliche multifunktionale Serviceroboter nicht auf

einem eingebauten festen Repertoire an Verhaltensweisen beruhen können, son-

dern die persönlichen Präferenzen von Nutzer*innen erlernen müssen, mit denen

sie interagieren. Dautenhahn plädiert für einen »Entwicklungspfad«, auf dem Ro-

boter wie in Mensch-Hund-Beziehungen sozialisiert werden, sodass gewisserma-

ßen der Serviceroboter wie ein Hundewelpe durch seine Beziehung zu einemMen-

schen zu einem wertvollen Haushaltsmitglied wird. Um dies zu erreichen, schlägt

sie einen 3-Phasen-Plan vor, der sich unserer Meinung nach mit einer zukünftigen

Methodik für aktive Teilhabe in der Roboterentwicklung verbinden ließe:

Phase I: Aneignung von Hintergrundwissen – Diese Phase kann mit der Konzep-

tualisierungsphase verbunden werden. Hier geht es darum, Anforderungen an

den Roboter zu identifizieren und auf der Forschung zu erfolgreicher Mensch-

Roboter-Interaktion aufzubauen, wobei Dautenhahn (2004) anerkennt, dass die

Erforschung des Designraums wahrscheinlich nie abgeschlossen sein wird. Im

Sinne eines gestaltungsoffenen Designprozesses sollte in dieser Phase besonderes

Augenmerk auf die unterschiedlichen Erwartungshaltungen aller Interessengrup-

pen gelegt werden.

Phase II: Sozialisierung im Labor – In dieser Phase wird ein erster Prototyp ent-

wickelt, um die Standardeinstellungen für sein Verhaltensrepertoire festzulegen

(Dautenhahn 2004). Dautenhahn schlägt für diese Phase vor, dass Roboter durch

»Robotertrainer*innen« sozialisiert werden können, d.h. dass in einem Training

dem Roboter grundlegende Verhaltensweisen beigebracht werden. In unserem

Verständnis von aktiver Teilhabe sind diese Trainer*innen Forschende und Ent-

wickler*innen, die den eigentlichen Nutzer*innen zur Seite stehen, Robotern

neue Funktionalitäten einzulernen. Dieses Training kann als eine technologische

Erweiterung des inkrementellen, partizipativen Designs verstanden werden. Tech-
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nologisch vielversprechende Ansätze hierfür sind wie bereits erwähnt »learning-

by-demonstration« oder »learning-by-imitation« (Argall et al. 2009).

Phase III: Personalisierung – In dieser Phase wird der Roboter für seinen Zielkon-

text personalisiert, z.B. eine Familie, ein Pflegeheim, eine Schule usw. Der Robo-

ter muss die verschiedenen Personen, ihre Routinen usw. erlernen. Das Ergebnis

dieses Prozesses ist laut Dautenhahn:

»…even two robots of the same ›breed‹ that leave the laboratory with identical behavioral

default settings, will over time develop into individualized machines, machines with a unique

personality« (Dautenhahn 2004: 21).

In dieser Phase sollten Nutzer*innen schon viel über die grundlegende Robo-

terfunktionalität erlernt haben, um den Roboter eigenständig personalisieren zu

können. Gerade für diese Phase werden Meta-Design-Richtlinien (Fischer und Gi-

accardi 2006) in der Methodik für die aktive Teilhabe relevant sein. Diese Richt-

linien beschäftigen sich damit, wie lernende und sich verändernde Technologien

gestaltet werden können, damit Nutzer*innen sie langfristig nutzen können. Die

Sozialität und Nützlichkeit eines Roboters sollten sich schließlich in dieser Pha-

se durch die eigentliche Nutzung entwickeln und nicht durch vordefinierte, vom

Menschen implementierte, soziale Schlüsselreize (siehe auch Chang und Šabanović

2015).

Unsere Handlungsempfehlungen für eine gestaltungsoffene aktive Beteiligung

in aktuellen und zukünftigen Entwicklungsprojekten können nicht alle Schwierig-

keiten lösen. Allerdings wird eine gestaltungssensible Stärkung der Beteiligungs-

prozesse (1) das Wissen von Nutzer*innen über die Technologie erhöhen, (2) das

Kräfteverhältnis zwischen Nutzer*innen und Forschenden und weiteren Interes-

sengruppen ausgleichen, sowie (3) Robotik für Nutzer*innen transparenter ma-

chen und ihnen eher ein Gefühl von Kontrolle über ein System geben, wenn sie in

die Gestaltung der Lernalgorithmen und die Personalisierung des Roboters invol-

viert sind.

Fazit

In den letzten JahrenwurdenNutzer*innen undweitere Interessengruppen immer

stärker in den Entwicklungsprozess sozialer Serviceroboter eingebunden, dennoch

ist meist zu beobachten, dass Forschende und Entwickler*innen Nutzer*innen

eher in einer passiven Rolle als Informant*innen sahen und die Einstellung hatten,

dass diese zuerst »kluge Nutzer*innen« werden müssten, um mit den entwickel-

ten Systemen erfolgreich zu interagieren.Mit der rasanten technischenWeiterent-

wicklung in der Robotik und KI-Forschung entstehen jedoch neue Chancen für eine

konstruktivere Partizipation in der Entwicklung sozialer Serviceroboter (Lee et al.

2017). Daher plädieren wir für eine enge Zusammenarbeit und ein wechselseitiges
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Lernen aller Interessengruppen, um nützliche Serviceroboter zu entwickeln, die

tatsächlich in sozialen Kontexten funktionieren. Unsere skizzierten Anforderun-

gen für eine Neuausrichtung dieser Beteiligung sowie die Handlungsempfehlun-

gen, wie diese in aktuellen und zukünftigen Forschungsprojekten erreicht werden

könnte, können dabei als Basis für inter- und transdisziplinäre Entwicklungspro-

jekte dienen.
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