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Kunstliche Intelligenz
und Gender - eine Frage
diskursiver (Gegen-)Macht?

Mit der Digitalisierung von Arbeit ist hdufig die Frage verbunden, ob sich
Geschlechterungleichheiten verandern. Aktuell wird dies vor allem mit Blick

auf Kiinstliche Intelligenz (KI) kontrovers diskutiert. Im betrieblichen Alltag
gewinnt KI zunehmend an Relevanz; in politischen, medialen und wissenschaft-
lichen Diskursen wird bereits seit einigen Jahren thematisiert, inwiefern KI aus
Geschlechterperspektiven relevant ist. Dieser Beitrag untersucht diese Diskurse und
widmet sich der Frage, inwiefern sich durch die Anwendung von KI-Technologien
vergeschlechtliche Machtungleichheiten in der Arbeitswelt verdndern und ob sich
mit KI Ansatzpunkte fiir die Entwicklung von Gegenmacht erkennen lassen.

TANJA CARSTENSEN, KATHRIN GANZ

1 Einleitung

Kiinstliche Intelligenz gewinnt in der Arbeitswelt zuneh-
mend an Relevanz, auch wenn sie oft nicht als solche er-
kannt oder bezeichnet wird. Auffillig ist gleichzeitig die
intensive diskursive Auseinandersetzung mit KI, die in
Medien, Politik und Wissenschaft gefithrt wird. Dort
werden zum Teil weitreichende Erwartungen an Verdn-
derungen formuliert, die die Einfithrung von KI in die
Arbeitswelt rahmen und mitpragen. Ein beharrlicher To-
pos in diesen Diskursen um die Relevanz von KI fiir die
zukiinftige Arbeitswelt ist dabei die Frage, inwiefern sich
Geschlechterungleichheiten verandern werden. Neben
der Problematisierung diskriminierender Effekte von KI
werden Automatisierungsgefahren und die mannlich do-
minierten Arbeitskulturen verhandelt.
Geschlechterungleichheiten in der Arbeitswelt sind
unmittelbar mit Machtverhiltnissen verbunden. Dieser
Beitrag fragt daher nach den Implikationen von KI fiir
vergeschlechtlichte Machtverhiltnisse in betrieblichen
Kontexten. Hierfiir wird zunéchst das zugrunde liegen-
de theoretische Verstdndnis von Macht aus Geschlechter-
perspektiven expliziert (Abschnitt 2). Die folgenden Aus-
fithrungen basieren auf empirischen Ergebnissen aus dem
Projekt ,Gender, Kiinstliche Intelligenz und die Arbeit
der Zukunft (Universitit Hamburg, gefordert von der
Hans-Bockler-Stiftung, 2021/2022). Nach einem kurzen

Einblick in unser empirisches Vorgehen und die Daten-
grundlage (3) wird anhand von fiinf Themen, die wir in
der Analyse identifiziert haben, diskutiert, inwiefern sich
im Kontext der Verbreitung von und Diskussion tiber KI
Ansatzpunkte identifizieren lassen, die aus Geschlechter-

perspektiven Hinweise auf Gegenmacht geben (4).

2 Geschlecht in betrieblichen
Machtverhaltnissen —
theoretische Zugdnge

Zum Verhiltnis von Macht und Geschlecht gibt es eine
jahrzehntelange Diskussion in der Frauen- und Ge-
schlechterforschung (fiir einen Uberblick vgl. u.a. Knapp
2012; Sauer 2013). Dominierten zunidchst marxistische
und radikal-feministische Perspektiven auf minnliche
Herrschaft und weibliche Ohnmacht im Patriarchat, wur-
den diese Analysen im Laufe der Zeit durch Thesen wie
die der ,Mittdterinnenschaft von Frauen an ungleichen
Geschlechterverhiltnissen verkompliziert (Thiirmer-Rohr
1992). Spitestens mit den theoretischen Impulsen, die
durch poststrukturalistische Arbeiten gesetzt wurden, hat
sich gerade in den Gender Studies ein Machtverstindnis
etabliert, das weniger personen- und handlungsgebun-
den ist und damit auch weniger als spezifische Beziehung

216.73.216,60, am 24,01,2026, 04:44,08,
I

Erlaubnls untersagt, mit, for oder In



https://doi.org/10.5771/0342-300X-2024-1-26

zwischen konkreten Menschen konzipiert wird. Vielmehr
wird nach diesem Verstindnis Macht grundsitzlich iiber-
all, in jeder Situation, Interaktion und Struktur relevant,
als (produktiver) Aushandlungsprozess auf verschiedenen
Ebenen, der Subjekte und Wissen - auch das Wissen tiber
Geschlecht - hervorbringt.

Geschlechterverhiltnisse konnen als  spezifische
Machtverhiltnisse betrachtet werden, die sich tiber Pro-
zesse der Geschlechterdifferenzierung als hierarchisches
Ungleichheitsverhéltnis konstituieren, verbunden mit
Sphirentrennungen (wie 6ffentlich/privat, Betrieb/Haus-
halt, Produktion/Reproduktion), Attributen und Tétig-
keitszuschreibungen, die den jeweils mannlichen Part
(Produktion, bezahlte Arbeit, Rationalitat/Kraft/Fith-
rungsstarke) aufwerten und die weiblichen konnotier-
ten Felder (Reproduktion, Care, Fiirsorge, Emotionalitit)
abwerten, symbolisch wie materiell (Bock/Duden 1977;
Hausen 1976).

In der Arbeitswelt konstituieren sich vergeschlecht-
lichte Machtungleichheiten auf ganz unterschiedlichen
Ebenen bzw. werden in unterschiedlichen Auspragungen
wirksam: in Arbeitsteilungen (bezahlte und unbezahlte
Arbeit sowie ,,Frauenberufe“ und ,,Méannerberufe“), Hie-
rarchien und Lohndifferenzierungen (gender pay gap, vgl.
u.a. Bergmann et al. 2016) und in ungleichen Aufstiegs-
chancen und Karriereverldufen, die als ,,glaserne Decke“
bezeichnet auch die unsichtbaren organisationskulturel-
len Machtdynamiken (vgl. u.a. Hofbauer 2004; Riegraf
2019), die impliziten Ideal-Worker-Normen (Acker 1990)
und Erwartungen an Anwesenheit und Erreichbarkeit be-
nennen. Macht manifestiert sich zudem in stereotypen
Zuschreibungen, wem welche Kompetenzen zugeschrie-
ben, Jobs zugetraut oder zugemutet werden. Schliefllich
werden vergeschlechtlichte Machtungleichheiten aber
auch in individuellen, alltiglichen Praktiken permanent
reproduziert (und verschoben), als ,,doing gender while
doing work® (Wetterer 2008), offensichtlich in diskrimi-
nierenden Praxen, versteckter in Form von Mikropolitik
(Mucha/Rastetter 2012).

Auch Technik ist historisch eng mit Minnlichkeit
und Macht verkniipft. Sie stabilisiert diese vergeschlecht-
lichten Machtverhiltnisse, gerade in der Arbeitswelt: ,,In
unserer Kultur bedeutet das Beherrschen der neuesten
Technologien, an der Gestaltung der Zukunft mitzuwir-
ken, und daher ist es eine hochbewertete mythologisierte
Tatigkeit” (Wajeman 1994, S.175). Technologischer Wan-
del ist aber zugleich immer auch ein Moglichkeitsfenster,
Machtverhiltnisse neu zu verhandeln, aufzubrechen und
zu verschieben (Wajcman 2004).

Gegenmacht verstehen wir im Anschluss an dieses
mehrdimensionale Machtverstindnis als Heuristik, um
nach Dynamiken zu suchen, die diese vergeschlechtlich-
ten Machtmechanismen aufbrechen, verschieben, ein-
hegen, infrage stellen etc. Keineswegs geht es bei Gegen-
macht aus Geschlechterperspektiven um ein Konzept,

das Ménner und Frauen als zwei sich gegeniiberstehende

Gruppen konzipiert, in der die eine mit Macht und die
andere mit Gegenmacht ausgestattet ist. Denn zum einen
gibt es mehr als zwei Geschlechter, zum anderen sind Ge-
schlechterpositionen niemals homogen, auch deshalb,
weil Geschlecht immer mit anderen Machtverhiltnissen
in einem intersektionalen Wechselverhiltnis steht (Cren-
shaw 1989; Winker 2012). Dies macht die Dynamik von
Geschlechterverhiltnissen in der sozialen Praxis aus. Ver-
geschlechtlichte Machtungleichheit wird permanent her-
ausgefordert, verschoben, punktuell abgebaut, aber auch
reproduziert. Das kann verschiedenste Ebenen betreffen:
den Abbau von Hierarchien, Diskriminierungen, glaser-
nen Decken, stereotypen Zuschreibungen, Verschiebun-
gen in der horizontalen Segregation des Arbeitsmarkts,
Neubewertungen von Berufen und Tatigkeiten, mikro-
politische Praktiken und Arbeitsteilungen, die Ungleich-
heiten reduzieren, Reduzierungen des gender pay gaps,
neue (Ideal-)Bilder von Arbeit(er*innen), Arbeitsnormen,
verinderte Bilder von Mannlichkeit, Weiblichkeit, Tech-
nikkompetenz - letztlich alle Verschiebungen von verge-
schlechtlichten Ungleichheiten.

3 Ausgangspunkt,
Datengrundlage und Methoden

Verandern sich also vergeschlechtlichte Machtungleich-
heiten in betrieblichen Kontexten im Zuge der aktuellen
Verbreitung von und der diskursiven Auseinanderset-
zung mit Kiinstlicher Intelligenz? Zuniachst fallt auf, dass
der Diskurs selbst von sehr unterschiedlichen (manch-
mal expliziten, oftmals aber auch impliziten) Verstind-
nissen und Definitionen von KI gepragt ist. Haufig findet
sich dabei ein anthropomorphisierendes Verstindnis von
KI als Technologien, die den Eindruck erwecken, geistige
Tétigkeiten imitieren zu kénnen; etwas konkreter geht es
meist um Aufgaben und Funktionen wie Bild- und Text-
erkennung und -generierung, Ubersetzung, Sprachsyn-
these und Empfehlungsalgorithmen. Gleichzeitig zeigt
sich an dem Begriff, wie gut er als ,Buzzword“ funktio-
niert und dass er damit in der Lage ist, diskursive Aus-
handlungsprozesse wirkméchtig zu biindeln, oft genau
gerade ohne genauer zu erklaren, welche Technologien
konkret gemeint sind. Wihrend erste empirische Studien
aus der Arbeitsforschung zeigen, dass KI in der Arbeits-
welt oftmals gar nicht als solche erkannt wird (Giering/
Kirchner 2022), finden aktuell demgegeniiber diskursiv
explizite Aushandlungsprozesse um die Einordnung, Ge-
staltung, Regulierung dessen statt, was als KI bezeichnet
wird, die die betrieblichen Auseinandersetzungen mitpra-
gen. Damit verbunden ist grundsitzlich, zum Teil explizit,
oft aber auch implizit, die Frage nach Machtverhaltnissen,
d.h. wer KI entwickelt, reguliert, definiert, iber Einsatz-
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gebiete entscheidet (und somit auch fiir die moglichen
diskriminierenden Effekte verantwortlich ist), sowie die
Frage, welche Gruppen auf welche Weise durch KI diskri-
miniert, exkludiert, benachteiligt sind und in ihren Hand-
lungsmoglichkeiten begrenzt werden. Die Frage, wie sich
Geschlechterungleichheiten hierbei verdndern, ist fester
Bestandteil dieser Diskurse.

Diese Beobachtungen waren der Ausgangspunkt fiir
das Projekt ,,Gender, Kiinstliche Intelligenz und die Arbeit
der Zukunft®. Das Projekt hatte das Ziel, die wissenschaft-
lichen und offentlichen Diskurse im Zeitraum zwischen
2015 und 2021 an der Schnittstelle von Kiinstlicher Intel-
ligenz, Arbeit und Gender zu analysieren, verbunden mit
der Frage, wie KI im Kontext von Arbeit und Gender ver-
handelt wird. Auch wenn der Begriff ,,Kiinstliche Intelli-
genz“ schon seit Jahrzehnten verwendet wird, ldsst sich
eine neue Welle der Thematisierung seit 2015 beobachten.
Das Projekt konzentrierte sich daher auf die Diskussio-
nen, die auf die technologischen Entwicklungen der Digi-
talisierung und die damit verbundenen Veranderungspro-
zesse der Arbeitswelt der letzten Jahre fokussieren.

Hierfiir wurde erstens der wissenschaftliche For-
schungsstand auf Basis internationaler Publikationen ge-
sichtet und strukturiert. Fir die Erhebung wurden Lite-
raturdatenbanken, Fachportale, einschlagige Journals und
Buchpublikationen vor allem aus Sozial-, Medien-, Ar-
beits- und Technikwissenschaften sowie Gender Studies
nach Beitragen zu KI, Gender und Arbeit durchsucht. Ein
Teil des Erhebungs- wie des Auswertungsprozesses war
der Umgang mit den und die Prézisierung der passen-
den Begrifflichkeiten, da, wie bereits erwédhnt, der Begriff
»Kunstliche Intelligenz unscharf genutzt wird sowie zu-
dem eine Reihe weiterer Begrifflichkeiten die Technolo-
gien beschreibt, die ,,intelligent® oder ,,lernend® sind. Als
weitere Suchbegriffe wurden deshalb auch ,,Algorithmen®,
»Big Data“ und ,, Automatisierung“ genutzt.

Zweitens wurde der Diskurs in den Medien unter-
sucht. Einbezogen wurden vier exemplarisch ausgewahl-
te, auflagenstarke Tageszeitungen (Die Welt, Frankfurter
Allgemeine Zeitung, Siiddeutsche Zeitung, taz. die ta-
geszeitung) sowie die Wochenzeitung Die Zeit und das
Nachrichtenmagazin Der Spiegel. Um relevante Artikel zu
identifizieren, wurde eine mehrteilige Suchphrase als Voll-
textsuche in den Archivdatenbanken der Zeitungen und
Zeitschriften angewandt. Mit der Suchphrase konnten
arbeitsbezogene Begriffe in Kombination mit KI-bezoge-
nen Begriffen (z.B. Kiinstliche Intelligenz, Algorithmus,
maschinelles Lernen) und geschlechtsbezogenen Begriffe
(z.B. Vielfalt, Frauen, Diskriminierung) abgefragt werden.
Durch die Verwendung von mehreren Begriffen konn-
te sichergestellt werden, dass relevante Beitrdge trotz be-
grifflichen Unschérfen und Varianzen identifiziert werden
konnten. Diese erste Abfrage ergab insgesamt 3585 Artikel,
die manuell gesichtet und nach thematischer Passung aus-
gewidhlt wurden. Fiir den Korpus wurden ausschliefllich
Artikel ausgewdhlt, die KI zumindest im Zusammenhang

mit Geschlecht oder Arbeit behandeln und gleichzeitig
das jeweils andere Thema ansprechen. Insgesamt wur-
den 178 Medienartikel fiir die Analyse ausgewéhlt (Mel-
dungen, Reportagen, Interviews und Kolumnen aus den
Nachrichten-, Wirtschafts- und Wissenschaftsteilen und
dem Feuilleton). Diese wurden orientiert an der zusam-
menfassenden und strukturierenden qualitativen Inhalts-
analyse ausgewertet (Mayring 1997, S.58). Bei der Auswer-
tung ging es uns nicht darum, Unterschiede zwischen den
Medien herauszuarbeiten, auch wenn diese zweifelsohne
bestehen. Unser Erkenntnisinteresse richtete sich vor al-
lem auf den Diskurs als Ganzen, der durch die verschie-
denen Medien mitproduziert wurde (Carstensen/Ganz
20232).

Die Untersuchung des politischen KI-Diskurses be-
ruht drittens auf einer Untersuchung von Statements
und Positionen unterschiedlicher Akteur*innen, die den
gesellschaftspolitischen 6ffentlichen Diskurs mitprdgen
(u.a. Ministerien, Gewerkschaften, Arbeitgeberverbinde,
technikpolitische Interessenverbande, frauen-, gender-
und diversitypolitische Akteur*innen). Auch dieser Kor-
pus wurde in einem mehrstufigen Verfahren zusammen-
gestellt. Zunichst wurden die Websites von 20 wichtigen
Unternehmensverbdnden, des DGB und seiner Mitglieds-
gewerkschaften, der Bundesministerien der Legislaturpe-
riode 2017 bis 2021 sowie von technikpolitischen und frau-
en-, geschlechter- und diversitypolitischen NGOs nach
den Stichworten ,Kiinstliche Intelligenz®, ,,maschinelles
Lernen® und ,,Algorithmen® durchsucht. Die Ergebnisse
wurden auf ihre Relevanz in Bezug zu Arbeit hin gesichtet
und ausgewihlt und anschlieflend auf explizite oder im-
plizite Gender-Thematisierungen hin untersucht. Darii-
ber hinaus beinhaltet der Korpus den Bericht der KI-En-
quete-Kommission des Deutschen Bundestags sowie die
UNESCO-Ethik-Empfehlungen. Er enthilt neben Strate-
gien, Kommissionsberichten und Konzeptpapieren auch
eine Reihe von Studien sowie einzelne Interviews, die fiir
die Untersuchung relevante Auflerungen beinhalteten (fiir
eine Auflistung aller Dokumente siehe Carstensen/Ganz
2023b, S.15f.).

In der Analyse der wissenschaftlichen, &ffentlichen
und politischen Auseinandersetzung mit Geschlecht, KI
und Arbeit wurde deutlich, dass die Diskurse iber Gen-
der, KI und Arbeit um eine Reihe von Kernthemen krei-
sen. Mit Blick auf die diesem Text zugrunde liegende
Frage nach (Gegen-)Macht lassen sich als Ergebnis der
Analyse fiinf Themenbereiche identifizieren, die wir im
Folgenden ndher betrachten. Charakteristisch ist dabei,
dass die Debatten zu diesen Themenbereichen hinsicht-
lich Gender zwar zum Teil entgegengesetzte Prognosen
entwickeln, sich aber nicht durch zentrale Konfliktlinien
charakterisieren lassen, die sich entlang der unterschied-
lichen Medien oder Akteur*innen entspinnen. Vielmehr
zeichnet sich der Diskurs eher durch ein gemeinsames
Ausloten der Implikationen aus, die KI voraussichtlich fiir
Geschlechterungleichheiten haben wird.
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4 KI als Anlass,
Geschlechterungleichheiten
neu zu verhandeln

Im Folgenden diskutieren wir anhand der von uns identi-
fizierten finf Felder, inwiefern diese bereits heute relevant
fir die Aushandlung betrieblicher Geschlechterverhalt-
nisse sind bzw. zukiinftig zu Kristallisationspunkten fiir
den Aufbau von Gegenmacht im betrieblichen Kontext
werden konnen.

4.1 Ideal-Worker-Normen im Wandel

Machtverhiltnisse in der Arbeitswelt werden u.a. {iber
Leit- und Idealbilder ,richtiger, ,,guter und ,,normaler®
Arbeit stabilisiert. Pragend hierfiir war und ist bis in die
Gegenwart das Bild eines Normalarbeitsverhaltnisses in
Form sozialversicherungspflichtiger, unbefristeter Voll-
zeitarbeit ohne Sorgeverpflichtungen oder andere Ein-
schrinkungen. Verbunden mit langen Anwesenheitszei-
ten und einem hohen Grad an Verfiigbarkeit sind diese
ideal worker norms (Acker 1990) eng mit Ménnlichkeit
verkniipft. Dartiber hinaus sind Vorstellungen der idealen
Arbeitskraft bis heute von ,polarisierten Geschlechtscha-
rakteren” (Hausen 1976) geprdgt und Eigenschaften wie
Rationalitit und Durchsetzungskraft hoher bewertet als
Empathie und Hilfsbereitschaft.

In unseren Ergebnissen wird deutlich, dass an den Be-
schreibungen von KI als Arbeitskraft ebenfalls Vorstellun-
gen von Arbeitsnormen verhandelt werden. Die KI-Tech-
nologien, Assistenzsysteme und Roboter, die an Arbeits-
platzen zum Einsatz kommen, auf denen bisher Menschen
arbeiten, werden nicht nur hinsichtlich ihrer technischen
Funktionen diskutiert, sondern héufig auch in Kategorien
der Idealarbeiternorm gemessen.

Auffillig ist dabei zunachst, dass viele dieser Technolo-
gien weiblich vergeschlechtlicht entworfen werden, seien
es Voice-Assistenz-Systeme wie Siri, Alexa und Cortana,
aber auch die Roboterin ,,Elenoide®, die in einer Studie der
TU Darmstadt bei Merck zur Personalberatung eingesetzt
wurde (Ludwig 2019), oder die ,,miauende Robo-Kellne-
rin (Lobe 2021). Damit stabilisieren Technologien, die fiir
Service, Assistenz und Unterstiitzung eingesetzt werden,
zunichst stereotype Vorstellungen weiblicher Hilfsbereit-
schaft und Unterwiirfigkeit.

Zugleich werden diese weiblich konnotierten Eigen-
schaften mit weiteren Zuschreibungen kombiniert: So
wird beim Einsatz von Servicerobotern betont, dass die-
se im Vergleich zu Menschen geschickter sind (z. B. beim
Sich-Durchschlangeln zwischen Tischen und Stithlen),
nicht mide, krank oder schwanger werden - und nicht
zuletzt nicht streiken (Carstensen/Ganz 2022). Diese
neue Figur idealer Arbeitskraft liegt damit quer zu di-

chotomen Geschlechterbildern: Die Eigenschaften des

mannlich konnotierten ideal worker werden mit Attribu-
ten feminisierter emotionaler Arbeit kombiniert, wie sie
unter anderem Hochschild (1983) fiir Anforderungen an
Flugbegleiterinnen herausgearbeitet hat. Wihrend eine
Arbeitswelt entworfen wird, in der die Kundschaft unge-
achtet menschlicher Unfreundlichkeit, Ungeduld und Wi-
derspenstigkeit optimal versorgt wird, wird zugleich deut-
lich, dass die ,,echten“ Frauen im Zuge dessen von genau
diesen Arbeiten entlastet werden — und deren anstrengen-
der und oft auch grenziiberschreitender Charakter dabei
sichtbar wird.

Fiir betriebliche Machtverhiltnisse sind diese Normen
idealer Arbeit(skraft), wie oben beschrieben, eine konsti-
tutive Ebene. Werden diese durch Technik irritiert oder
verschoben, indem an den technologischen Entititen
neue Idealbilder etabliert werden, die vergeschlechtlichte
Zuschreibungen neu justieren, kann dies als ein Ansatz-
punkt fiir betriebliche Gegenmacht genutzt werden. Ver-
geschlechtlichte Zuschreibungen kénnen im Gestaltungs-
prozesses expliziert und herausgefordert, vergeschlecht-
lichte Zumutungen an weibliche Arbeitskrifte hinterfragt
und abgebaut, affektive Arbeit — dort, wo Menschen auch
in Zukunft nicht ersetzbar sind - moglicherweise auch
aufgewertet werden. Das alles sind jedoch keine Automa-
tismen, sondern Fragen betrieblicher Machtverhiltnis-
se. Zugleich sind dabei moglicherweise neu entstehende
Stereotype immer eine Einschrankung - die, auch wenn
sie Weiblichkeit aufwerten, kein emanzipativer Fort-
schritt sind.

4.2 Diskriminierung durch KI-Systeme

Geschlechterbilder kommen nicht nur bei der Gestaltung
von Assistenz- und Robotiksystemen zum Tragen. Auch
bei vielen KI-Anwendungen kann Geschlecht eine re-
levante Variable sein, wie etwa bei Gesichtserkennungs-
und Ubersetzungssoftware oder Vorhersagealgorithmen.
Die diesen Anwendungen zugrunde liegenden Model-
le basieren in der Regel auf Trainingsdaten, in die kultu-
relle Muster eingeschrieben sind. Ein plastisches Beispiel
sind Sprachmodelle, die bei der Ubersetzung von Berufs-
bezeichnungen in Sprachen, die grammatikalisch nach
Geschlecht differenzieren, auf stereotype Geschlechter-
rollen zuriickgreifen: ,,physician® wird als ,,Arzt®, ,nurse®
als ,,Krankenschwester® tibersetzt (Caliskan et al. 2017).
Auf die Gefahr, dass Geschlechterhierarchien dadurch
reproduziert werden, wird immer wieder hingewiesen.
Menschen an der Schnittstelle von mehreren Diskrimi-
nierungsdimensionen konnen von solchen Verzerrungen
starker betroffen sein. Diese intersektionale Problemlage
zeigen exemplarisch Gesichtserkennungsalgorithmen, die
Gesichter von Frauen of Color besonders schlecht erken-
nen (Gebru/Buolamwini 2018). Oftmals sind jedoch die
Variablen, mit denen KI-Systeme arbeiten, nicht offen-
sichtlich, weshalb Erklarbarkeit und Transparenz zuneh-

mend wichtige Themen der KI-Forschung sind.
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Unter dem Stichwort ,,bias“ wird breit iiber die Ge-
fahr diskutiert, dass KI-gestiitzte Entscheidungen, Vor-
hersagen und Empfehlungen ungewollte Vorurteile und
Verzerrungen beinhalten. Durch das Training mit vorlie-
genden, nicht ausreichend bereinigten oder verzerrt aus-
gewihlten Daten werden gesellschaftliche Machtverhalt-
nisse in die Entscheidungsmodelle eingeschrieben und
somit opak. Mogliche Folgen wurden in 6ffentlich KI-Dis-
kursen intensiv am Beispiel eines KI-Modells diskutiert,
das ausgehend von historischen Belegschaftsdaten erfolg-
versprechende Bewerber*innen identifiziert und dabei
mannliche Bewerber bevorzugt (Dastin 2018). Ein aktu-
elles Beispiel ist ChatGPT, das Mitarbeiterbewertungen
formulieren kann, dabei jedoch Geschlechterstereotype
reproduziert (Snyder 2023). Im Personalbereich, wo The-
men wie Diversitit und Antidiskriminierung eine zuneh-
mend wichtige Rolle spielen, werden KI-basierte Verfah-
ren aber auch mit (bislang nicht eingelosten) Marketing-
versprechen verkniipft, zu einer objektiveren Auswahl von
Kandidat*innen beizutragen (Jaume-Palasi et al. 2020).

Zentral ist dabei die Frage der Entscheidungsmacht:
Wenn Anwender*innen nahegelegt wird, sich auf ver-
meintlich objektive, neutrale Software verlassen zu kon-
nen, besteht die Gefahr, dass Entscheidungsmacht zuneh-
mend auf Software iibertragen wird, Vorurteile in Orga-
nisationen reproduziert und somit Machtverhiltnisse ge-
festigt werden. Zugleich kann dies zu Machtverschiebun-
gen innerhalb von Abteilungen fiithren, etwa wenn sich im
Personalwesen eine kulturell mit Méannlichkeit verkniipfte
Orientierung an Daten gegeniiber einer Orientierung an
Soft Skills zunehmend durchsetzt (Hong 2016).

Politisch wird unter anderem im Rahmen der geplan-
ten Europdischen KI-Verordnung darum gerungen, den
KI-Einsatz fiir bestimmte Szenarien auszuschlieflen bzw.
stark zu reglementieren sowie KI-basierte Technologien
einer Uberpriifung zuginglich zu machen. Die intensive
offentliche Thematisierung der Bias-Problematik hat aber
auch zu einer groflen Sensibilisierung fiir die Diskrimi-
nierungsrisiken von KI gefiithrt. Dies kann ein Ansatz fiir
betriebliche Auseinandersetzungen iiber konkrete Risiko-
szenarien und Entscheidungskriterien sein, bei denen es
zentral auch um die Frage geht, wer mit am Tisch sitzen
muss, wenn {iber die Einfiihrung von KI-basierten Syste-
men verhandelt wird. Das mit Algorithmen verbundene
Diskriminierungsrisiko hangt immer auch zentral vom
organisationalen Kontext ab, innerhalb dessen KI-Sys-
teme zum Einsatz kommen (Schwarting/Ulbricht 2022).
Darin ergeben sich Ansitze fiir die Entwicklung von Ge-
genmacht, die auch betriebliche Geschlechterverhaltnisse
betreffen.

4.3 KI-Entwicklung als Domine
weifler junger Minner - eine Sackgasse?

Arbeiten der feministischen Technikforschung haben

frith darauf hingewiesen, dass die Orte, an denen Technik

entwickelt wird, von Mannerdominanz und méannlich ge-
pragten Kulturen gepragt sind (Cockburn 1988; Wajcman
1994; Paulitz 2014). Trotz jahrzehntelanger Forschungen
und Fordermafinahmen zur Steigerung des Frauenan-
teils in technischen Berufen hat sich an der Unterrepri-
sentanz von Frauen nichts grundlegend geéndert. In den
letzten Jahren wurde wiederholt dariiber berichtet, dass
der Frauenanteil in der KI-Entwicklung bei ca. 16 % liegt,
ebenso sind KI-Professuren wenig von Frauen besetzt,
auch unter den Sprecher*innen auf KI-Konferenzen sind
sie in geringer Zahl vertreten. Mit Blick auf die eingangs
zitierte Analyse Wajcmans, dass das Beherrschen der neu-
esten Technologien eine hoch bewertete Titigkeit ist, die
mit Zukunftsgestaltung und Macht verbunden ist, schei-
nen sich hinsichtlich der Frage, wer KI entwickelt, verge-
schlechtlichte Machtungleichheiten eher zu verfestigen.
Dieser Befund wird noch verschirft, betrachtet man die
Meldungen tiber walkouts im Silicon Valley, die als Protest
gegen sexuelle Beldstigungen und toxische Arbeitskultu-
ren durchgefiihrt wurden.

Minnerdominanz und Sexismus sind zugleich nicht
ohne Briiche, wie die Analyse der Diskurse zeigt. Nicht
zuletzt aufgrund der oben genannten Probleme mit dem
Bias in Daten und den diskriminierenden Effekten von
KI ist die mangelnde Sensibilitét fiir Ungleichheiten, Dis-
kriminierungen und Diversitdt zu einem viel diskutierten
Thema geworden, in dem die Dominanz weifler, junger
ménnlicher Programmierer in der KI-Branche mittler-
weile als Problem geframt wird (Carrigan et al. 2021). Vor
allem in den medialen Debatten findet sich eine Figur des
KI-Entwicklers, der Gestaltungsmacht hat, von der andere
soziale Gruppen negativ betroffen sind. Zugleich wird die-
ser aber haufig als ,,Fachidiot mit Tunnelblick“ beschrie-
ben, der nicht in der Lage sei, ,,gute, d. h. diversitatssensi-
ble KI zu entwickeln.

Daneben werden in diesen Diskursen oft konkrete ein-
zelne Frauen kontrastierend vorgestellt, die das Gegenteil
verkorpern: International und interdisziplinar ausgebil-
det, mit interkulturellen und kommunikativen Kompe-
tenzen. Diese ibernehmen in den Medien eine vielschich-
tige Funktion: Sie erkldren KI, benennen Probleme wie
das Diskriminierungspotenzial, setzen sich fiir mehr Di-
versitit in der KI-Entwicklung ein und dienen selbst als
role models.

Fir die Frage nach Spuren von vergeschlechtlich-
ter Gegenmacht sind diese Thematisierungsweisen inso-
fern interessant, als sie die eigentlich stabile Verbindung
zwischen Technik, Macht und Ménnlichkeiten mit leich-
ten Briichen versehen. Mannliche Technikkompetenz er-
scheint auf einmal als wenig zukunftsfahiges Auslaufmo-
dell, weil sie zu eng ist, um KI innovativ und robust zu ge-
stalten. Es ist davon auszugehen, dass diese Figuren - der
ménnliche Fachidiot wie die interdisziplinire, diversitts-
kompetente KI-Expertin — auch innerbetrieblich relevant
werden, wenn es um die Zusammensetzung von Teams,

den Einbezug von vielféiltigen Kompetenzen in betriebli-
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che KI-Implementierungsprozesse, aber auch um das sig-
naling von Problembewusstsein und Diversitétssensibili-
tat geht. In diesem Zusammenhang warnen Expert*innen
aber auch davor, dass die Verantwortung fiir faire, ge-
rechte, diskriminierungsfreie KI auf bestimmte Personen
iibertragen wird, denen qua ihrer Positionierung als Frau,
queere Person oder Person of Color Diversititskompeten-
zen zugeschrieben werden.

4.4 Unbezahlte und unsichtbare Arbeit

Die grofle Aufmerksambkeit, die die Figur des KI-Ent-
wicklers im offentlichen Diskurs erhalt, verstellt den Blick
darauf, dass KI-Systeme arbeitsteilig entwickelt werden.
Die fiir das Training eines KI-Modells benétigen Daten
miissen gesammelt und aufbereitet werden, was héiufig
von prekiren Clickworker*innen in Niedriglohnlindern
iibernommen wird (Altenried 2020). Diese Arbeit, die
oftmals Frauen parallel zu Haus- und Sorgearbeit leisten,
gilt als ,,,hidden housework of the digital economy* (Tu-
baro et al. 2020). Bekannt ist, dass KI-Unternehmen wie
OpenAl mit Unternehmen im globalen Siiden zusam-
menarbeiten, um KI-Module zu trainieren, die ,,toxische®
Inhalte erkennen. Sichere KI-Systeme entstehen auf Kos-
ten der Gesundheit von Arbeiter*innen, die sich Tag fiir
Tag mit traumatisierenden Inhalten auseinandersetzen
miissen (Perrigo 2023).

Die Arbeit hinter den Kulissen der KI-Entwicklung
ist auch fiir die betriebliche Ebene relevant. Fiir die Ent-
wicklung spezifischer KI-Anwendungen - etwa im Kun-
denservice — miissen lokal Daten erhoben und aufbereitet
sowie die Ergebnisse von KI-Systemen regelméfig tiber-
priift werden. Die Implementation von KI in betriebli-
chen Abldufen erfordert ein hohes Maf$ an Doménenwis-
sen. Dies wirft eine Reihe von Fragen auf, die mit Blick
auf innerbetriebliche Geschlechterverhiltnisse interessant
sein konnen: Welche Tétigkeiten werden als techniknahe
KI-Berufe bewertet und welche nicht? Wie werden Do-
manenwissen und technische Expertise miteinander ver-
zahnt? Und bleibt der zusitzliche Aufwand, der mit der
Erfassung von Daten oder der Betreuung von KI-Syste-
men einhergeht, unsichtbar - und damit unbezahlt - oder
ist damit eine Neubewertung von Titigkeiten verbunden?
Empirische Erkenntnisse dariiber, welche Effekte KI lang-
fristig auf die Bewertung von Tatigkeiten haben wird, lie-
gen bislang noch nicht vor. Es ist jedoch zu erwarten, dass
dies ein zentrales Aushandlungsfeld betrieblicher Macht-
und Geschlechterverhiltnisse im Zusammenhang mit KI
werden wird.

4.5 Die Effekte von Automatisierung
auf innerbetriebliche Machtverhiltnisse

Eine der am meisten diskutierten Fragen zu den Folgen
von Digitalisierung und K1 ist, inwiefern bzw. welche Jobs

und Titigkeiten durch diese neuen Technologien ersetzt

werden konnten. Befeuert durch die Studie von Frey/Os-
borne (2017) wurde schnell auch untersucht, ob eher Frau-
en- oder eher Médnnerberufe davon betroffen sein wiirden.
Fiir betriebliche Machtverhéltnisse ist diese Frage insofern
relevant, als sich nicht nur die Zusammensetzung von Be-
legschaften dadurch dndern konnte; die zum Teil in Sze-
narien zu beobachtende Uberbetonung von Substituie-
rungspotenzialen birgt auch das Risiko, dass Arbeitgeber
ihre machtvolle Position stirken konnen, indem sie durch
das Schiiren von Angsten vor Arbeitsplatzabbau Forde-
rungen der Beschiftigten nach besseren Arbeitsbedingun-
gen oder hoheren Lohnen leicht abwiegeln konnen. Diese
machtstabilisierenden Effekte sind auch aus Geschlechter-
perspektiven relevant (Howcroft/Rubery 2019).

Auffallig ist, dass in den Diskursen mitunter mit star-
ken, wissenschaftlich oft nicht gestiitzten Annahmen ge-
arbeitet wird, wenn es um die Effekte von Automatisie-
rung auf Beschiftigte geht. Dabei werden sowohl Szena-
rien entworfen, wonach vor allem typische Mannerberufe
zunehmend durch KI und Robotik bedroht sind, als auch
Szenarien, die vor allem Gefahren fiir weiblich konnotier-
te Birotdtigkeiten sehen. Unsere Befunde des Medien-
diskurses zeigen zudem, dass bei der Thematisierung von
Automatisierung héufig auf recht simple Geschlechterste-
reotype zurtickgegriffen wird. Hier wird - plakativ und
nicht empirisch belegt — diskutiert, dass Ménner, weil sie
nicht Multitasking-fihig seien und Kontext hdufig nicht
beriicksichtigten, leichter ersetzt werden konnten; wohin-
gegen Frauen die ,Kollektive Intelligenz“ (Vossen 2019)
des Teams erhohen wiirden.

Wihrend die Prognosen medial teilweise recht iiber-
spitzt gezeichnet werden, ist sich die empirische For-
schung hierzu alles andere als einig. Bisher ist noch weit-
gehend offen, wer moglicherweise Gewinner*innen und
Verlierer*innen sein konnten. Ausgehend von dem Argu-
ment, dass insbesondere Routineaufgaben durch Tech-
nik ersetzt werden, argumentieren beispielsweise Piasna/
Drahokoupil (2017), dass eher Frauen als Manner von
Automatisierung betroffen seien. Demgegeniiber beto-
nen Peetz/Murray (2019), dass typische Frauenberufe in
Sorge-Bereichen auch in Zukunft von Arbeitsplatzsicher-
heit gekennzeichnet seien, da sich diese Tatigkeiten nicht
gut durch Technik ersetzen lieflen. Die Analysen von
Dengler/Matthes (2020) zeigen vor allem graduelle Unter-
schiede, mit einem insgesamt leicht hoheren Substituier-
barkeitspotenzial fir Méanner, allerdings auch spezifischen
Substituierbarkeitspotenzialen in Bereichen, in denen
tiberwiegend Frauen arbeiten (Sachbearbeitung, Buchhal-
tung). Kritisch wird zudem zum Teil darauf hingewiesen,
dass weniger Digitalisierung und KI dazu fithren, dass
Arbeitspldtze durch Technik ersetzt werden, sondern dies
eher Fragen von Aushandlungsprozessen seien und durch
Faktoren wie dem Vorhandensein von Investitionsmitteln
und rechtlichen Regulierungen beeinflusst werde.

Fir Fragen der Verdnderungen von betrieblicher
Macht und Gegenmacht ist zum aktuellen Zeitpunkt und
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auf der Grundlage der unklaren empirischen Befunde vor allem Folgen-
des festzuhalten: Wenn Automatisierung als Angstdiskurs gefiihrt wird,
werden bestehende betriebliche Machtverhiltnisse eher gestiitzt und
vergeschlechtlichte Machtstrukturen bleiben eher unangetastet — es sei
denn, es werden explizit Manner als Digitalisierungsverlierer adressiert.
Zugleich ist es sicherlich kein Gewinn fiir innerbetriebliche Gleichstel-
lungsbemiihungen, die Machtverhiltnisse auf der Grundlage von Ent-
lassungsdrohungen zugunsten von Frauen zu verschieben. Auch wenn
solche Aussagen bisher Spekulationen sind, konnen Bilder, die in diesen
Diskursen etabliert werden, zweifelsohne auch innerbetrieblich als Deu-
tungsmuster fiir Handeln relevant werden.

Es bedarf weiterer empirischer Forschung nicht nur dazu, welche T4-
tigkeitsfelder durch KI wie betroffen sind, sondern auch zu der Frage, wie
dies innerbetrieblich verhandelt und méglicherweise genutzt wird, um
bestimmte Beschiftigtengruppen in ihren Forderungen und Anspriichen

zu reglementieren und Verunsicherung zu erzeugen.

5 Fazit

Der vorliegende Beitrag hat die Frage verfolgt, inwiefern mit KI Veran-
derungen vergeschlechtlichter Macht in betrieblichen Kontexten zu er-
warten sind bzw. inwiefern sich in aktuellen Diskursen Ansatzpunkte fiir
Gegenmacht identifizieren lassen. Deutlich wurde dabei, dass es durchaus
zu Verdnderungen betrieblicher Machtverhiltnisse im Kontext der Ver-
breitung von KI kommen kann, wenngleich mit heterogenen Effekten.
So finden sich auf der einen Seite Verstirkungen von Diskriminierungen,
Verfestigungen ménnlicher Technikkulturen und stereotyper Zuschrei-
bungen sowie versteckte Machtmechanismen, die Benachteiligungen
bestimmter Gruppen verstiarken konnten. Auf der anderen Seite wurde
an verschiedenen Beispielen deutlich, dass vergeschlechtlichte Machtun-
gleichheiten in betrieblichen Kontexten durchaus aufbrechen (konnen);
das zeigten die Verschiebungen der ideal worker norm, die Problemati-
sierung des weiflen, jungen, minnlichen Programmierers und die gestie-
gene Aufmerksambkeit fiir soziotechnische Fragestellungen. Diese auf der
ersten Ebenen widerspriichlichen und ambivalenten Ergebnisse verdeut-
lichen auf der zweiten Ebene: In den Auseinandersetzungen um KI ist ein
beachtliches Maf3 an Diversitatssensibilitit zu beobachten. Geschlechter-
wissen, intersektionale Perspektiven und auch ein Verstindnis von Tech-
nik als gestaltbar sind im 6ffentlichen und auch im arbeitspolitischen Dis-
kurs angekommen. Auch wenn wir explizit den Diskurs um Gender, KI
und Arbeit untersucht haben, zeigt sich in den Thematisierungen die Re-
levanz von Gender und Diversity fiir den Gesamtdiskurs. Damit kann die
aktuelle Auseinandersetzung mit KI auch als Chance betrachtet werden,
innerbetriebliche Bemithungen um Gleichstellung und Diversitit und da-
mit auch betriebliche Machtverhiltnisse neu auszuhandeln. Hierfiir bie-
tet sich aktuell sicherlich ein giinstiges Gelegenheitsfenster, dessen Ge-
staltung insbesondere gelingen kann, wenn betriebliche Akteur*innen
aus Mitbestimmung, Gleichstellung und Diversity KI betrieblich explizit
auch als Machtfrage verhandeln. Hierfiir braucht es neben den erwéhnten
Regulierungen auf juristischer und politischer Ebene nicht zuletzt Inte-
ressenvertretungen, die sowohl hinsichtlich K1 als auch hinsichtlich Gen-

der und Diversity geschult und weitergebildet werden. Sonst steht zu be-
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fiirchten, dass Themen wie die Aufwertung von Titigkeiten, die Verdnde-
rung von Arbeitsnormen oder die Implementierung ethischer Standards
beim Einsatz von KI zugunsten von symbolischen Diversitétspolitiken
vernachléssigt werden. B
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