Der vorliegende Artikel vergleicht die Qualitét der automatischen
Texterkennung aus dem Google-Books-Projekt mit Alternativen
aus dem Open-Source-Umfeld: Tesseract, OCRopus, Calamari
und Kraken. Fiir den Vergleich wurde ein Testset aus Digitalisaten
von Drucken gebildet, die in den retrospektiven Nationalbiblio-
grafien VD16, VD17 und VD18 verzeichnet sind. Der zugrunde-
liegende Datenbestand ist in Hinblick auf Entstehungszeitraum,
Sprache, Druck- und Vorlagenqualitdt sehr heterogen. Dies wirkt
sich sowohl auf die Erstellung der Ground Truth als auch auf die
automatische Auswertung aus. Die damit verbundenen Heraus-
forderungen werden im Artikel beleuchtet und die Ergebnisse aus
dem Vergleich vorgestellt. Als zentrales Ergebnis ldsst sich fest-
halten, dass Google OCR, Tesseract und Calamari insgesamt sehr
gute und im Vergleich mit den anderen OCR-Engines die besten
Ergebnisse liefern.

This article compares the quality of automatic text recognition
from the Google Books project with results from open source
alternatives: Tesseract, OCRopus, Calamari and Kraken. For the
comparison, a test set was created from digitised versions of
printed publications listed in the retrospective national biblio-
graphies VD16, VD17 and VD18. The underlying database is
highly heterogeneous in terms of the period of origin, language
and the quality of the original printed document. This affects
both the production of the »ground truth« and the automatic
evaluation. The article highlights the challenges involved and
presents the results of the comparison. The main result is that
Google OCR, Tesseract and Calamari deliver the best results

in comparison with the other OCR engines, and very good results
overall.
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Google Books vs. Open Source

Ein Vergleich der OCR-Qualitdt auf Basis von Drucken aus VD16,

VD17 und VD18

Einleitung

trale Rolle. Das reine Ablichten beispielsweise eines

ei der Digitalisierung von gedruckten und hand-
schriftlichen Dokumenten spielt die automati-
sierte Erkennung von Textinformation eine zen-

Buches durch Scannen oder Fotografieren und das an-
schliefende Speichern in einem digitalen Bildformat
fihrt noch nicht zu einem digitalen Text. Das Lesen des
Textes bleibt weiterhin dem Menschen iiberlassen, nicht
anders als beim Original. Erst die Erkennung und Uber-
fihrung dieser Textinformation in maschinenlesbare
Form, die sogenannte optische Zeichenerkennung (engl.
Optical Character Recognition, kurz OCR) erweitert
die Nutzungsmdglichkeiten des Digitalisats enorm, hin
zu Volltextsuche, Eigennamenerkennung (engl. Named-
entity Recognition, kurz NER), automatischer Textana-
lyse, Training von Sprachmodellen und nicht zuletzt zu
mehr Barrierefreiheit durch mogliche Umwandlung in
horbaren Text, um nur einige Beispiele zu nennen.

Die Bayerische Staatsbibliothek (BSB) digitalisiert
in Kooperation mit Google seit 2007 ihren Altbestand
an Druckwerken. Bis Oktober 2023 wurden knapp 2,7
Millionen Objekte auf diesem Wege digital verftighar
gemacht. Die Digitalisierung durch Google umfasst im-
mer auch die Texterkennung. Google entwickelt seine
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OCR-Programme kontinuierlich weiter und stellt den
Bibliothekspartnern die jeweils neueste Version des Er-
gebnisses zur Verfiigung. Auf diese Weise erhalten auch
Objekte mit linger zuriickliegender Bilddigitalisierung
fortwahrend Updates hinsichtlich des erkannten Textes.
Das ist in Hinblick auf die Qualititssteigerung aufgrund
der stetigen technologischen Weiterentwicklung in den
vergangenen Jahren ein unschitzbarer Vorteil.

Auch im Open-Source-Bereich wurden Fortschritte
erzielt und OCR-Programme weiter- oder neuent-
wickelt. Die DFG forderte mit OCR-D ein Projekt,
»dessen Hauptziel die konzeptionelle und technische
Vorbereitung der Volltexttransformation der VD ist.«!
Dazu wurden Open-Source-Entwicklungen gebtindelt,
erginzt und weiterentwickelt sowie Workflow-Imple-
mentierungen vorgenommen.

Ziel des vorliegenden Beitrags ist es, die Qualitt der
automatischen Texterkennung aus dem Google-Books-
Projekt mit Alternativen aus dem Open-Source-Umfeld
zu vergleichen. Fir den Vergleich wurde ein Testset
aus Digitalisaten von Drucken gebildet, die in den re-
trospektiven Nationalbibliographien VD16, VD17 und
VD182 verzeichnet sind. Aussagen in diesem Artikel be-
ziehen sich ausschliefflich auf Drucke aus dem Bereich
VD16, VD17 und VD18 und lassen sich nur unter Vor-
behalt auf die Erkennungsqualitit anderer Drucke iiber-
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tragen. Um die Qualitit der OCR beurteilen zu kon-
nen, wurde eine moglichst fehlerfreie Transkription des
zu erkennenden gedruckten Textes erstellt. Mit dieser
Musterlosung, der sogenannten Ground Truth, wurden
die verschiedenen OCR-Ergebnisse verglichen.

Der Prozess, um von einer gescannten Buchseite zu
threm Text in maschinenlesbarer Form zu kommen, um-
fasst neben der reinen Texterkennung mit einer OCR-
Engine eine Reihe weiterer Verarbeitungsschritte. Dazu
gehoren die Optimierung des zu »lesenden« Bildes, die
Erkennung des Layouts darauf und der einzelnen Zeilen
sowie eventuell eine Nachkorrektur. Bei der vorliegen-
den Evaluierung liegt der Fokus allein auf der zeilen-
basierten Zeichenerkennung mit OCR-Engines. Eine
Bewertung aller weiteren Komponenten des OCR-Pro-
zesses war nicht Gegenstand dieser Untersuchung. Als
Ausgangspunkt fiir die Evaluierung wurden pragma-
tisch die von Google erkannten Zeilenbilder festgelegt.
Dies ermdglicht einen praktikablen Vergleich der Text-
erkennung verschiedener OCR-Programme.

Datensatz und Ground Truth

Objekt- und Seitenauswahl

Fir das Testset wurden 92 Objekte ausgewahlt. Jedes
Jahrzehnt des Bereichs VD16-18 sollte mit mindestens
einem Objekt vertreten sein. Fiir die intellektuelle Er-
stellung der Ground-Truth-Daten wurde aus diesen
Objekten je eine Seite nach dem Zufallsprinzip ausge-
wihlt. Auf diese Weise sollten subjektive Auswahlkrite-

Seite im Viewer 6ffnen

rien minimiert werden. Die Auswahl der Objekte wurde

gemaf folgender Kriterien getroffen:

— Digitalisate reprasentieren Objekte aus den Verzeich-
nissen der Drucke des 16., 17. und 18. Jahrhunderts,
weisen also eine VD-Nummer als Identifikator auf,

— Objekte sind von Google digitalisiert und entspre-
chend mit OCR-Daten von Google versehen,

— Objekte sind moglichst gleichmifig tiber den Zeit-
raum 1501 —1800 verteilt,

— die Sprachauswahl ist moglichst reprisentativ bzgl.
der in den VDs dokumentierten Objekte (ganz tiber-
wiegend Latein und Deutsch, etwas Griechisch, He-
braisch, Italienisch, Franzosisch),

— zahlenmiflig herausragende Autoren, z.B. Luther,
sind berticksichtigt.

Ground-Truth-Erstellung

Um die Zeichenerkennungsqualitit moglichst unab-
hingig von der Qualitit der Layouterkennung zu mes-
sen, wurde die Google OCR als Segmentierungs-Quelle
festgelegt. Folglich sind die von der Google OCR er-
kannten Zeilen Grundlage der Ground Truth.

Ground-Truth-Daten werden tiblicherweise aus-
schliefllich intellektuell erzeugt. Eine dabei hiufig ver-
wendete, akzeptierte Methode fiir die Gewinnung von
Ground-Truth-Textdaten ist das sogenannte Double-
Keying-Verfahren.> Dabei wird die Transkription der
Vorlage jeweils von zwei unterschiedlichen Teams er-
stellt und anschlieflend abweichende Textstellen der bei-
den Versionen tberpriift.

‘Dabin gerichtel / Daff o wolte 7 baf:felcs ver ganie

Transkription

mung dahin gerichtet, dall er wollte z dall solches der ganze

i, Achtung: Im Text kommen Formen des kleinen "s" vor!

1 Tool zur OCR-Korrektur
Abb.: BSB/MDZ
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Da dieses Verfahren duflerst zeitaufwendig ist, kam
fir die vorliegende Evaluation ein alternatives Vorgehen
zum Einsatz: Die Erstellung der Ground-Truth-Daten
fir die Zeilen der 92 ausgewihlten Seiten wurde auf
mehrere Personen aufgeteilt. Kolleg*innen mit Lesefd-
higkeit im Bereich alter Drucke sowie Spezialist*innen
fir Griechisch und Hebriisch erstellten die Daten.* Um
die Erstellung zu vereinfachen und zu beschleunigen,
korrigierten die beteiligten Mitarbeitenden die vorhan-
dene Google OCR, anstatt von Grund auf zu transkri-
bieren. Mit dieser Optimierung wurde in Kauf genom-
men, dass die entstandene Ground Truth moglicherwei-
se zugunsten von Google OCR beeinflusst ist. Um die
Mitarbeitenden zu einer moglichst gleichférmigen Kor-
rektur anzuleiten, wurden sie in die Funktionsweise des
Transkriptionstools und in die Transkriptionsrichtlinien
eingefiihrt, die sich am OCR-D Transkriptionslevel 2°
orientieren. Auflerdem standen die Autor*innen dieses
Beitrags durchgingig fir Riickfragen zur Verfigung.

Fiir die Korrektur der Google OCR wurde ein Tool
auf Basis der Software Prodigy® entwickelt. Das Tool ist
unter einer Open-Source-Lizenz auf dem GitHub-Auf-
tritt des Miinchener Digitalisierungszentrums (MDZ)
der Bayerischen Staatsbibliothek veroffentlicht.” Damit
konnten mehrere Anwender*innen gleichzeitig Zeilen
korrigieren, wobei jede Zeile nur einer Person zur Kor-
rektur vorgelegt wurde. Zur grofitmoglichen Vermeidung
von Transkriptions-/Korrekturfehlern wurden automa-
tisch typische, hiufig vorkommende potenzielle OCR-
Fehler farbig hervorgehoben (z.B. s statt [5 s. Abb. 1).

bsb10057413_00028

Seite in Viewer 6ffnen [ Alle Zeilen dieser Seite anzeigen ]

Anders als bei modernen, industriell hergestellten
Drucken stellt die Ubertragung der Zeichenvorlage in
alten Drucken eine Herausforderung dar. So kann eine
Textstelle aufgrund von Druckqualitit, Schadstellen etc.
nicht eindeutig lesbar sein, oder den in der historischen
Vorlage verwendeten Zeichen fehlt eine Entsprechung
im modernen Zeichensatz. Gerade bei alten Drucken
stofit man immer wieder auf Grenzfille, bei denen eine
eindeutige Entscheidung schwierig bis unméglich ist. In
derartigen Fillen konnten die Transkribierenden einzel-
ne Abschnitte als »unsicher« markieren® und so von der
Bewertung ausschlieflen.

Im Bereich Griechisch und Hebriisch war die Un-
terstiitzung von Spezialist*innen aus den jeweiligen
Fachabteilungen unabdingbar. Fiir die Transkription
von Frithdrucken in Griechisch sind vertiefte Kenntnis-
se der Sprache und der Sonderzeichen in diesen Drucken
und klare (auch fachlich fundierte) Vorgaben zu dem zu
erzielenden Ergebnis bzw. den zu korrigierenden Feh-
lern notig. Fur manche Druckzeichen gibt es zudem
keine Unicode-Entsprechung. In diesen Fillen wurden
nicht fiir alle im Testset vorgesehenen Zeilen Ground-
Truth-Daten erzeugt.

Um eine mogliche Beeinflussung zugunsten der
Google OCR zu minimieren, wurden die Ground-
Truth-Daten im Anschluss einer zusitzlichen, technisch
basierten Priifung unterzogen, bei der die Ergebnisse der
anderen OCR-Engines mit einbezogen wurden. Dazu
wurde ein eigenes Tool entwickelt, mit dem die korri-
gierten Google OCR-Daten mit allen anderen OCR-

mcr mftﬁlg ficben wil/ muff bey dem Liebfen bleiben,

Wer maf3ig lieben wil/ muB3 bey dem Lieblten bleiben. ¥ © 0O

Bearbeitet von

OCR zeigen » 33 OCR-Varianten @ CER:0.172 o CER:0.261 0 Ubereinstimmungen

2 Review-Tool zur Nachkorrektur der Ground Truth
Abb.: BSB/MDZ
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Daten verglichen wurden. Neben der Revision Zeile fir
Zeile konnte man damit insbesondere gezielt nach Un-
terschieden zwischen OCR-Daten und korrigierten Da-
ten filtern, um so leichter und schneller eventuell falsch
korrigierte Stellen oder tibersehene Fehler zu finden.

Uberblick zur Texterkennung mit
verschiedenen OCR-Engines

Gegenstand der Evaluierung waren neben der
Google-eigenen Closed-Source-OCR die Open-Source-
OCR-Engines Tesseract, OCRopus, Kraken und Cala-
mari:

Tesseract’ wurde 2005 als quelloffene OCR-Engine
veroffentlicht. In Version 4.0.0 wurde die Texterken-
nung grundlegend tberarbeitet und basiert nun auf tie-
fen neuronalen Netzwerken. Tesseract kann sowohl als
Kommandozeilen-Werkzeug als auch als Softwarebi-
bliothek in den OCR-Workflow eingebunden werden.

OCRopus®®

len-Werkzeugen zur automatischen Texterkennung. In

ist eine Sammlung von Kommandozei-

seiner urspriinglichen Version, die ab 2007 entstanden
ist, nutzt OCRopus ein flaches neuronales Netzwerk
fur die Texterkennung. In der vorliegenden Evaluierung
wurde eine Weiterentwicklung dieser ersten Version ein-
gesetzt, die Python 3 unterstiitzt und weitere Verbesse-
rungen bei der Bildvorverarbeitung bietet.!

Die OCR-Engine Kraken'? ist speziell fir nicht-latei-
nische Schriftarten optimiert. Wie Tesseract kann Kra-
ken sowohl als Kommandozeilen-Werkzeug als auch als
Softwarebibliothek in den OCR-Workflow eingebun-
den werden. In seiner aktuellen Version (4.3.12) imple-
mentiert Kraken tiefe neuronale Netzwerke und bietet
GPU-Unterstiitzung, um insbesondere das Trainieren
von Netzwerkmodellen zu beschleunigen.

Calamari® ist die jungste’* der eingesetzten OCR-
Engines. Im Unterschied zu den anderen Engines un-
terstiitzt Calamari lediglich die Texterkennung auf der
Grundlage von Zeilenbildern, vorhergehende Arbeits-
schritte wie Layouterkennung und Zeilensegmentie-
rung sind nicht implementiert. Calamari kann sowohl
als Kommandozeilen-Werkzeug als auch als Python-
Modul in einen umfassenderen OCR-Workflow einge-
bunden werden. Die OCR-Engine implementiert tiefe
neuronale Netzwerke und bietet wie Kraken GPU-Un-
terstiitzung.

Fiir die Evaluation wurde ein eigenes Kommandozei-
len-Werkzeug in Python entwickelt, welches Tesseract,

- oo —— - v v
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OCRopus und Kraken nutzt, um den Text einzelner
Zeilen zu erkennen. Texterkennung mit der OCR-En-
gine Calamari wurde in einem separaten Python-Skript
implementiert, da die benotigten Softwarebibliotheken
nicht miteinander kompatibel waren.

Die konkrete Implementierung der Vorverarbeitung
wurde aus den Softwarebibliotheken der jeweiligen En-
gines ibernommen. Fiir Calamari wurde die Vorverar-
beitung von OCRopus verwendet, da die meisten Cala-
mari-Modelle auf Basis der OCRopus Vorverarbeitung
trainiert wurden.

Layoutanalyse und Segmentierung als zusitzliche
Verarbeitungsschritte entfallen, da der Evaluationsda-
tensatz bereits aus vorsegmentierten Zeilen besteht.
Googles Layoutanalyse liefert rechteckig segmentierte
Zeilen, die Artefakte anderer Zeilen enthalten konnen.
Engines wie Tesseract, Calamari und Kraken konnen
auf der Basis dieser vergleichsweise groben Segmentie-
rung die Zeichenerkennung durchfithren. Nur OCR-
opus erwartet genau umgrenzte Zeilen in Polygonform
als Eingabe fiir die Zeichenerkennung. OCRopus bietet
eine Resegmentierung von Zeilen an, um eine grobe Seg-
mentierung zu verfeinern und Artefakte anderer Zeilen
zu entfernen. Da OCRopus jedoch keine Schnittstelle
fir die Einbindung in andere Programme bietet und
der Einsatz im vorliegenden Evaluationsframework nur
mit erheblichem Mehraufwand moglich gewesen wire,
wurde im Rahmen dieser Auswertung auf die Reseg-
mentierung verzichtet.

Alle ausgewerteten OCR-Engines unterstiitzen eine
Vielzahl von sogenannten Modellen. Ein solches Modell
ist ein durch Verfahren des maschinellen Lernens trai-
niertes neuronales Netz, das die eigentliche Texterken-
nung durchfithrt. Das Hauptunterscheidungsmerkmal
zwischen den verschiedenen Modellen ist die fiir das
Training verwendete Datenbasis, die mafigeblich die
Erkennungsqualitit beeinflusst. Aus den verfiigbaren
Modellen fiir die verschiedenen OCR-Engines wurden
diejenigen ausgewihlt, welche den Eigenschaften des
Evaluationsdatensatzes am besten entsprechen. Insbe-
sondere wurden Modelle berticksichtigt, die neben
Texten in Antiqua auch mit Texten in Frakturschrift
trainiert wurden, und solche, welche die verschiedenen
Zeichensitze aus dem Evaluationsdatensatz (Griechisch,
Hebriisch und Lateinisch) abdecken.

Wenn moglich, wurden bei der Texterkennung meh-
rere Modelle miteinander kombiniert, um ihr »Spezial-

A & 2 G
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3 Beispiel fur ein von Google segmentiertes Zeilenbild mit deutlichen Artefakten der vorausgehenden und nachfolgenden Zeile

Abb.: BSB/ MDZ
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wissen« zu biindeln und ein moglichst breites Spektrum
an Schriftarten, Zeichensitzen und Sprachen zu bertick-
sichtigen. Grundsitzlich unterstiitzen die Engines Tes-
seract, Calamari und Kraken den gleichzeitigen Einsatz
von mehreren Modellen fiir die Texterkennung. Kraken
wihlt aus einer Menge von Modellen das beste Modell
abhingig davon aus, welcher Zeichensatz in der jeweili-
gen Zeile erkannt wurde. Die automatische Erkennung
des Zeichensatzes war in einer fritheren Version von
Kraken implementiert, ist aktuell jedoch nicht funkti-
onsfahig. Aus diesem Grund kamen fiir Kraken keine
Modellkombinationen zum Einsatz. Calamari kombi-
niert verschiedene Modelle, indem die Engine mehrere
Modelle auf die Daten anwendet, die Ergebnisse ver-
gleicht und anhand von Wahrscheinlichkeit gewichtet,
um so die beste Texterkennung zu ermitteln (Confi-
dence Voting)."

Verwendete Methoden bei der Evaluation
Die Evaluierung der erzeugten OCR-Ergebnisse er-

folgte in einem mehrstufigen Prozess. Zunichst wur-

den sowohl Ground Truth als auch OCR-Ergebnisse in
eine einheitliche Unicode-Reprisentation iberfiihrt.

Anschlieflend erfolgte ein weiterer Normalisierungs-

schritt, bei dem verschiedene Textmerkmale in eine ein-

heitliche Form umgewandelt wurden. Im vorliegenden

Projekt wurden drei verschiedene Normalisierungsstu-

fen definiert:

— minimal: Keine weitere Normalisierung; moglicher
Use Case: Edition, buch- und druckwissenschaftliche
Fragestellungen.

— mittel: Normalisierung auf OCR-D Level 2 Tran-
skriptionsrichtlinien.'® Normalisierung von Leerzei-
chen um Satzzeichen herum: Kein Leerzeichen vor
Satzzeichen, genau eines danach. Use Case: Detailge-
treue Darstellung nah am Original in Viewer-Anwen-
dungen, die leicht kopiert werden kann.

— hoch: Normalisierung auf OCR-D Level 1 Tran-
skriptionsrichtlinien.” Wie Level 2, aber zusitzlich
werden alte Zeichenformen (langes S, alte Umlaut-
formen) in moderne Aquivalente umgewandelt und
verschiedene Trennzeichen auf die geliufige moderne
Form vereinheitlicht. Use Case: Indexierung umfang-
reicher, heterogener Korpora fir Volltextsuche.

Im Umfeld grofier digitaler Bestinde diirfte die hohe
Normalisierung den meisten Anforderungen gentigen.
Je hoher die Erwartung an die Wiedergabe spezifischer
Druckeigenheiten ist, desto aufwendiger gestaltet sich
die automatische Erkennung.

Nach der Normalisierung wurden die Fehlerraten
der Texterkennungs-Ergebnisse ermittelt. Hierzu wurde
mittels des hiufig verwendeten Levenshtein-Algorith-
mus'® der Editierabstand zwischen Ground Truth und
OCR-Ergebnis bestimmt, d.h. die Anzahl der Opera-

tionen (Einsetzen, Ersetzen, Loschen), die notwendig
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wiren, um das Ergebnis identisch zur Ground Truth
zu machen. Editieroperationen, die Abschnitte aus
der Ground Truth betreffen, die als unsicher markiert
wurden, wurden dabei nicht gezdhlt. Die daraus resul-
tierende Zahl wurde durch die Anzahl der Zeichen im
Ground-Truth-Text geteilt, um so den Fehleranteil aus-
gedriickt in Prozent zu erhalten.

Dieses Verfahren wurde einmal auf Zeichenebene
durchgefiihrt, um die sogenannte Character Error Rate
(CER) zu ermitteln, d.h. den Anteil an falsch oder nicht
erkannten Zeichen im Verhiltnis zur Ground Truth.
Weiterhin wurde das Verfahren auch auf Wort-Ebene
durchgefiihrt, um die sogenannte Word Error Rate
(WER) zu ermitteln. Hierbei wurde der Zeilentext vor
dem Vergleich nach Unicode-Regeln in Worter aufge-
teilt. Ein Wort wurde als Fehler gezihlt, wenn mindes-
tens ein Zeichen im Wort fehlerhaft war.

Beispiel

Ground Truth Hallo Welt
OCR-Resultat Halle Wolt
Editier-Distanz 2
Zeichenanzahl Ground Truth 10

Wortanzahl Ground Truth 2

Character Error Rate 2/10= 20%
Word Error Rate 2/2 =100%

Die Ermittlung der OCR-Qualitit tiber Levenshtein-
Distanz und Zeichen- bzw. Wortfehlerrate ist im wis-
senschaftlichen Kontext etabliert.”” Das Vorgehen ent-
spricht dem des Evaluationstools dinglehopper,”® das
auch bei OCR-D zur Bewertung der OCR-Qualitit

eingesetzt wird.

Ergebnisse

Jede Zeile aus dem Datensatz wurde mit der gewahl-
ten Kombination aus OCR-Engine und Modell in Text
konvertiert. Sowohl der erkannte Text wie auch der
Ground-Truth-Text aus dem Datensatz wurden fiir
jede der drei oben beschriebenen Normalisierungsar-
ten normalisiert. Die Berechnung der Fehlerraten fiir
den Gesamt-Datensatz erfolgte durch Aufsummierung
der individuellen Editierdistanzen und Teilen durch die
Summe der Zeichen- und Wortanzahl aller Ground-
Truth-Texte. Die so ermittelten Fehlerraten werten da-
durch jeden Fehler gleich, unabhingig von der Linge
der jeweiligen Zeile.

Die Tabellen auf den folgenden Seiten vergleichen
die Qualitdt der Open-Source-OCR-Engines Tesseract,
OCRopus, Kraken und Calamari. Die dunkelgrau hin-
terlegten Werte weisen das beste Ergebnis unter den
Modellen der jeweiligen Open-Source-Engine aus:

# Bestes Ergebnis unter allen Modellen der jeweiligen

Tabelle (Google OCR + Open-Source-Engine).

% Besseres Ergebnis als Google OCR.
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Tesseract
Ausgewertete Modelle

— deu: Tesseract 5 Standardmodell fiir deutsche Sprache

- frk:  Tesseract 5 Standardmodell fiir Fraktur

— grc: Tesseract 5 Standardmodell fur Griechisch

— heb: Tesseract 5 Standardmodell fiir Hebrdisch

— gt4histocr® (-best und -fast):  Fraktur-Modell der UB Mannheim, trainiert auf Daten aus dem Deutschen Textarchiv

— frak2027% (-best und -fast): ~ Fraktur-Modell der UB Mannheim, trainiert auf Daten des Deutschen Textarchivs, hauseigenen
Transkriptionen der UB Mannheim und Daten aus dem »Austrian Newspapers« Datensatz des
Library Labs der Osterreichischen Nationalbibliothek

Die best- und fast-Varianten der gt4histocr und frak2027 Modelle unterscheiden sich in ihrer Parameteranzahl, das fast-Modell ist
jeweils schneller in der Auswertung und etwas ungenauer.

Vergleich Google OCR vs. Tesseract: Normalisierungsgrad minimal

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 6,12% & 29,34%

deu 15,82 % 56,30 %

frk 12,82 % 43,39 %
gt4histocr-fast 11,44 % 33,38%
gt4histocr-best 15,36 % 39,72 %
frak2021-fast 6,96 % 2290% X
gt4histocr-fast, frk, deu, heb, grc 10,04 % 32,11 %
gt4histocr-best, frk, deu, heb, grc 11,22 % 35,00 %
frak2021-fast, frk, deu, heb, grc 7,29 % 2425% %k
frak2021-best, frk, deu, heb, grc 772 % 2557 % %k
frak2021-fast, gt4histocr-fast, frk, deu, heb, grc 7,02 % 23,38% Xk
frak2021-best, gt4histocr-best, frk, deu, heb, grc 7,61 % 2495% %k

Vergleich Google OCR vs. Tesseract: Normalisierungsgrad mittel

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 590% & 28,80%

deu 15,51 % 54,73 %

frk 12,55 % 4217 %
gt4histocr-fast 10,86 % 32,72 %
gt4histocr-best 14,99 % 39,21 %
frak2021-fast 6,31 % 22,06% X%
gt4histocr-fast, frk, deu, heb, grc 9,53 % 31,12 %
gt4histocr-best, frk, deu, heb, grc 10,79 % 34,22 %
frak2021-fast, frk, deu, heb, grc 6,65 % 2335% X
frak2021-best, frk, deu, heb, grc 7.20 % 2478%
frak2021-fast, gt4histocr-fast, frk, deu, heb, grc 6,37 % 2249% %
frak2021-best, gt4histocr-best, frk, deu, heb, grc 7,08 % 2420% >

Vergleich Google OCR vs. Tesseract: Normalisierungsgrad hoch

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)
Google OCR 4,13% & 20,26%
deu 14,87 % 53,12 %
frk 11,96 % 39,93 %
gt4histocr-fast 10,16 % 29,80 %
gt4histocr-best 14,52 % 37,63 %
frak2021-fast 593 % 1998% %k
gt4histocr-fast, frk, deu, heb, grc 8,89 % 28,23 %
gt4histocr-best, frk, deu, heb, grc 10,25 % 31,80 %
frak2021-fast, frk, deu, heb, grc 6,19 % 20,77 %
frak2021-best, frk, deu, heb, grc 6,72 % 22,18 %
frak2021-fast, gt4histocr-fast, frk, deu, heb, grc 5,90 % 19,87 %
frak2021-best, gt4histocr-best, frk, deu, heb, grc 6,61 % 21,62 %
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Calamari
Ausgewertete Modelle?

— gt4histocr:

- antiqua_historical:
— fraktur_historical:

— fraktur_19th_century:

trainiert auf dem gesamten GT4HistOCR Korpus

Antiqua-Modell, trainiert auf Untermenge des GT4HistOCR Korpus
Fraktur-Modell, trainiert auf Untermenge des GT4HistOCR Korpus
trainiert auf einer Untermenge des GT4HistOCR Korpus (DTA19) und weiteren frei verfiigbaren Datensatzen

in Frakturschrift aus dem 19. Jahrhundert

- deep3_Ish4:*

Modell mit tieferer Netzwerkstruktur, trainiert auf dem GT4HistOCR Korpus, franzésischen Antiquadrucken,

dem OCR-D Korpus, frei verfligbaren Datensdtzen in Frakturschrift aus dem 19. Jahrhundert und Daten aus
verschiedenen weiteren Transkriptionsprojekten

— deep3_antiqua_hist:

— deep3_antiqua-15-16-cent:
— deep3_fraktur-hist:

— deep3_fraktur19:

Antiqua-Modell auf der Basis von deep3_Ish4
Antiqua-Modell auf der Basis von deep3_Ish4 mit Fokus auf dem 15. und 16. Jahrhundert
Fraktur-Modell auf der Basis von deep3_Ish4
Fraktur-Modell auf der Basis von deep3_Ish4 mit Fokus auf dem 19. Jahrhundert

Vergleich Google OCR vs. Calamari: Normalisierungsgrad minimal

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 6,12% 29,34%
antiqua_historical 18,93 % 54,77 %
deep3_antiqua-hist 10,22 % 40,65 %
deep3_antiqua-15-16-cent 8,77 % 37,09 %
deep3_fraktur-hist 582% X 22,92% xk
deep3_fraktur19 9,17 % 31,76 %

deep3_Ish4
fraktur_historical

26,64 %

62,44 %

fraktur_19th_century 20,54 % 56,34 %
gt4histocr 6,76 % 2271% %
antiqua_historical, fraktur_historical 17,30 % 44,45 %
deep3_antiqua-15-16-cent, deep3_antiqua-hist, 557% X 21,10% >

deep3_fraktur-hist, deep3_fraktur19

Vergleich Google OCR vs. Calamari: Normalisierungsgrad mittel

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 5,90 % 28,80%
antiqua_historical 18,70 % 53,66 %
deep3_antiqua-hist 9,72 % 39,47 %
deep3_antiqua-15-16-cent 8,25% 35,89 %
deep3_fraktur-hist 523% X 21,99 % >k
deep3_fraktur19 8,73 % 31,11 %

deep3_Ish4

fraktur_historical

26,64 %

61,72 %

fraktur_19th_century 20,40 % 56,29 %
gt4histocr 6,16 % 21,77 % X%
antiqua_historical, fraktur_historical 17,06 % 43,60 %
deep3_antiqua-15-16-cent, deep3_antiqua-hist, 506% % 20,06% X

deep3_fraktur-hist, deep3_fraktur19

Vergleich Google OCR vs. Calamari: Normalisierungsgrad hoch

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 4,13% 20,26%
antiqua_historical 18,32 % 52,17 %
deep3_antiqua-hist 9,22 % 38,21%
deep3_antiqua-15-16-cent 7,79 % 34,46 %
deep3_fraktur-hist 4,27 % 17,76 % %
deep3_fraktur19 7,57 % 27,83 %
fraktur_historical 26,24 % 60,29 %
fraktur_19th_century 19,84 % 55,12 %
gt4histocr 5,82 % 19,70% >
antiqua_historical, fraktur_historical 16,73 % 41,85 %
deep3_antiqua-15-16-cent, deep3_antiqua-hist, 4,18 % 16,47 %  *k

deep3_fraktur-hist, deep3_fraktur19
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Kraken
Ausgewertete Modelle

— austriannewspapers:?> trainiert auf osterreichischen Zeitungen aus dem 19. und frithen 20. Jahrhundert

— fraktur_all_2:%¢

trainiert auf osterreichischen, schweizerischen und schwedischen Zeitungen aus den Sammlungen der
Universitatsbibliotheken Mannheim und Gottingen und dem OCR-D Korpus

Vergleich Google OCR vs. Kraken: Normalisierungsgrad minimal

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 6,12% & 29,34% &

austriannewspapers 21,14 % 59,43 %

fraktur all_2

Vergleich Google OCR vs. Kraken: Normalisierungsgrad mittel

15,15%

Modell(e)

Character Error Rate
(weniger ist besser)

Word Error Rate
(weniger ist besser)

Google OCR

5,90% &

28,80% &

austriannewspapers
fraktur_all_2

Vergleich Google OCR vs. Kraken: Normalisierungsgrad hoch

20,90 %

14,92 %

59,08 %

48,40 %

Modell(e)

Character Error Rate
(weniger ist besser)

Word Error Rate
(weniger ist besser)

Google OCR 4,13% & 20,26% &

austriannewspapers 20,50 % 57,63 %
12,73% 39,04 %

OCRopus

Ausgewertete Modelle

— en-default: Standardmodell

- fraktur: Standardmodell fir Fraktur

- LatinHist:% trainiert auf 12 lateinischen Blichern in Antiquaschrift aus der Zeit zwischen 1471 und 1686

- fraktur-jze:*®

trainiert auf Texten in Frakturschrift aus dem 19. und frithen 20. Jahrhundert

Vergleich Google OCR vs. OCRopus: Normalisierungsgrad minimal

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 6,12% & 29,34% &

en-default 41,90 % 86,34 %

fraktur 38,51 % 81,85 %

fraktur-jze 44,44 % 88,30 %

Vergleich Google OCR vs. OCRopus: Normalisierungsgrad mittel

Modell(e) Character Error Rate Word Error Rate
(weniger ist besser) (weniger ist besser)

Google OCR 590% & 28,80% &

en-default 41,57 % 85,78 %

fraktur 38,35% 81,69 %

fraktur-jze 43,99 % 88,16 %

Vergleich Google OCR vs. OCRopus: Normalisierungsgrad hoch

Modell(e)

Character Error Rate
(weniger ist besser)

Word Error Rate
(weniger ist besser)

Google OCR 4,13% & 20,26% &
en-default 41,35% 85,59 %
fraktur 36,28 % 78,06 %
fraktur-jze 43,23 % 87,46 %
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Zusammenfassung, Bewertung und Kontextualisierung
der Ergebnisse

Google OCR ist immer konkurrenzfihig, da sie
durchweg sehr gute Ergebnisse liefert und sehr robust
ist angesichts des heterogenen Datenbestandes. Dadurch
eignet sie sich gut fir die Massenverarbeitung. Ein wei-
terer Vorteil fiir die Bayerische Staatsbibliothek ist, dass
die Daten bereits vorliegen und alle zwolf Monate nach
dem technischen State of the Art kostenfrei neu pro-
zessiert und an die Bayerische Staatsbibliothek geliefert
werden. Ubrigens besteht fiir Nicht-Google-Books-
Bibliotheken die Moglichkeit, OCR tber die Google
Cloud Vision API? zu beziehen.

Calamari liefert mit dem deep3-Ish4 Modell durch-
weg die besten Ergebnisse. Das Modell wurde auf sehr
heterogenem Material trainiert, wodurch es sehr robust
ist. Allerdings ist die Inbetriebnahme durch einen nicht
mehr aktuellen Software-Stand kompliziert. Es lisst sich
ohne Weiteres keine Aussage dazu treffen, wie lange eine
komplette Neuverarbeitung dauern wiirde. Ein Einsatz
von am MDZ vorhandenen GPU-Beschleunigerkarten
ist mit dem aktuellen System nach aktuellem Stand (Juli
2023) jedenfalls nicht moglich.

Tesseract besitzt im Vergleich mit den tibrigen OCR-D
Engines das beste Verhaltnis zwischen Ergebnissen, Per-
formance und Einfachheit des Betriebes. Die frak2021
Modelle aus der UB Mannheim sind qualitativ nah an
den Google OCR Ergebnissen, wihrend Laufzeit und
Skalierbarkeit besser sind als bei Calamari. Der Betrieb
von Tesseract ist in verschiedenen Szenarien sehr ein-

fach.

Einordnende Bemerkungen zur Unter-
suchung und ihren Ergebnissen

Der vorliegende Bericht leistet einen Beitrag zur ver-
gleichenden Bewertung von Google OCR und Open-
Source-OCR-Engines anhand von Daten, wie sie rea-
listischerweise im Bereich der VD-(Massen-)Digitali-
sierung vorkommen. Insgesamt zeigt sich, dass Google
OCR, Tesseract und Calamari sehr gute Ergebnisse an-
gesichts des heterogenen und in Bezug auf Druck- und
Scanqualitdt iblicherweise stark schwankenden Daten-
bestandes liefern. Diese Robustheit ist unabdingbar fiir
einen Einsatz in der Massendigitalisierung, bei der eine
feingranulare Auswahl von Modell und Bildvorverar-
beitung pro Objekt nicht praktikabel ist.

Bei der Interpretation der Ergebnisse sollten folgende
methodische Einschrinkungen berticksichtigt werden:
Trotz intensiven Reviews kann nicht von einer vollig
fehlerfreien und einheitlichen Ground Truth ausgegan-
gen werden. Ursache dafiir ist der gewihlte Ansatz, vor-
handene OCR zu korrigieren und nur eine Person pro
Zeile einzusetzen. Auflerdem konnte Ground Truth fir
ausgewihlte Griechischzeilen im Rahmen dieser Unter-
suchung nicht vollstindig erarbeitet werden, insbeson-
dere aufgrund der Schwierigkeit, Besonderheiten von

BB 711/2024

Frihdrucken griechischer Texte methodisch sauber in
Ground Truth zu Uberfihren. Winschenswert wire
die Erstellung einer umfangreicheren Ground-Truth-
Menge unter stirkerer Berticksichtigung nicht lateini-
scher Schriften. Fiir letztere miissten ggf. erst geeignete
und fachlich akzeptierte Transkriptionsregeln erstellt
werden.

Die Festlegung auf die von Google vorgegebene
Zeilen-Segmentierung ist problematisch, da hiufig Arte-
fakte von Nachbarzeilen im Zeilenbild vorhanden sind.
Darunter leidet zumindest bei OCRopus offensichtlich
auch die Erkennungsqualitit. Schwierigkeiten ergaben
sich auch bei der Vorverarbeitung der Zeilenbilder, da
insbesondere OCRopus von Seitenbildern als Einga-
be ausgeht. Zusitzlicher Aufwand wire notig, um die
Vorverarbeitung an die Zeilenbilder anzupassen und mit
verschiedenen Verfahren in diesem Bereich zu experi-
mentieren.

Die vorliegende Untersuchung hat Aspekte der Lay-
outanalyse und deren FEinfluss auf die OCR-Qualitit
bewusst ausgeklammert. Weiterfithrende Analysen soll-
ten Verfahren aus diesem Bereich in den Fokus nehmen
und die Qualitit von Google OCR und quelloffenen
OCR-Engines unter diesen Gesichtspunkten fortfiih-
rend evaluieren.
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