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Abstract

In the process control engineering domain, various initiatives around the world (e.g. “In-
dustry 4.0” in Germany) play a crucial role in directing the research and development.
In the new generation of industrial automation, a new architecture is introduced where
the communication hierarchy of the automation pyramid is dissolved in order to increase
the flexibility of the production systems. One of the objectives of this architecture is to
achieve “Adaptability” or in other words to enable industrial plants to react to unplanned
changes. Furthermore, design principles like decentral decision making and interconnect-
edness are widely promoted. In order to achieve the aforementioned goals, various new
functionalities (e.g., Self-X functionalities and optimizations) and information (e.g., asset
administration shell) are being introduced to the current production systems which did not
exist in the conventional ones thus causing a dynamic overhead to the available resources
(computation, communication, dynamic memory, etc.).
In the conventional systems, during the engineering phase, control logic and functionali-

ties are designed and then deployed to the computation nodes in the automation network.
In some cases, an optimized distribution profile for the loads are computed prior to the
initial deployment and accordingly the load is distributed amongst the network endpoints.
However, the dynamic aspect of the load variations introduced in the newly introduced
automation paradigm is not taken into consideration.
System adaptation to the varying loads is required to readjust the loads and balance

the resources consumption in the network. In industrial automation, safety aspects play a
crucial role. Hence, a prerequisite for this framework is to not compromise the stability of
the production system.
The objective of this dissertation is to establish a framework for a seamless integration of

a deployment platform that can, through redeployment and adjustment of software com-
ponents, balance the resources consumption overhead amongst the automation network
participants, establish redundancy of the different components, improve the communica-
tion quality of service and adapt the system according to the rapid and dynamic changes
imposed.
Thorough analysis and investigations for stability and the production system dynamics

are conducted. The goal of these investigations is to ensure that the introduced frame-
work does not affect the performance in any undesired manner, e.g., causing the loads to
oscillate in the network or affecting the system performance with a non converging rede-
ployment processes of the software components. Hence, additional to these investigations,
a multi optimization criteria load balancing model is constructed to investigate the be-
havior or multidimensional optimizations. Moreover, performance enhancements analysis
is conducted through investigating the automation networks and constructing regression
models to compute the optimal parameters for load redeployment.
Furthermore, a prototype implementation to reinforce the presented concepts and vali-

date the conducted investigations is realized. The prototype considers an aluminum cold
rolling mill use-case and utilizes two different approaches namely decentral algorithms and
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Abstract

agent systems approaches to perform the load balancing from two different perspective
namely resources and component perspectives respectively. In the former approach, the
algorithm uses mathematical formulas (e.g., total square error) to compute the optimum
load balancing profile from a decentral perspective and cooperates with other network par-
ticipants to achieve the optimum load distribution profile on a global scale. On the other
hand, in the latter approach, the components are considered as independent agents that
wander the network. The information incubated within an agent is used (e.g. optimal
routed path according to a given recipe) to anticipate the load distribution in the network
and thus adjust the placement of the components (agents) accordingly.
The presented prototype implementation uses the runtime environment ACPLT/RTE

and acts as extension library to provide the load balancing functionalities. The imple-
mentation uses the demonstrator from the SMS-group that simulates a cold rolling mill
plant.
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Kurzfassung

Die Prozessleittechnik als ein Teil der Automatisierungstechnik erfährt durch Initiativen
wie

”
Industrie 4.0“. In der Prozessleittechnik sind verschiedene Initiativen auf der ganzen

Welt (z. B.
”
Industrie 4.0“ in Deutschland) derzeit in Forschung und Entwicklung rich-

tungsweisend. Die Auflösung der Kommunikationshierarchie in der Automatisierungspyra-
mide wird als zielführend erachtet, um den zunehmenden Anforderungen an Flexibilität in
Produktionssystemen gerecht zu werden. Unter dem Stichwort

”
Wandelbarkeit“ wird die

Fähigkeit verstanden, Industrieanlagen in die Lage zu versetzen, auf ungeplante Änderun-
gen zu reagieren. Ansätze dazu sind Gestaltungsprinzipien wie dezentrale Entscheidungs-
findung und vollständige Vernetzung. Um die zuvor genannten Ziele zu erreichen, werden
verschiedene neue Funktionalitäten (z. B. Self-X-Funktionalitäten und -Optimierungen)
und Informationen (z. B. die Verwaltungsschale) in die derzeitigen Produktionssysteme
eingeführt, wodurch eine Dynamik und ein Overhead zu den verfügbaren Ressourcen
(Berechnung, Kommunikation, dynamischer Speicher usw.) erzeugt wird.
In den konventionellen Systemen werden während der Engineering-Phase Steuerlogik und
Funktionalitäten entworfen und dann an die Rechenknoten im Automatisierungsnetzwerk
verteilt. In einigen Fällen wird ein optimiertes Verteilungsprofil für die Lasten vor der
ersten Bereitstellung berechnet, und dementsprechend wird die Last auf die Netzwerk-
endpunkte verteilt. Der dynamische Aspekt der Lastschwankungen des neu eingeführten
Automatisierungsparadigmas wird jedoch nicht berücksichtigt. Eine Systemanpassung
an die unterschiedlichen Lasten ist erforderlich, um die Lasten neu verteilen und den
Ressourcenverbrauch im Netzwerk auszugleichen. In der industriellen Automatisierung
spielen Sicherheitsaspekte eine entscheidende Rolle. Eine Voraussetzung für diesen Rah-
men ist daher, die Stabilität des Produktionssystems nicht zu beeinträchtigen.
Das Ziel dieser Dissertation ist die Schaffung eines Rahmens für die nahtlose Integra-
tion einer Implementierungsplattform, die durch die erneute Bereitstellung und Anpassung
von Softwarekomponenten den Ressourcenverbrauch zwischen Teilnehmern eines Automa-
tisierungsnetzwerks ausgleicht, die Redundanz der verschiedenen Komponenten herstellt
und die Kommunikation verbessert in Bezug auf Servicequalität und sowie die Anpassung
des Systems an die schnellen und kontinuierlichen Änderungen.
Gründliche Analysen und Untersuchungen zur Stabilität und zur Dynamik des Pro-
duktionssystems werden durchgeführt. Das Ziel dieser Untersuchungen besteht darin,
sicherzustellen, dass das eingeführte Framework die Leistung nicht auf unerwünschte Weise
beeinflusst, z. B. indem die Lasten im Netzwerk oszillieren oder die Systemleistung durch
nicht konvergierende Umverteilungsprozesse der Softwarekomponenten beeinflusst wird.
Zusätzlich zu diesen Untersuchungen wird daher ein Lastausgleichsmodell für mehrere Op-
timierungskriterien erstellt, um das Verhalten oder mehrdimensionale Optimierungen zu
untersuchen. Darüber hinaus wird die Analyse der Leistungsverbesserungen durchgeführt,
indem die Automatisierungsnetzwerke untersucht und Regressionsmodelle erstellt werden,
um die optimalen Parameter für die Lastumschichtung zu berechnen. Darüber hinaus wird
eine Prototyp-Implementierung realisiert, um die vorgestellten Konzepte zu verstärken und

XI

https://doi.org/10.51202/9783186267085-I - Generiert durch IP 216.73.216.36, am 20.01.2026, 17:40:06. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186267085-I


Kurzfassung

die durchgeführten Untersuchungen zu validieren. Der Prototyp betrachtet den Anwen-
dungsfall eines Aluminium-Kaltwalzwerks und verwendet zwei unterschiedliche Ansätze,
nämlich dezentrale Algorithmen und Ansätze von Agentensystemen, um den Lastausgle-
ich unter zwei verschiedenen Gesichtspunkten durchzuführen, nämlich Ressourcen- und
Komponentenperspektiven.
Die vorgestellte Prototypimplementierung verwendet die Laufzeitumgebung ACPLT/RTE
und fungiert als Erweiterungsbibliothek, um die Lastenausgleichsfunktionen bere-
itzustellen. Die Implementierung verwendet den Demonstrator der SMS-Gruppe, der eine
Aluminium-Kaltwalzanlage simuliert.
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