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CVA
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DLL
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EHPP

FIFO

HPP

min

min

NSGA

PHPP

RSM

SDHPP

VIII

Accelerated DDX

Aktiengesellschaft

Bayerische Motoren Werke

ClearVu Analytics, software used for optimization
Dallery-David-Xie

Dynamic Link Library

Design of Experiments

Derandomized

environmental HPP

First In First Out

hedging point policy

minimum

minute

Non-dominated Sorting Genetic Algorithm
prioritized HPP

Range (of the target buffer level)

Response Surface Methodology

second

state depended HPP

Target buffer level
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NOMENCLATURE AND ACRONYMS

tol

V&V

WIP

xml

tolerated

Volkswagen

Verification and Validation
work-in-progress

Extensible Markup Language
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Notations

X vector X

u@v element-wise multiplication of vectors u,v,€ R

u ®v = wwherew € R"and w; =u; - v; fori € {1, ...,n}

xT transposition of vector x
X; indexed component of a vector x = (x4, ..., x,)T € R"
X
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Symbols

Optimization

k

availability of system in %

significance level

index for constraintsk = 1,2, ...,

index for constraints [ = 1,2, ..., m

total number of inequality constraint functions
total number of equality constraint functions
feasible set of the original problem

total number of objective functions

index for objective functions

number of parents to be optimized

offspring vector

index number of individual / solution

index number of individual / solution

Evolutionary Algorithms

t
P

Qe

continuous generation index t = 0,1, 2, ...
population at generation t

offspring population at generation t
individual of population P;

individual of population Q,
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SYMBOLS

v

A

DR2

¢,

Sscal

sel

Bscal

finite set of strategy parameters

number of offspring

number of parents

number of generations

number of parents participating in creating offspring

maximum age of an individual

fitness of individual i

random vector of the multivariate normal distribution

local step size

global step size

index of selected offspring

exponent for global step size

exponent for local step size

vector accumulating selected variation information over generations

factor controlling weight of last generation in contrast to current gen-

eration

Evolutionary Multi-objective Optimization

T

d;

<c
NSGA-IT
N

R,

XII

non-domination rank of individual / solution i
local crowding distance of individual / solution i

crowded comparison operator

size of population P

population formed by joining P, and Q,
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SYMBOLS

Fi

Developed method

leveltarget (Bi)

levelcurrent (Bi)

8;
units(M;)
UNIt S, (M;)

units(max)

M;(cycles)

cycles(M;)

range(B;)

levely,in(B;)

levelq,(B;)

Si_min

5i_max

different Pareto fronts, with i = 1, 2, ... etc.

target level of buffer B;

current level of buffer B;

Difference between current and target buffer level of buffer B;
number of units machine M; has to produce

number of temporary units machine M; has to produce

Number of units the machine, with the maximum number of

units(M;) has to produce

Number of cycles machine M; has to stop before machine with

units(max)

Number of cycle times machine M; has to stop before the last

machine stops or production is ceased in general

Indicates the range within which the buffer fill level can lie for the

case of the tolerated buffer fill level as target
Minimum target fill level (tolerated buffer fill level as target)
Maximum target fill level (tolerated buffer fill level as target)

Difference between current and minimum target buffer level of buffer

B; (tolerated buffer fill level as target)

Difference between current and maximum target buffer level of buffer

B; (tolerated buffer fill level as target)

count(&-_min < 0) Indicates how many buffers are below minimum fill level

count(&-imax > 0) Indicates how many buffers exceed maximum fill level

XIII
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1 Introduction

Subject of this dissertation is a method to increase output in serial transfer lines without the
need of changing the system structure whilst considering costs. The focus of this method is
the operation of buffers and simulation-based optimization. With the goal of improving
buffer utilization and thus the decoupling effect, possibilities and parameters of adaptive
buffer operation have to be designed. To find combinations and solutions for increasing the

output, a simulation-based optimization is envisioned to be developed.

1.1 Background and motivation of research

German automotive industry has a far-reaching history, starting with production of the
automobile before World War II and resuming production again after reconstruction of the
factories. Figure 1.1 shows a map of existing German automotive production sites, classify-
ing these facilities into three periods: production start at the facility before 1945, from 1946
to 1989 and from 1990 until today. Here it can be seen that these factories have a very long
life cycle and as they have to be adapted to be able to cope with new products, factories can
be seen as complex products, too.! Apart from the integration of new products, continuous
adaptation of the manufacturing system to environmental conditions? with the goal of
achieving higher productivity is necessary, so that these production sites in Germany, a

high-wage country, remain competitive.

Increasing productivity and thus increasing profit can be achieved by lowering costs and
increasing output. This is accomplished be improving the processes within or the structure
of the system. Yet as the conveyor systems in manufacturing of automobiles are e.g. SKID

conveyor systems®, electric monorail conveyors® or suspension chain conveyors to interlink

! Aldinger er al. 2006, 111-112; Westkdmper 2008, 93; ibid., 85; Westkamper et al. 2006, 143
2 Westkdmper 2008, 85

3 Brithl 2015, 202

4 ten Hompel er al 2007, 147-148

5 jbid., 222
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machines¢, structural changes to existing system are unfavorable’. Apart from the systems
inflexibility, changes cannot be implemented quickly and are very planning- and cost-in-
tensive. Most often modification cannot take place during production. In addition cases of
brownfield adaptation and improvement are more frequent than new plannings of green-
field factories, which can be seen in Figure 1.1. Even the youngest factory, BMW plant
Leipzig with start of production in 20058, has already been adapted to integrate new models
into the system.® All in all, this shows the necessity to focus on improvement of already
existing manufacturing systems. Considering the above, solutions avoiding structural

changes are preferred and sought after.

Legend
% Start of production before 1945
® Start of production from 1946-1989

Emden

®Bremen A Start of production after 1989

% Wolfsburg

 Osnabriick

Miinchen

Company Production site
®Bochum M Leiprig Adam Opel AG R.\'isselsheim, Bochum (until 2014),
B hA Dresdena Eisenach
o 1senac:
* Koln Zwickau A Audi AG Ingolstadt, Neckarsulm
BMW AG Miinchen, Dingolfing, Regensburg,
* Riisselsheim Leipzig
Saarlouis Neckarsulm Daimler AG Sindelfingen, Bremen, Rastatt
Rastatt .Zuffenf Regensl;urg Dr. Ing. h.c. Porsche AG Zuffenhausen, Leipzig
% hausen ’Inglg yrade Ford-Werke GmbH Kéln, Saarlouis
Sindelfingen Dingolfing .
* Volkswagen AG Wolfsburg, Emden, Zwickau,

Dresden, Osnabriick

Figure 1.1 Map of german automotive production sites'®

Focus within this dissertation are manufacturing systems, in which personalized make-to-
order products are assembled out of many small parts to one finished product of big size, as
e.g. automotive vehicle assembly. An important characteristic of the regarded systems is

that there is no storage element between production and customer to absorb fluctuation in

¢ 1bid., 140

7 See 1bid., 228; here a table gives an overview of flexibility regarding layout change and used conveyor system
8 Please note, that the Porsche plant in Leipzig first initiated production in 2002. The plant was extended with
a new production building for the Panamera with start of production in 2009.

® BMW AG 2015

10 See Adam Opel AG 2015; AUDI AG 2015b; AUDI AG 2015a; BMW AG 2015; Daimler AG 2015a; Daimler
AG 2015b; Daimler AG 2015¢; Dr. Ing. h.c. F. Porsche AG 2014; Dr. Ing. h.c. F. Porsche AG 2015;Ford Werke
GmbH 2015a; Ford Werke GmbH 2015b; Volkswagen AG 2015a; Volkswagen AG 2015b; Volkswagen AG
2015c¢; Volkswagen AG 2015d; Volkswagen AG 2015e
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ordering. Apart from that, the manufacturing systems dealt with already exist and are
highly sophisticated, having system availabilities of above 95% and many lean methods al-
ready implemented. Here incrementing efficiency and thus output by improving these al-
ready applied methods further is rather difficult. This is why the focus of this dissertation
is improving the interplay of elements of the system as machines and buffers. In specific the

decoupling effect of buffers is studied.

Already developed methods which use buffers and their behavior to increase output can be
split into the field of the buffer allocation problem and the optimal production control.
Within the buffer allocation problem, focus is put onto the allocation and sizing of buffers.!!
Considering Greenfield projects, where the manufacturing systems are constructed from
scratch, or systems with flexible elements, this is easy to realize. Yet for existing e.g. auto-
motive vehicle assembly systems, in which structural changes are very expensive or impos-
sible, this does not work well. In contrast to that, the optimal production control using
hedging point policies focuses on the behavior of one single buffer within the system,!? the
buffer between production and customer. This works well for make-to-stock goods, but in
manufacturing of personalized make-to-order goods, this buffer is not as relevant. Often
these products, as for e.g. automotive manufacturing, are manufactured using transfer lines,
consisting of several machines separated by buffers. If the hedging point policy is applied
here, not all interactions within the system are regarded and not all elements of the system

are viewed in the same manner, as only one buffer is focused on.

1.2 General objective

This dissertation addresses the shortcomings named in section 1.1. The goal and objective
is the development of a method to increase output in manufacturing systems, more specifi-
cally in transfer lines. On basis of the preceding explanation of the problem, the question
for manufacturing companies is how to achieve an increase of output without changing the
manufacturing system structurally whilst regarding costs. For this, a method for adaptive
buffer operation shall be developed. The goal of adaptive buffer operation is to improve the

decoupling effect of buffers.

1 See Demir et al. 2014 for an current literature review of buffer allocation problem literature.
12 See Kimemia and Gershwin 1983; Bielecki and Kumar 1988; Gershwin 1994 for literature on the optimal
production control.
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Adaptive buffer operation is a different way of operating buffers. Most studies on system
optimization deal with allocation and sizing of buffers, whereas the filling of the buffers is
not in the focus, but only observed, e.g. material flow studies. Within this dissertation buff-
ers are filled to certain target fill levels at fixed times of the day (before breaks or end of
shift). That way, the decoupling effect of the buffers is changed. The question here is, what

is the required filling level for each of the buffers?

At first, the solution to this problem seems trivial, when decomposing the system and only
regarding two machines and a buffer in between. If the buffer in between is filled to maxi-
mum level, the impact of downtimes of the first machine on the downstream machine is
postponed in comparison to an empty buffer. The result, regarding more machines and buff-
ers would be to maximally fill the buffers, so that downtimes do not propagate through the
system. There are two reasons, why this trivial solution does not work and why this topic
is studied in this dissertation. First of all, filling the buffers maximally results in increased
costs. Work-in-process is increased, more operation time is required and thus cost of filling
compared to filling the buffers to a lower level is higher. This higher buffer level may not
be necessary and interferes with current production principles, e.g. minimizing work-in-
process. Second, the elements of the system influence each other and splitting the system
into small “isolable units (...) has proved to be insufficient”.’® To understand the behavior
of the system, circularity of effects needs to be included,'* which is not done when decom-

posing the system.

To find out how to operate the buffers and which parameter combinations work best for
adaptive buffer operation, the developed method needs to be tested and optimized. As an
adequate testing environment a simulation model shall be build and connected with suita-

ble algorithms to solve the multi-objective optimization problem.

In this context it has to be stated that manufacturing systems can be evaluated by using the
analytical approach of queuing models as well. We choose discrete event simulation since
the empirical data obtained from most existing manufacturing systems is based on discrete

time probability distributions.” The studied manufacturing system consists of machines

13 Bertalanffy 1972, 45

14 Ashby 1964, 51-54; Bertalanffy 1972, 45

1> Here and in the following: Matzka 2011, 6-7; Schleyer 2007, 2-3, 17-19; Schleyer and Furmans 2007, 747;
Furmans er al, 76
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(servers) which have fixed cycle times and gamma-distributed downtimes. Classical, estab-
lished continuous time queuing models require continuous distributions and cannot use this
data directly without approximation. Discrete event simulation in contrast can use this in-

put to the model directly.

The research result aimed at is a simulation-based optimization method using adaptive
buffer operation to increase output in transfer lines through improving the decoupling ef-
fect of buffers. Proof of performance is demonstrated while applying the method to a real-

world problem, an automotive transfer line.

The following two main research issues are addressed and solved in the course of this dis-

sertation:

« How can the manufacturing system be operated to achieve the goal of increasing

output?
« How can buffer operation be adapted, without structural interference?

«  Which heuristic algorithm is suited to deal with multiple-objectives and to find

good, acceptable solutions to the problem within limited calculation time?

1.3 Structure of this dissertation

This dissertation is organized in four chapters. A short overview of the structure of this
book is given in Figure 1.2. This chapter introduces the thematic area of the dissertation

and explains the principal objective as well as the scope.

The state of the art on buffer management in manufacturing systems is shown in chapter 2.
First fundamentals in manufacturing are stated as basis for the existing approaches. Apart
from these fundamentals main evaluative and generative solution methodologies are ex-
plained. The requirements to a method to increase output in manufacturing systems are
defined. Based on the analysis and evaluation of already performed investigations the need

for further research is pointed out.

Chapter 3 describes the designed method for increased output in assembly. First the devel-
oped method adaptive buffer operation is explained and the main identified parameters are
presented. Then the simulation-based optimization method to find out optimized operating

points for buffers is introduced. This method is split into the evaluative methodology, here
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simulation, and the generative technique, in which Evolutionary Algorithms are used for
searching the solution space. This chapter is concluded by introducing the developed tool,

combining adaptive buffer operation and the simulation-based optimization method.

In chapter 4 the method is applied. The chapter commences by giving an overview on how
the existing manufacturing system was transferred into a simulation model. After discussing
validity of the model, it is used to perform experiments giving an understanding of the be-
havior of the model when subjected to adaptive buffer operation. Results of relevant exper-

iments are presented and discussed.

Finally chapter 5 concludes the book with a summary of the contents and gives an outlook
on possible further topics to be investigated within the framework of the addressed field of

research.

1. Introduction

{

2. Buffer management in manufacturing systems
* Fundamentals in manufacturing
*  Methods to evaluate manufacturing systems
* Methods for optimization
* Analysis and evaluation of existing approaches

{

3. Method design for increased output in assembly
* Adaptive buffer operation
* Simulation-based method used for optimization

{

4. Application of method
*  Model building
* Experiments

4

‘ 5. Summary and outlook

Figure 1.2 Outline of the dissertation
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2  Buffer management in manufacturing systems

This chapter gives needed definitions to understand the problem and provides descriptions
of the methods applied to solve it. Brief resumes and assessments of these are given as well.
To begin with, in section 2.1, Fundamentals in manufacturing, all relevant information is e
explained. This is followed by section 2.2, giving an overview of methods to evaluate the
performance of manufacturing systems and section 2.3, where an introduction of optimiza-
tion techniques is explored. Succeeding, in section 2.4 the requirements related to the de-
veloped method to increase output are explained. Already existing, relevant approaches to
achieve the latter goal are analyzed in section 2.5 and then assessed in section 2.6, which

concludes with pointing out the need for further research.

2.1 Fundamentals in manufacturing

To provide a broad and common understanding of the terms used throughout this disserta-

tion these are defined and relevant fundamentals concerning manufacturing are elucidated.

Manufacturing is the transformation of material into goods of higher complexity.!¢ This
transformation is accomplished by different production processes as processing raw mate-
rial. In assembly it is reached by adding components to each other, as most goods consist
of various components.”” Manufacturing systems consist of people, material, production
stations as machines, storage areas as buffers, transportation elements and other elements
used for manufacturing.’® In transfer lines, a special type of manufacturing system, the
material flow is in a fixed sequence through a linear network of machines separated by

buffers and each element is only entered once.!” The buffer is a storage element? with a

16 Gershwin 1994, 3; Giinther and Tempelmeier 2012, 6; Warnecke er al. 1975, 11

17 Gershwin 1994, 179; ibid., 3; Giinther and Tempelmeier 2012, 6; Warnecke et al. 1975, 11; Lotter and Wien-
dahl 2012, 1

18 Gershwin 1994, 3; VDI 3423 2011, 9; Dallery and Gershwin 1992, 3

19 Gershwin 1994, 59; Giinther and Tempelmeier 2012, 16; Dallery and Gershwin 1992, 3—4

20 Gershwin 1994, 71; VDI 3633 Entwurf 2013, 15
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transportation delay?' and limited capacity??. The buffers in the transfer lines dealt with in
this dissertation are conveyor systems with buffering function that have only a short trans-
portation delay and link the material flow from one machine to the next.?* Units having
entered the buffer first, leave the buffer first, too, not changing the sequence, following the
First In First Out (FIFO) principle.? Figure 2.1 shows a transfer line, where the material
gets into the system from the source entering machine M,, then going to buffer B, and
proceeding to M,, repeating this procedure until reaching Mx.1 and thus leaving the system

through the sink.”

Figure 2.1 General transfer line

In assembly systems like the automotive vehicle assembly, the material flow is the same
as in a transfer line. Here, small components are added to a large workpiece, which proceeds
from one station (or machine) to the next.? Another characteristic of the assembly is the
proportionally high share of costs regarding the overall manufacturing costs?, as there is a
high variety of manual operations to accomplish the assembly task?. In general, manufac-
turing costs can be broken down to material costs and staff costs, e.g. for personnel needed

for inspection and processing.?

The two main performance indicators of a manufacturing system are the throughput and
the average inventory in-process.** An alternative term for the latter mentioned indicator
is work-in-process or WIP and is the material currently found in the system, e.g. in
machines or buffers.® The throughput or production rate of a manufacturing system is

the rate of products it produces per time unit, e.g. units per shift or hour.3

21 Gershwin 1994, 71; Walenda 1991, 33

2 VDI 3649 1992, 9; Dallery and Gershwin 1992, 3

2 ten Hompel er al. 2007, 89; VDI 3633 Blatt 1 2014, 30
24 ten Hompel er al. 2007, 107

% Gershwin 1994, 59

% jbid., 179

27 Warnecke er al. 1975, 13; Lotter 1992, 2

28 Warnecke et al. 1975, 13; Lotter and Wiendahl 2012, 331
2 Groover 1987, 63; Lotter and Wiendahl 2012, 4

30 Gershwin 1994, 59; Lotter and Wiendahl 2012, 332

31 Gershwin 1994, 4; ibid., 5; Groover 1987, 37

32 Gershwin 1994, 4; Groover 1987, 32
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To achieve the desired throughput machines have cycle times, which are the time spans
each machine requires to complete an operation and for the unit operated on to leave it.3
Buffers require a time span to transport the units within the buffer and here /ead time is

used for the transportation delay.

Yet the time a part spends in one machine is not predictable and depends on random failure
events.> The reasons for downtimes can lie within the design or construction of the ma-
chine itself, called technical downtimes, or within shortcomings in organization, re-
ferred to as organizational downtimes3 These organizational downtimes include
downtimes that result as an effect of technical downtimes.3¢ If a machine in a transfer line
breaks down, the upstream machine continues to operate and the units produced are put in
the buffer in front of the broken down machine.?” This buffer is filled until reaching its
maximum capacity and thus the upstream machine is compelled to stop or is b/ocked. The
same applies for the reverse case of the downstream buffer. The level of this buffer dimin-
ishes until it is empty, forcing the downstream machine to stop, as it is starved. To decou-

ple the machines and to mitigate the effects on adjacent machines buffers are used.

To describe how reliable a machine is or how probable it is to find the machine in a func-
tioning state the availability n is used.® It is the percentage of time the machine is work-
ing without being disrupted in operations and is calculated using the mean time between
failures (MTBF) and the mean time to repair (MTTR). MTTR is the time a machine is in the

state of “not functioning properly”.

MTBF Lo0 o
= — % .
= MTTR + MTBF 0

In this dissertation, the above introduced technical and organizational downtimes are di-
vided into two main classes: technical downtimes and system-induced downtimes.
Here technical downtimes include all downtimes resulting through the machine itself and

organizational ones, which happen to the machine itself, e.g. a downtime resulting from an

33 Gershwin 1994, 5; VDI-Gesellschaft Produktionstechnik 1992, 177; Groover 1987, 107, 145

3 Dallery and Gershwin 1992, 3; Gershwin 1994, 59

% VDI 3423 2011, 6; ibid., 5; Lotter and Wiendahl 2012, 333

% Kuhn 2002, 117

%7 Here and in the following: Gershwin 1994, 60; Lotter and Wiendahl 2012, 331; Giinther and Tempelmeier
2012, 101-104;

3 Buzacott 1982, 80; Gershwin 1994, 59-60

% See here and in the following: VDI 3581 2004, 2-3; VDI 3423 2011, 8; Groover 1987, 37
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operator interrupting a light barrier. System-induced downtimes are those propagated
through the system and are subdivided into b/ocked and starved. The availability of a
machine is calculated by using the technical downtimes and neglecting system-induced

downtimes.

Now determination of system availability in transfer lines is rather difficult, as the elements
of the system interact with each other, e.g. buffers prevent propagation of downtimes par-
tially. This is why instead of system availability the uti/ization of the system is computed,
referring to the actual output regarding the capacity of the system.*' Here the output is the
number of units the manufacturing system produces and capacity is the maximum pro-

duction rate that a manufacturing system is able to achieve during a certain time interval.*?

o output
utilization = ——— (2.2)
capacity

2.2 Evaluative solution methodology in manufacturing systems optimization

This section introduces relevant methods for evaluation of manufacturing systems. Popular
methods to model the behavior are the queuing theory, simulation models and analytical
tools. These are applied to evaluate manufacturing systems and to get a better understanding
of these systems.* Simulation is introduced in subsection 2.2.1, subsection 2.2.2 presents
the analytical tool decomposition and concluding, subsection 2.2.3 explains the Design of

Experiments method.

2.2.1 Simulation

Simulation is a method used for designing production processes in manufacturing systems.*
It is especially used for analyzing systems, when the complexity of the system is high and
effects of interventions are not apparent or analytical methods are not available.® Simula-
tion uses a model, which represents the elements, the relationships among those and the

dynamic processes essential of the real-world system to deduce findings and knowledge of

“ Hegenscheidt 2003, 24

41 Groover 1987, 36

2 Gershwin 1994, 4; Groover 1987, 33

* Nyhuis and Wiendahl 2006, 441; Nyhuis er a/. 2005, 418

“ Gershwin 1994, 8; Spieckermann and Wortmann 2003, 58; Nyhuis et a/. 2005, 417
4 ASIM 1997, 6; Rabe er al. 2008, 1; Salt 1993, 1

10
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the system which can be transferred back to reality.* Experimental investigations within
this model do not interfere with operational processes and thus do not result in further costs
or even risks of having negative effects on the running system.# In simulation it is im-
portant that the results and thus the deduced statements are correct and do not mislead to
erroneous decisions.* For this verification and validation is used.* Verification shows that
the model is correct and that more specifically, the transformation from one manner of
describing it into another is correct.>® Validation substantiates that the behavior of the im-
plemented simulation model corresponds to the real system behavior with sufficient accu-
racy, especially the behavior relevant for reaching the study objectives.’! Yet it has to be
noted that “it is not possible to prove that a model is valid” and that through validation only
confidence in the model grows, so that knowledge obtained through experimenting with

the model supports decision-making.>?

2.2.2 Decomposition

For approximate performance evaluation of transfer lines Gershwin 1987 developed a de-
composition method.>® Indicators as throughput, the average level of each buffer and the
probability of blocking and starving of each machine can be computed. In this method
transfer lines as depicted earlier in Figure 2.1, referred to as L here, are decomposed into a

set of n — 1 two machine lines named L(i) fori = 1,...,n — 1.

Figure 2.2 shows the decomposed 5-machine transfer line L. Now line L(i) consists of two
machines and a buffer, the upstream machine M, (i), a downstream machine M, (i) and the
buffer B; with unchanged maximum capacity as in transfer line L. In the original system
each machine has an availability n;, an MTTR; and an MTBF;. For the up- and downstream
machines these parameters are unknown and are represented by MTTR(i),,, MTBF (i), and
MTTR(i)g4, MTBF (i) 4. To determine these parameters and to achieve a similar behavior of

material flow through the lines L(i) as through the original line L, Gershwin developed a

4 VDI 3633 Blatt 1 2014, 3

47 ASIM 1997, 6; VDI 3633 Blatt 1 2014, 9

8 Rabe er al. 2008, 2

® jbid, 1

%0 See Balci 1998, 336; Balci 2003, 150; Rabe er al. 2008, 14; VDI 3633 Entwurf 2013, 21

51 See Balci 1998, 336; Balci 2003, 150 ASIM 1997, 17; Rabe er al. 2008, 15; VDI 3633 Entwurf 2013, 12; 7bid.,
20-21

52 Robinson 2007, 214

3 Here and in the following: Gershwin 1987

11
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set of equations solved by an iterative procedure. This algorithm is complicated and not
robust®*, as it does not always converge®. Therefore, Dallery et al>® improved the equations
and introduced the Dallery-David-Xie (DDX) algorithm to solve these initial problems. Fur-
ther development of the DDX is the Accelerated DDX (ADDX) algorithm®, which has a

higher reliability of convergence and is more accurate and faster.>

L ’M1M2M3M4M5
o @

L2) M) HBH M)

LB) M,(3) {By)
() HB)H M)

<

L(4)

Figure 2.2 Decomposition of 5-machine transfer line L

2.2.3 Design of Experiments

Experiments are used to draw conclusions about cause and effect of processes and systems.>
In Design of Experiments (DoE) the focus is put on creating well-designed experiments
which enable efficient analysis of the collected data. Here the system is seen as a black box
with an input, controllable and uncontrollable variables influencing the process or system
and the output of the system. These controllable variables are deliberately altered and the
response (their effect on the output) is observed. DoE is an essential tool to improve pro-

cesses and select design parameters.

Within the area of DoE, Response Surface Methodology (RSM) is located.®* RSM combines
DoE with model fitting of responses which are of interest to the user. This response is usu-

ally influenced by several input variables and the goal is to find an approximation of the

>4 Dallery er al. 1988, 281

> Semery 1986

% Dallery er al. 1988

% Burman 1995

8 ibid., 111

% Here and in the following: Montgomery 2013, 1-8; Dean and Voss 1999, 20-22

% Myers et al. 2009, 1-9; Montgomery 2013, 479-480; Dean and Voss 1999, 559-560; Khuri 2011, 1229-1231
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relationship between variables and response. This relationship is plotted graphically as
function of the variables and is a surface, which led to the name RSM. It is usually applied

to find optimized operating conditions satisfying a certain requirement.

2.3 Generative solution methodology

The general objective of this dissertation is increasing output in transfer lines. Apart from
methods, which help to evaluate the manufacturing system as those presented in the pre-
vious section 2.2, methods on how to optimize the current systems need to be explained.
To begin with, subsection 2.3.1 explains the fundamentals in optimization and the methods
applied (subsection 2.3.2). Subsection 2.3.3 is dedicated to a special class of optimization
methods, the Evolutionary Algorithms. The methods presented are used for generating pos-

sible combinations and to find optimized solutions to the problem in the search space.

2.3.1 Fundamentals in optimization

In optimization problems the goal is to find feasible extreme solutions as a minimum or

maximum for a function.®! The standard form of an optimization problem is:

f(x) = min! for x € R" (2.3)
with g(x) <0,keK={1,..,m}

and h(x)=01lelL={1,..,r}

and V={xeR"g,(x) <0,VkeK h(x)=0,VIEL}

The optimization task is formed as a minimization task by convention, whereas maximiza-
tion problems can be solved by minimizing the function - f(x). The objective function
is the function f: R™ = R. A solution x is a vector of n decision variables, the terms
gx(x) and h;(x) are called constraint functions, where gy, (x) represents an inequality con-
straint and h;(x) an equality constraint. If a solution x satisfies all constraints and variable
bounds it is known as a feasible solution and gathered in the set V, called the feasible

set of the original problem.

Depending on the number of objective functions the optimization problems deal with, they

are classified into single-objective optimization problems for only one objective

¢! Here and in the following: Deb 2004, 13-14; Boyd and Vandenberghe 2004, 127-130

13
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function and multi-objective optimization problems for a number of objective func-
tions.®? The standard form of an optimization problem is stated above in formula (2.3). For
multiple objectives it differs, as there are M objective functions f,,(x) withm = 1,2,.., M,

which can be either maximized or minimized.%

In case of solving single-objective optimization problems, solutions with better objective
function values replace older solutions until the search algorithm reaches its end.®* Yet
practical real-world decision-making problems and optimization tasks (e.g. manufacturing
systems design) involve multiple objectives.® In the past, due to lack of solution methods
multi-objective optimization problems were often simplified to single-objective optimiza-
tion problems with artificial fix-ups.% Solutions were sorted through weighted rating and
thus the problem was converted into one composite objective function, an optimization
procedure called preference-based multi-objective optimization. Nevertheless it can be ob-
served, that changes in the composite function result in different solutions.®” Applying such
a search strategy, various single-objective runs are needed to give a broad picture of the
problem, whereas there are search strategies requiring only one single run (see subsection

2.3.3 Evolutionary Algorithms).%

As not all of the large amount of solutions for the multi-objective optimization problem
found are relevant and needed, they have to be compared to each other.®® To do this, the
algorithms use the concept of domination.” As there are M objective functions that can
be minimized or maximized, the operators < or t are used between two solutions i and j.”!
If solution i is better than solution j on one particular objective i < j is used. In contrast,

i & j stands for solution i being worse than solution j on a particular objective.

2 Deb 2004, 1; ibid., 13; Collette and Siarry 2003

¢ Deb 2004, 13-14;

% jbid., 24

% jbid., 13; ibid., 1

% Here and in the following: 1bid., 5-6; 1bid., 25; ibid., 13
% 1bid., 6

¢ Eckart Zitzler 2012, 885

 Collette and Siarry 2003, 19

70 Deb 2004, 28; Collette and Siarry 2003, 19

71 Here and in the following: Deb 2004, 28
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A solution x;dominates another solution x, if the following two conditions are true:”

1. x; is as good as x, or better in all objectives, or fj(x;) & fj(x;) for all j =

1,2,..,M.

2. Xx is strictly better than x, for at least one objective, or f;(x;) < f;(x;) for at least

onejef{1,2,..,M}.

After comparing all solutions, we will find that there is a set of dominated solutions and a
set of non-dominated solutions.” These non-dominated solutions dominate all others,
which are outside this set but within the set do not dominate each other. This set is called
the Pareto-optimal set. In the feasible objective space, the Pareto-optimal solutions can

be joined by a curve which is called the Pareto-optimal front or Pareto-front.”

2.3.2 Optimization methods

The solution techniques for combinatorial optimization problems can be classified into ex-
act and heuristic methods.” Exact methods give exact solutions to a problem using a finite
amount of steps. Examples are complete enumeration, where the best solution is chosen
among all possible ones or methods which exclude many configurations before enumerating
as branch-and-bound or dynamic programming. Yet, as exact methods can require long
computing time heuristic methods are applied for most real life problems.” These are able
to give a good approximate solution, which is not necessarily the optimum but they solve
the problems faster than exact methods.” Local search methods or local search heuristics
iteratively search the solution space trying to improve the solution for a given problem.”
Now when the basic principle of the heuristic is applicable on a variety of problem types it
is called metaheuristic”, a term introduced by Glover 19862 This type of search strategy is

based on a simple, basic search principle, which does not depend on the problem and is an

2 Here and in the following: Collette and Siarry 2003, 19; Deb 2004, 28

73 Here and in the following: Collette and Siarry 2003, 19; Deb 2004, 20; 7bzd., 30; 7bid., 31

7 jbid., 20

7> Here and in the following: Bangert 2012, 5; Domschke er al. 2015, 134-135; Zapfel er al. 2010, 32; Marti and
Reinelt 2011, 17; Aarts and Korst 1989, 4

76 Bangert 2012, 5; Domschke et al 2015, 125; 7bid., 135; Marti and Reinelt 2011, 17

77 Bangert 2012, 5-6; Domschke er a/ 2015, 135; Marti and Reinelt 2011, 17

78 Zapfel er al. 2010, 32; Marti and Reinelt 2011, 18-19

70 Ziapfel er al. 2010, 68; Domschke er al. 2015, 137

8 Glover 1986, 541
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abstract higher level framework.®! Examples are Simulated Annealing, Tabu Search, ant col-
ony optimization and Evolutionary Algorithms.®? In the following these are explained

briefly, Evolutionary Algorithms in detail in subsection 2.3.3.

In dynamic programming, the problems are broken into subproblems or rather stages,
where decisions are made.® For each stage, an optimal solution is found and saved. Then
these solutions are used to find one optimal solution by working backwards, as it is assumed,
that the last decisions taken (which path to take in shortest-path-problems) are the optimal

ones.

Tabu Search was introduced by Glover® and is an iterative local neighborhood search
exploring the solution space moving from one neighboring solution to another.® It always
chooses the best available solution and allows non-improving moves, if these are not for-
bidden. Solutions can be forbidden or tabu, as the name of the strategy suggests, to avoid
getting stuck in a local optimum, which is referred to as cycling. These tabus are memorized

on the tabu list, and stay there for a defined number of iterations, the tabu tenure.

Simulated Annealing was introduced by Kirkpatrick et al. and by Cerny inde-
pendently.® This search algorithm is able to escape local optima and can be applied to var-
ious problems.? It is based on the physical process of cooling material, as in case of the
annealing of metal or glass. In this, metal is heated up to a maximum value and then slowly
cooled down to obtain a very regular crystalline structure (with minimal energy). Careful
annealing can be seen as finding the optimal solution to the problem, where the tempera-
ture is the control parameter, the system states are feasible solutions, state changes are mod-

ifications to a solution and the energy is the objective function. The Metropolis Algorithm?

81 Zipfel er al. 2010, 72-73; Blum and Roli 2008, 4

82 Zipfel er al. 2010, 147; Blum and Roli 2008, 4-5; Marti and Reinelt 2011, 42

8 Here and in the following: Bellman 1957, 3-19; Papadimitriou and Steiglitz 1998, 448-450; Cormen et al.
2009, 359

8 Glover 1986

8 Here and in the following: Glover and Laguna 1998; Zipfel er al. 2010, 101-104; Domschke er al. 2015, 138;
Dréo et al 2006, 47-73; Gendreau and Potvin 2005; Marti and Reinelt 2011, 50-56;

8 Kirkpatrick er al. 1983; Cerny 1985

8 Here and in the following: Dowsland and Thompson 2012, 1625; Aarts et al. 2005, 187-188; ibid., 191; ibid.,
192; Aarts and Korst 1989, 13-17

8 Metropolis er al. 1953
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is used to generate new solutions, as “it simulates a thermodynamical [sic!] system by cre-

ating a sequence of states or configurations at a given temperature.”

The ant colony optimization metaheuristic is inspired by the collective behavior of real
ants as observed in an ant colony by Goss*.°' Here Goss investigated an experimental setup
with real ants, in which the colony nest and the food source were separated by two paths
differing in length. In both directions, to go to the food and back to the nest the ants have
to choose one of both paths. It is ascertained that after a while most of the ants chose the
shorter path, as the ants leave a pheromone trail on the ground. The path is selected at
random first as there is no pheromone trail. After a while, when some ants have already
passed the path, they chose the one having a higher concentration of pheromone. This re-
sults in choosing the shorter path in the end. In the ant colony optimization algorithms this
principle is transferred by introducing artificial ants which collectively try to find the short-
est path. They leave an artificial pheromone trail on the path they take. At decision points

they use the pheromone trail to compute the probability which path to choose next.

2.3.3 Evolutionary Algorithms

Evolutionary Algorithms are population-based” search techniques based on the Darwinian
theory of evolution.*® The three main streams are Evolution Strategies, Genetic Algorithms
and Evolutionary Programming.®* The general metaheuristic of the Evolutionary Algo-
rithms is shared by all of them® and is presented in Algorithm 1 as described by Bdck and
Rudolph.*®

An initial, random population is created during initialization and their fitness regarding
the objective or fitness function f is evaluated, thereafter the evolution loop is entered,

consisting of recombination, mutation, evaluation and selection.®’

8 Zapfel er al 2010, 113

% Goss et al. 1989

! Here and in the following: Dorigo and Di Caro 1999; Zapfel et al 2010, 82-83; Dréo et al 2006, 127-129

92 Back 1996, 63; Michalewicz 1996, 1; Michalewicz and Fogel 2004, 151; Dréo et al. 2006, 77

3 Bick 1996, 8; Beyer 2001, 1; Michalewicz 1996, 1; Dréo et al. 2006, 11; ibid., 75-76

% Rudolph 2012, 674; Bick 1996, 63; Michalewicz 1996, 1; Michalewicz and Fogel 2004, 151; Dréo et al. 2006,
11; ibid., 75-76

% Bick 1996, 131; Michalewicz 1996, 1-2; Michalewicz and Fogel 2004, 151; Dréo et al 2006, 76

% Bick 1996, 66; Rudolph 2012, 675

97 Here and in the following: Bick 1996, 61-66; Bick er al 2013, 8-9; Rudolph 2012, 675; Michalewicz 1996,
1-2; Dréo et al. 2006, 11-12; Michalewicz and Fogel 2004, 151
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Algorithm 1 General outline of an Evolutionary Algorithm

Initialization
Repeat
Recombination of individuals
Mutation of selected individuals to obtain new offspring
Evaluation of offspring by fitness function
Selection of individuals according to fitness function
Until Termination criterion fulfilled

During recombination, the parent individuals are selected to be recombined to new indi-
viduals (offspring). The offspring is varied during mutation so that new individuals are ob-
tained. Then, each individual’s fitness is evaluated by comparing the fitness and chosen to
enter the evolution loop from the beginning. This procedure is repeated until the predeter-
mined termination criterion, as reaching a maximum number of evaluations or a target fit-

ness value or the general stagnation of the optimization process, is fulfilled.

Genetic Algorithms

Genetic Algorithms as introduced by Holland *® are the most well-known type of Evolu-
tionary Algorithms.”” They encode the parameter set of the optimization using a finite-
length bit string.!® The fitness is a scaled objective function value, as solely positive fitness
values are required by the selection mechanism of Genetic Algorithms.!”® Within the bit
strings, representing individuals of the parameter set, changes of single bits are occasionally
introduced.!® This bit-inversion happens at small mutation rates, so that the individual pro-
duced does not totally differ from the ancestor. Recombination is referred to as crossover.
Here, segments of different parents are combined to obtain new individuals, as depicted in

Figure 2.3.103

% Holland 1975

9 Bick 1996, 106; Dréo er al. 2006, 11; ibid., 78

100 Goldberg 1989, 7; Bick 1996, 109; 7bid., 132

101 Goldberg 1989, 75-79; Back 1996, 111; ibid., 132

102 Here and in the following: Holland 1975, 109-111; Goldberg 1989, 14; Bick 1996, 113; ibid., 132
103 Holland 1975, 97-106; Back 1996, 114; 1bid., 132; Goldberg 1989, 12
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string 1 new string 1

LAV

Crossover

VWU LU U

string 2 new string 2

Figure 2.3 Schematic of a simple crossover of two strings!%*

Evolution Strategies

Evolution Strategies were introduced by Rechenbergin 1973.1% They work with real-val-
ued numbers, facilitating application to real-world problems.! Recombination of individ-
uals can be done in two ways: dominant and intermediate recombination.!”’ In dom-
inant recombination the properties of the parents are copied at random to the offspring
individual, in contrast to that in intermediate recombination the arithmetic mean of the
parents’ properties is calculated and used for the offspring. Another characteristic is that the
individuals that are adapted consist of decision parameters and control parameters as the
step sizes.!® The most general outline of an Evolution Strategy has been specified by
Schwefel and Rudolph as the (1 / p,x,A)-Evolution Strategy and is described in Algo-

rithm 2.1

A population at generation t > 0 is denoted by P;, which is a set of individuals. An individ-
ual p € P, is a pair p = (x, ¥), where x is the input of the objective function f, i.e. the
design variables, and W is a finite set of strategy parameters of arbitrary kind. The elements
of x are mapped to values in R by the objective function f:R™ — R. u is the number of

parents from which p parents participate in creating the A offspring, where , p, 4 € N and

104 Following Bick 1996, 115; Goldberg 1989, 12; Dréo er al. 2006, 12

105 ypdated presentation of the subject: Rechenberg 1994

106 Back 1996, 68

107 Here and in the following: Bick and Schwefel 1995, 117; Bick and Schwefel 1996, 24; Bick 1996, 74;
Oyman and Beyer 2000, 268-269

108 Rudolph 2012, 675

19 Here and in the following: Schwefel and Rudolph 1995
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p < p. k € NU {0} is the maximum age of an individual and usually either the setting

Kk = 1 or k = oo is used.

Algorithm 2 (u/p x,A)-ES

Initialization of P, with y individuals

for all individuals p € P, set age p.¥.age = 1 and evaluate fitness f = f(x)
sett = 0

Repeat
Q=90
fori = 1toAdo
select p parents py, ..., p, € P, uniformly at random
create new offspring g through variation of p selected parents
set age q. V. age = 0 and evaluate fitness f = f(x)
Q: = Q; U {q} (include individual q in Q;)
end for
Py =0
include p best individuals from Q, U {p € P;: with p.W.age < k}in P,
for all individuals p € P, increment p. V. age
t=t+1

until termination criterion fulfilled

The aspect of random self-adapting step-sizes (control parameters) through evolution has
been criticized, as good parameter mutation does not necessarily depend on the step-size
but can be due to luck."® Thus different, derandomized (DR) Evolution Strategies have been
developed, one of those by Ostermeier et al.: the DR2 Evolution Strategy''!, which is
an improved concept of the DRI Evolution Strategy.'* Algorithm 3 describes the DR2

algorithm in pseudocode.!'3

After initialization (lines 1 and 2) the evolution loop is started. First the time counter is
updated (line 4) and then in line 5 the A new offspring are created by mutation using a

global step size &, local step size §5.4; and the normally distributed random vector z:

xX =x+6"8;,0Qz (2.4)

110 Ostermeier er al. 1994a, 371

11 Ostermeier er al. 1994b

112 Ostermeier et al. 1994a, 371; DR1 namely for the first derandomized Evolution Strategy and DR2 namely
for the second derandomized Evolution Strategy.

113 Here and in the following: Ostermeier et al. 1994b
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Algorithm 3 DR2
1 Imitializationx,{ = 0,8 = 1, 8,y = (1,..,1)T

2 t=20

3 repeat

4 t=t+1

5 fori = 1toAdo

6 generate normally distributed random vector: z; = N(0,I)
7 create the offspring x; = x + § * 85,0/® 2;

8 calculate fitness ¢p; = f(x;)

9 end for

10 select { with best value of ¢; (offspring with the best fitness)

accumulate information of selected mutations over generations:

('=(1—C)'(+C'Zsel

11

B
12 adapt global ize: 6'=6- el 4,1
pt global step size: §' = exp — -1+
" z=—
Bscat
Iras ! — |(,i| 7
13 adapt local step size: &'scqr = 8scar® | =+ 55
2-c

14 X = Xggp
15 (=7
16 §=06
_ o
17 ‘sscal - 6‘scal

18 until termination criterion fulfilled

Here step-size adaptation is based on the most successful z, but the information of current
successful mutation and of past successful mutations is taken into account and accumulated.
The stepsize of each individual is influenced by the local step size &.4;, and additionally
parametrized by the global step size §, having the same value for each individual in the

generation.

Then, in line 8, the fitness of all A offspring is calculated. The offspring with the best fitness
is selected (line 10). The vector { € R™ accumulates the selected variations so information
over generations is taken into account. The factor ¢ € (0,1] is used to control how much
weight the last generation receives in contrast to the current generation (see line 11). In the
next step the global step size § (line 12) and the local step size 8.4, € R™ (line 13) are

adapted, both based on the vector {.
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Standard settings for exponents § and P4, and parameter c:

B=+1/n
Bscar = 1/n

c=41/n

Evolutionary Multi-objective Optimization

Evolutionary Algorithms simulate evolutionary processes with the goal of maximizing or
minimizing a certain objective and are able to generate solutions, which do not only yield
one point of a Pareto set, but cover the whole.!"* Using populations of solutions in each
iteration, more optimal solutions for different objectives are found than in classical ap-
proaches with only one run'"®. This makes Evolutionary Algorithms unique in solving

multi-objective optimization problems.!¢

As mentioned in section 2.3, the two goals in a multi-objective optimization are on the one
hand finding a set of solutions as close as possible to the Pareto-optimal front and on the
other hand finding a set as diverse as possible.!” To identify good solutions and eliminate
bad ones a method called binary tournament selection is used.!** Two randomly picked
solutions from a population are compared and the better individual is selected and placed
in the mating pool until it is full.!*® Then to find a set as diverse as possible the so-called
crowding distance d; is determined.'? This crowding distance is the density of solutions,
that surround a particular solution i in the population and it is calculated by taking the
average distance of two solutions on either side of solution i along each objective. The
crowded comparison operator or crowded tournament selection operator is
based on both: the binary tournament selection and crowding distance measure. According

to the author, the crowded comparison operator <, is used to compare two solutions and

114 Back 1996, 35

115 Deb 2004, 7-8; Eckart Zitzler 2012, 885; Dréo er al. 2006, 207
116 Deb 2004, 7-8

W7 jbid., 22; 1bid., 24

118 Here and in the following: /bid., 88

119 Goldberg and Deb 1991, 78-79

120 Here and in the following: Deb er a/. 2000, 852
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return the winner, so that the selection process is guided towards a uniformly spread-out

Pareto-optimal front. It is assumed that every solution i has two attributes:

1. Non-domination rank 7;

2. Local crowding distance d;

A solution i wins a tournament with another solution j if any of the following conditions

are true:

1. n<m

2. ri=r]-anddi>dj

The first condition assures, that always the Pareto-optimal solution is chosen. If the solu-
tions lie on the same front, as in the second condition, the solution which is located in a

region with a lesser number of points is selected.

Non-dominated Sorting Genetic Algorithm (NSGA-II)

The NSGA-II is a multi-objective Evolutionary Algorithm developed by Deb and his stu-
dents in 2000.'*" Algorithm 4, following Deb et al. 2000 represents the pseudocode of the
NSGA-IL.'2

Initialization starts with creating a random population P, with size N. After assigning fit-
ness to each individual, P, is sorted based on non-domination and the individuals are as-
signed to different fronts F; i = 1,2, .., etc., where 1 is the best level. Then the offspring
population Q, with size N is created by using binary tournament selection, recombination
and mutation operators. In the following steps, which are repeated until termination, the

proceeding differs and is called the NSGA-II procedure (Figure 2.4):

The parent and offspring populations are combined together to form R, with size |R,| =
2N, the solutions are assigned to different non-dominated fronts using non-dominated sort-
ing (F = fast non-dominated sort (R;)). A new population P,,; = @ is set and filled by
solutions of different non-dominated fronts. One front is taken at a time, starting with the
best non-dominated front and continuing with the second-best non-dominated front and
so on. This is done until including the next front would result in the size of P, exceeding

or being equal N. Now there is still space in Py, to be filled, so the next front F;, which

121 jbid.
122 Here and in the following: /bid., 853-854
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has not been included is sorted using the crowded comparison operator <.. Then the first
(N = |P;41]) most widely spread solutions, which still fit into Py, so that it reaches size N
are included. From this population P, the next offspring population Q.. is created and

the NSGA-II procedure started until the termination criterion is fulfilled.

Algorithm 4 NSGA-II
Initialize P a random, |Py| = N
t=0
fori = 1toNdo
calculate fitness ¢; = f(x;)
end for

sort Py based on non-domination
create Qg, [Qo|l = N

repeat
Ry =P UQ;
F = fast non-dominated sort (R;)
Py =90
i=1
do

Py =P UF;
i=i+1.
while |P. 4| + |F;| <N,
sort(F;, <), in descending order using <,
include first (N — |Py44]), most widely spread solutions
create Q44 from Py 4
until termination criterion fulfilled

Non- Crowding
dominated distance
sorting sorting P

e

g/
[E2]
N

A e B

}4— Rejected

I

R,

Figure 2.4 Schematic of the NSGA-II procedure following Deb 2004, 246
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2.4 Requirements of a solution method to increase output

In the following section, the requirements regarding the method which is to be developed
with the goal of increasing output in transfer lines are described. These requirements are

used to evaluate the already existing scientific approaches.

2.4.1 System-oriented requirements to the solution method

The system-oriented requirements focus the characteristics of the manufacturing system
itself. As the variety of manufacturing systems is very high, the field of application of the
method is narrowed down to specific characteristics which result from the motivation and

general objective of the dissertation.

- Applicability to existing systems. The central system-oriented requirement for the
method to be developed is its applicability to already existing systems. Most produc-
tion sites have a very long life cycle and are continuously improved to increase sys-
tem efficiency and adapted to new products or new production technology'? (shown
in the introduction, section 1.1). Thus, in most manufacturing system planning cases
the systems are not planned from scratch, as they already exist. It has to be assured
that the method is applicable to brownfield planning scenarios. This is achieved if
the method additionally considers costs for planning or investment (in the case of

modification in the existing system).

« Avoidance of structural changes. The requirement of avoiding structural changes re-
sults from the preceding requirement of applicability to existing systems. When im-
proving already existing systems, the degrees of freedom are confined, as the struc-
ture is already given. The difficulty is that most structural changes are accompanied
by additional costs and high efforts in prior planning and realization. To facilitate

implementation of a method, it is required that no structural changes are needed.

« Transfer lines. Additionally, the approach needs to be capable of dealing with trans-
fer lines, as defined in section 2.1, p.7. As explained, this type of manufacturing sys-
tem is characterized by a fixed sequence of machines. The elements of the system are
linked to each other by a conveyor system. The product flow has no possibility to

choose its path but always follows this specified sequence. This topology aggravates

123 Westkamper er al. 2006, 143; Westkdamper 2008, 85; Westkdmper 2008, 93; Aldinger er a/. 2006, 111-112
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changes to the structure of the system even further, as the conveyor system linking
the machines is fixed. Moreover, the products worked on cannot be transferred to a

parallel line to improve production flow in case of breakdown.

Make-to-order production of personalized goods. It is important that the properties
of the products produced in the manufacturing system are regarded, too, as they do
influence the system and its operation. The requirement here is for the method to be
able to handle make-to-order production of personalized goods. As each unit is per-
sonalized and consists of different parts which are directly supplied to the transfer
line in a fixed order, the sequence of units in the manufacturing system cannot be
changed easily. Each unit needs to be delivered to the customer at a certain time,
therefore, there is no storage element between production and customer to absorb
the fluctuation in ordering (which additionally would facilitate changes in se-
quence). This means, that failures resulting from deficits of the unit itself cannot be
resolved by simply removing the defective unit from the process, as this would have
the consequence of having to rearrange the sequence of supplied parts. Conse-

quently, these deficits have to be dealt with directly in the transfer line.

2.4.2 Application-oriented requirements

In contrast to system-oriented requirements, the application-oriented requirements focus

on the characteristics of the method itself.

26

Scalability of system size: When dealing with transfer lines an important aspect not
to be neglected is that each product to be processed in the manufacturing system
requires different treatment, sequences, machines and lines. Thus, the arrangement
of the elements of the system differs and results in a distinct layout. This is why the
approach has to be transferable and flexible enough to be able to tackle a variable
number of machines and buffers in a system. The level of detail of each production
system can always be simplified, so as to correspond a machine-buffer-machine line
of varying amount of elements. Scalability of size is limited to 25 machines in se-
quence, which is a realistic size of a manufacturing system producing make-to-order

personalized goods as e.g. cars.

Consideration of all interactions in an interconnected system: A system (from the

Ancient Greek word “cOoTepa” systéma, the “whole compounded of several parts or
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members”) consists of interrelated elements, which are viewed as a whole and are
separate to the environment.!? Thus altering characteristics of elements within a
system has effects on other elements of the system. These effects do not need to be
obvious immediately, as expressed by the phrase coined by Aristotle: “the whole is
greater than the sum of its parts”'?. This means, that the systems’ “constitutive char-
acteristics are not explainable from the characteristics of isolated parts.”'?® These
properties are referred to as “emergent”.’”” Now splitting up the system into small
elements and isolating individual casual trains has proved to be insufficient!?® and
therefore circularity of effects needs to be included to understand the behavior of
the system.!? Due to this it is required that the solution method considers all inter-
actions in the system and does not focus on the effect one alteration has on only one

neighboring element.

Equality of treatment of all existing buffers within the system: An additionally re-
sulting requirement from the above explained characteristics is, that the optimiza-
tion approach to be developed considers and treats all system elements equally. In
serial transfer lines, the number of buffers and machines is high and each element
contributes to the system efficiency in a similar manner. It is not differentiated be-
tween different types of buffers, as all buffers have the same purpose, with a differ-
ence in location. Furthermore, no buffer should be used for the purpose of absorbing
passed down failures from other buffers in the system. The optimization approach

has to treat all buffers in the same manner and not emphasize one.

Practical feasibility. The solution method to increase output has to be comprehensi-
ble to the user in industry. Input parameters need to be available or be easy to access.
Moreover, the method used has to be kept as simple as possible and understandable.
The methodical approach to the task to be solved needs to be realistic and applicable

to real-world problems.

124 DIN IEC 60050-351 2014, 21; VDI 3633 Entwurf 2013, 19; Bertalanffy 1972, 55-56

1% the phrase as quoted is attributed to Aristotle, yet in does appear in a different way in the original. For this
please see: Aristoteles, 177 (10 1041b);

126 Bertalanffy 1972, 55

127 jbid.; Ashby 1964, 110-112

128 Bertalanffy 1972, 45

129 jbid.; Ashby 1964, 51-54
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« Consideration of multiple objectives. Yet another requirement to the application or
method is, that the method is in a position to handle multiple objectives. In most-
real world problems, the task is to find a solution that satisfies more than one objec-
tive.’® Apart from improving the applicability of the method to real-world tasks,
when considering multiple objectives, this additionally gives the designer the chance

to compare and choose between solutions and facilitates decision-making.!3!

2.43 Summary of requirements

The development and application of a solution method to increase output in manufacturing

systems is subject to many requirements. Figure 2.5 lists all requirements.

System-oriented requirements Application-oriented requirements
* Applicability to existing systems *  Scalability
* Avoidance of structural changes « Consideration of all interaction in

* Transfer lines interconnected systems

* Equality of treatment of all buffers within

¢ Make-to-order production of personalized
system

goods
* Practical feasibility

* Consideration of multiple-objectives

v v

Method to increase output in manufacturing systems ]

Figure 2.5 Requirements to the solution method

2.5 Analysis of relevant approaches

This section analyses relevant approaches in literature dealing with buffer management and
manufacturing system optimization. The research field concerning relevant approaches is
split into two areas: the buffer allocation problem and the optimal production control prob-

lem solved by the hedging point policy.

130 Deb 2004, 1; Eckart Zitzler 2012, 872
131 Deb 2004, 25
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2.5.1 Buffer allocation problem

The buffer allocation problem is concerned with determining the size and location of buff-
ers within the system.!®> Many advantages and disadvantages go with buffering. On the one
hand increasing buffer sizes lead to additional costs resulting from increased in-process in-
ventory, capital investment and occupied floor space. On the other hand the resulting
throughput may be higher, as the decoupling of machines is improved. Downsizing buffers
may improve cost but can lead to the production not complying with the demand of the
market. This may result in an under-utilization of machines as a consequence of system-
induced downtimes. Over the last fifty years extensive research has been devoted on the
buffer allocation problem and it still is a current research topic, which is evident from sev-
eral surveys.!33 The most recently published literature review by Demir et al. 2014 '3 in-
cludes about 100 studies since 1998. In general, existing studies are classified regarding their
objective, solution methodology and the type of manufacturing system treated. The three
main objectives are maximizing throughput, minimizing total buffer size in line or WIP and
minimizing cost. The solution methodology differentiates between the evaluative tech-
nique, as e.g. analytical methods or simulation and the search or generative technique as
e.g. complete enumeration or Genetic Algorithms. The manufacturing systems are divided
into several types, e.g. serial transfer lines, serial-parallel transfer lines or cellular manufac-

turing systems.

Lee et al'¥ studies unreliable transfer lines with limited buffer space. The buffer allocation
problem is solved with applying a two-stage simulation-based optimization method. In the
first stage, the author uses Genetic Algorithms for optimization and a simulation model to
evaluate the objective function (here: maximize throughput while minimizing total buffer
space) and obtain the fitness. This optimization is carried out for many different transfer
lines and for each a simulation model is generated and optimized solutions are found. Then
in the second stage an artificial intelligence network is built, trained with the solutions from

the optimization and validated. This network is able to predict the buffer allocation and to

132 Here and in the following see: Demir et al. 2014

133 Dallery and Gershwin 1992; Park 1993; Papadopoulos and Heavey 1996; Demir er al. 2014; Gershwin and
Schor 2000

134 Here and in the following see: Demir er a/. 2014

135 Here and in the following see: Lee et al 2009
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increase velocity of finding solutions to the problem. The performance of the developed

method was tested on benchmark problems.!3¢

Another study employing simulation-based optimization was presented by Kose and
Kilincci™¥ In this study, a hybrid genetic annealing algorithm, a combination of two meta-
heuristics, Genetic Algorithms and Simulated Annealing, is used as search technique to cre-
ate new buffer sizes. The advantage of Genetic Algorithms, proposing many solutions at the
same time, is combined with the good convergence properties of Simulated Annealing, as
it has an improved capability of leaving local optima. For evaluation of the objective func-
tion, the maximization of the production rate, and to estimate the resulting fitness, the av-
erage throughput, simulation is used. To test the performance experimentally, various un-
reliable benchmark transfer lines!3® were studied. Additionally, the authors vary the num-
ber of machines within the transfer lines, including transfer lines with 20, 40 and up to 100

machines, in which the approach showed good results.

Vitanov et al' presented another simulation-based optimization solution of the buffer al-
location problem aiming at the objective of throughput maximization. An unreliable closed
loop transfer line is studied. The search technique applied is an ant colony optimization
algorithm!*’ and the methodology is applicable to different line lengths and topologies. Ex-
perimental studies validating performance of the method have been conducted using repli-

cations comparing it to another simulation-based optimization method.

Sabuncuoglu et al'*! pursue the objective of maximizing throughput in transfer lines. For
this they develop a heuristic which can be applied for reliable and unreliable machines to
allocate buffers. This heuristic algorithm works iteratively, identifying bottlenecks and
transferring buffers from one place to another. Simulation is employed for evaluation and

the performance of the heuristic is tested on benchmark problems!“2. The results suggest

136 Gershwin and Schor 2000; Ho er a/ 1979

137 Here and in the following see: Kose and Kilincci 2015

138 Demir et al 2011; Gershwin and Schor 2000; Shi and Men 2003; Nahas er al. 2006; Ho et al. 1979; Vergara
and Kim 2009

139 Here and in the following see: Vitanov et a/. 2009

140 Gutjahr 2004

141 Here and in the following see: Sabuncuoglu er a/. 2006

142 Schor 1995; Seong et al. 1995; Harris and Powell 1999;
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that the proposed algorithm achieves qualitatively good results in acceptable time. Addi-
tionally, with the obtained results they formulate recommendations on how to design dif-

ferent system configurations.

Demir et al. 2010 addresses the issue of throughput maximization under buffer capacity
constraints in an unreliable transfer line. An adaptive Tabu Search approach is applied as
generative method. The tabu tenure is the number of iterations tabus stay on the tabu list'#
and “is tuned adaptively according to the quality of the current solution and the frequency
of the moves“!>. Initial buffer sizes are not configured randomly but according to the ratio
of failure and repair rate. Decomposition, using the ADDX algorithm was applied as evalu-
ative tool and the performance was measured on randomly generated test problems varying
the number of machines within the system from 5 to 20 machines. In a following study by
Demir et al. 20116 a Tabu Search approach with constant tabu tenure was presented, solv-
ing the buffer allocation problem with the goal of reaching two objectives: maximizing
throughput and minimizing total buffer size. Here as evaluative method decomposition
(DDX algorithm) is used and the performance is tested on benchmark transfer line prob-
lems.'¥” They additionally varied the number of machines and obtained good results. A con-
clusive study, comparing Tabu Search and the adaptive Tabu Search results was performed
by Demir et al. 2012'* using the ADDX as evaluation algorithm and showing the superior-

ity of the adaptive Tabu Search method.

In another study addressing the buffer allocation problem for transfer lines Tempelmeier *#
uses three evaluative decomposition algorithms in combination with the heuristic optimi-
zation approach developed by Schor *. Depending on the transfer line’s characteristics, a
different decomposition algorithm is chosen, e.g. for deterministic processing times the
ADDX. The objective is minimization of total buffer size. The transfer lines studied are real-
life systems and invented systems. With this the author developed an optimization and per-

formance measurement tool to enhance and facilitate planning.

143 Here and in the following see: Demir er al. 2010

144 Demir et al. 2011, 216

145 Demir et al. 2010, 209

146 Here and in the following see: Demir et a/. 2011

47 Ho et al. 1979; Park 1993; Gershwin and Schor 2000; Shi and Men 2003; Nahas et aZ 2006;
148 Demir et al. 2012

1499 Here and in the following see: Tempelmeier 2003

150 Schor 1995
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Nourelfath et al>! presents a variation of the buffer allocation problem adding another de-
cision variable, the machine type. Within this problem, the best combination of machines
and buffer has to be selected to reach the objective of maximizing efficiency under a cost
constraint. The machines differ in production rate, reliability and cost, buffers in capacity
and cost. For evaluation decomposition using the DDX algorithm is implemented and an
improved ant colony optimization algorithm performs the search. The method was tested

on invented problems and it was shown that near optimal solutions were found quickly.

Table 2.1 Overview of relevant buffer allocation literature

Authors Objective Evaluation technique Search technique
Lee et al. Throughput and Simulation Genetic Algorithms
total buffer size
Kose and Kilincci Throughput Simulation Hybrid genetic
annealing algorithm
Vitanov et al. Throughput Simulation Ant Colony Optimization
Sabuncuoglu Throughput Simulation Heuristic
Demir et al. (2010) Throughput Decomposition Adaptive Tabu Search
Demir et al. (2011) Throughput and Decomposition Tabu Search
total buffer size
Tempelmeier Total buffer size Decomposition Heuristic
Nourelfath et al. Maximize efficiency Decomposition Ant Colony Optimization

2.5.2 Optimal production control: the hedging point policy

Much effort has been put in research to minimize total production cost.’> The hedging
point policy (HPP) serves to control or regulate the production rate with the goal of mini-
mizing production costs due to inventory and backlog. It resolves the problem of finding
the optimal production policy in order to keep inventory as low as possible yet still meeting
customer’s demand. Costs for holding inventory (floor space, interest costs, etc.) and costs
for lost profit if demand is not met, are included. The difference between production and
demand can be positive, called surplus, or negative, named backlog. To minimize costs the
production surplus is kept as near to the hedging point as possible. In case the buffer is too
empty, production has to be run at the maximum production rate. When reaching the hedg-

ing point, the production rate is lowered to the desired average rate and when the buffer is

151 Here and in the following see: Nourelfath er a/ 2005
152 Here and in the following: Kimemia and Gershwin 1983; Bielecki and Kumar 1988; Gershwin 1994, 47-48
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too full, above the hedging point, production is ceased. This can be compared to controlling

the flow of a fluid through opening or closing the valve.

As the initial research considers single part-type manufacturing systems only, Perkins and
Srikant ' extended this to two part-type, single-machine manufacturing systems and
solved the problem of optimal scheduling with the objective of minimizing cost. The pro-
duction control policy used here is a prioritized HPP (PHPP), “where the part-types are
prioritized so that among the part-types which are below their respective hedging points,
the one with the highest priority is produced at the maximum possible rate, while main-
taining all other part-types with a higher priority at their respective hedging points.”’>* Ad-
ditionally they introduce a solution to solve n part-type problems through decomposition
of the problem into several two part-type problems. For this analytical solution, the optimal

hedging point is numerically computed for various examples.

Giordano and Martinelli ' present a numerical solution to the problem of finding an opti-
mal production control strategy with the goal of minimizing average backlog or surplus
costs. The manufacturing system they investigate is a finite capacity buffer, single part-type,
single unreliable machine manufacturing system. The optimal hedging point is computed
with an equation developed by the authors. The costs considered material storage and han-
dling expenses, in case of surplus (buffer is too full) and the cost resulting from shortage or

unsatisfied demand. The results and performance of this solution are verified by simulation.

Instead of analytically solving the optimal production control problem, Mok and Porter >
present an evolutionary optimization approach, as analytical solutions are available only for
simple systems, e.g. single-machine single product-type'>’. Apart from that analytical solu-
tions, they regard constant demand rates on a long run. The approach proposed is able to
solve the problem for short-run demands also. Here the HPP introduced by Kimemia and
Gershwin®® is applied. Genetic Algorithms, Evolution Strategies and adaptive Evolution
Strategies are used. The goal is to minimize the objective function which is the cost func-

tion. For single and two product-type cases the optimal hedging levels for the buffers found

153 Here and in the following see: Perkins and Srikant 1997

154 jbid., 365

155 Here and in the following see: Giordano and Martinelli

156 Here and in the following see: Mok and Porter 2006

157 Akella and Kumar 1986; Bielecki and Kumar 1988

158 Here and in the following see: Kimemia and Gershwin 1983
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are similar to each other, independently which evolutionary approach is chosen. Compared
to analytical solutions, where long-term results are focused, they differ a lot. Yet when in-

creasing the task time and regarding long-run demands, these are approximately the same.

Martinelli ' investigated a failure prone, single machine, single part-type manufacturing
system with the objective of minimizing average costs. For this surplus and not met demand
is penalized. The failure rate depends on the production rate, as is realistic for real-world
problems. This optimal production control problem is solved by a hedging point type policy
referred to as two-threshold policy. These thresholds are the current inventory level and

the hedging point. Confirmation of performance was given through numerical examples.

A slight modification of the optimal production control problem is introduced by Gershwin
et al. 2009'%. Here backlog is allowed but penalized using a so called defective function. It
reproduces customer behavior, when waiting time exceeds their patience they do not com-
plete ordering as a result. The manufacturing system investigated is a reliable single manu-
facturing facility producing make-to-stock single-items to meet the random demand. The
objective pursued is maximizing long-term profit through finding “the optimal production
rate as a function of the current surplus and the current demand level.”'¢' The authors
demonstrate that the optimal control policy has a hedging point form. The solution is gen-

erated numerically and performance is demonstrated on numerical experiments, too.

Gharbi et al'%? present another variation of the optimal production control problem. In an
unreliable one machine single product-type manufacturing system, another reserve ma-
chine is introduced. This reserve machine supports the first machine, here central machine,
to meet demand. It runs at an increased cost, only if the level of finished goods inventory
drops below a certain level. The problem to be solved here is minimizing cost on a long-
run, consisting of production, inventory and backlog cost. For this a state-dependent HPP
is developed, as it depends on both the state of the central machine and of the finished
product inventory. To determine the parameters and solve the problem, an experimental
approach including simulation, DoE and RSM is applied. The results show, that this policy

outperforms classical polices.

159 Here and in the following see: Martinelli 2007

160 Here and in the following see: Gershwin et al. 2009
161 jbid., 512

162 Here and in the following see: Gharbi et al. 2011
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In a further development of the optimal control of unreliable manufacturing systems Ben-
Salem et al'®* develop a policy including environmental concerns. They regard a facility
producing one product family, where the operation causes harmful emissions per unit pro-
duced. Excess of pollution within a period of time is penalized by law, backlog or unmet
demand has penalized costs and inventory, too. A policy controlling production rate and
emission is developed, named environmental HPP (EHPP). Here a second hedging point,
lying below the first one, with the aim of reducing pollution and meeting demand at the
same time is introduced. Depending on the current status regarding inventory, demand and
emission, the first or second hedging point can be selected and thus the production policy
can be adapted. An approach combining simulation, DoE and RSM is chosen to optimize
the parameters of the policy and solve the problem. It is ascertained that the EHPP outper-
forms the HPP.

Wang and Gershwin'%* combine a production and sale policy for a two product-type reliable
manufacturing system with downward substitution. In order to meet demand of inferior
products and reduce backlog costs, superior products are sold at lower price substituting
inferior products if this is worthy. Thus, the costs included consist of inventory costs, back-
log costs and profit losses due to downward substitution. The objective is to control the
manufacturing system in order to minimize total production costs. To reach this aim, two
control policies are developed: one HPP controlling raw material releases into the system
and a policy controlling the downward substitution rate. These are solved using dynamic
programming. Numerical experiments show performance and state that the HPP intro-

duced here outperforms the prioritized HPP.

163 Here and in the following see: Ben-Salem et al 2014
164 Here and in the following see: Wang and Gershwin 2015
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Table 2.2 Overview of relevant optimal production control literature

Authors Reliability Proof Production control  part type
Perkins and Srikant unreliable numerical PHPP multiple
Giordano and Martinelli ~ unreliable numerical / HPP single
simulation
Mok and Porter unreliable Evolutionary HPP single /
Algorithm multiple
Martinelli unreliable numerical HPP (two-threshold single
feedback)
Gershwin et al. 2009 reliable simulation HPP single
Gharbi et al. unreliable  simulation, DoE, SDHPP single
RSM
Ben-Salem et al. unreliable  simulation, DoE, EHPP single
RSM
Wang and Gershwin reliable numerical HPP and downward two

substitution policy

2.6 Assessment of existing approaches and need for further research

Key concern in manufacturing systems is performance optimization. The foregoing section
shows that many approaches to solving this problem exist. In this section these are assessed
with regard to the requirements named in in section 2.4. Figure 2.6 shows an overview of

all approaches including an assessment of each requirement.

‘When comparing the different approaches solving the buffer allocation problem, the main
differences are within the search and evaluation technique. Approaches as presented by Lee
et al, Kose and Kilincci, Vitanov et al. and Sabuncuoglu use simulation as evaluative
method. Here the interactions of all elements are always regarded. Now when decomposi-
tion is applied, as Demir et al., Tempelmeierand Nourelfath et al. do, the system is split into
smaller pieces and thus some interactions might be neglected. Lee et al., Demir et al. 2011,
Kose and Kilincci, Demir et al. 2011 Tempelmeier and Nourelfath et al. consider multiple
objectives. Only Nourelfath et al. include costs of investment and completely meet the re-
quirement of being applicable to existing systems. Yet the principal deficit of these ap-
proaches is that the scientific problem implies structural changes, as always buffer sizes are

adapted.
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O not fulfilled
© partially fulfilled
@ fully fulfilled

Buffer allocation problem ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

Leeetal. ——4

Kose and Kilincci ———4
Vitanov et al. ———4{
Sabuncuoglu —— 4
Demir et al. (2010) ———4
Demir et al. (2011) ——4
Tempelmeier —4

Nourelfath et al.

Hedging point policy

Perkins and Srikant
Giordano and Martinelli
Mok and Porter
Martinelli

Gershwin et al. (2009)
Gharbi et al.

Ben-Salem et al.

Wang and Gershwin

Figure 2.6 Assessment of existing relevant approaches

Now in contrast to these, approaches focusing on the optimal production control problem
using a form of HPP do meet this criteria: they do not require adaptation of the system itself
but focus on operation control, namely keeping the buffers filled to a certain level, the
hedging point. All of them meet the requirement of not involving structural changes and
of being capable of dealing with existing systems with one exception: Gershwin et al. 2009.
The authors focus on reliable systems only, which is not realistic when dealing with existing
manufacturing systems. However, as for the buffer allocation problem, the approaches fo-
cusing on optimal production control suffer from one core deficit: they concentrate on the
inventory level of the finished goods buffer between production and customer. So these
policies are only applicable for make-to-stock goods. Furthermore, they only regard one
buffer, as in most cases only single-machine single-buffer manufacturing systems are re-

garded. Even if there is more than one buffer in the system, which is possible in Wang and
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Gershwin or Mok and Porter, these are not treated equally. The latter are the sole ones,
which comply with the requirement of being able to solve transfer line problems and scala-

bility, as more machines can be included within the system.

The analysis of the existing approaches reveals, that there is no method of increasing output,
that treats all elements equally and at the same time does not require structural changes.!®®
On the one hand, when treating all buffers equally and regarding all possible interactions
within the system, the methods require structural changes. On the other hand, when no
structural changes are required and the implementation of the method within existing sys-
tems is possible, the focus is placed on one single buffer. Resulting in the need for further
research is the development of a method to increase output, which is capable to deal with
existing systems and does not require structural changes. Furthermore this method needs

to treat all elements of the system equally.

The method to be developed in this dissertation shall meet the requirements stated in sec-
tion 2.4. Special focus is put on not introducing structural changes and on equal treatment
of all elements within the system. The interactions of the system as a whole shall be re-
garded. This way it is ensured that the method is applicable to real-world problems. Addi-

tionally, the developed method shall be capable of dealing with multiple-objectives.

165 Please note that the area of lean methods and maintenance policies has not been analyzed, as they are not
focus of this thesis. As stated in section 1.1, the here dealt with systems are highly sophisticated, and many
lean methods are already implemented, including improved maintenance strategies. This is why these areas
are not pursued any further.

38

IP 216.73.216.36, am 18.01.2026, 19:18:56. Inhalt,
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186058133

3 Method design for increased output in assembly

The method of increasing output in transfer lines is based on improving the decoupling
effect of already existing buffers in the system. It is described and explained in this chapter.
Beginning with, in section 3.1, a general outline of the principles and work of the developed
method is given. Succeeding in section 3.2 the assumptions concerning the studied manu-
facturing system are listed. Then the specification of the method is started in section 3.3
introducing adaptive buffer operation — ways on how the system can be influenced without
structural changes so that an improved decoupling of the machines is achieved. Section 3.4
states buffer filling algorithms, which are necessary to reach the goal of filling all buffers of
the system to target fill level. The description to calculate how many units each machine
has to produce is provided. Hereinafter, in section 0, the simulation-based method to opti-
mize arbitrary parameters, which are stated in section 3.3, is explained. Concluding the
concept, a developed tool on how to implement the simulation-based optimization method

is presented in section 3.6.

3.1 General outline of method for increasing output

The method to increase output in manufacturing systems is based on changing the system
configuration so that utilization is increased. The structure of the already existing manufac-
turing system is not changed and is viewed holistically as all elements are tightly connected
and influence each other. Increasing utilization can be introduced by improving the decou-
pling of the machines, which in general is done by adding buffers to the system. Yet this
results in the necessity of changing the structure of the system, which is not possible. As
the object of study is a highly sophisticated system running at 98% of utilization increasing
output through improving the maintenance strategy is possible but not preferable, as the
cost is too high. Now a remaining option on improving the decoupling effects of the buffers
is an enhanced strategy on steering the system. The buffers cannot be changed physically,

but it is possible to influence the filling level of the buffer itself. The idea of the method is
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simple. The buffers of the manufacturing system are filled to a certain target fill level, re-
sulting in a new system configuration. This is only performed at set moments of the pro-
duction period, e.g. end of shift, resulting in an improved starting configuration for the next
time period as the following shift. Filling or emptying of a buffer naturally results from
machine breakdowns. So if machine breakdowns are introduced on purpose, which is done
by simply stopping the machine, the filling levels of the buffers can be influenced. Still,
when artificially introducing breakdowns the entire system has to be considered as the im-
pact is not only local but global regarding the whole system. The first part of the design
deals with how to proceed to fill the buffers. The differences between the possible target
buffer levels are explained, moments of intervention and further parameters to vary the

method are presented.

After describing the method on how the buffer levels can be adapted, the remaining ques-
tion to be answered is to which level does each buffer within the system have to be filled?
To do this a simulation-based optimization method is introduced. Simulation is used as eval-
uative methodology and Evolutionary Algorithms are used as search technique, to find op-
timized solutions. First a simulation model is built, which resembles the real world manu-
facturing system. Within this model different combinations of fill levels for each buffer and
different parameter settings can be tested. As in most cases, there will be a gap between
current buffer level and target fill level. Some lines will have to be stopped in advance. To
steer when and how to stop the lines the current system status is monitored a defined period
in advance of the moment of intervention, e.g. at shift end. Then the time each line has to

continue producing is calculated.

To find optimized combinations of buffer fill levels single- and multi-objective optimization
is performed using Evolutionary Algorithms. As simulation is used to evaluate the objective
function and to obtain the fitness, narrowing down the number of simulation runs is the

goal.

A concluding general outline of the method is given in Figure 3.1 and a summary is given
explaining the figure: Before starting optimization, as an input, the method of adaptive
buffer operation needs to be designed. Here buffer fill levels are adapted following defined
rules to reach certain target fill levels. Apart from these, further parameters are presented,
which are subsequently used as design variables for the optimization. Parallel to this, a sim-

ulation model has to be build, depicting the real-world system which subsequently has to

40

IP 216.73.216.36, am 18.01.2026, 19:18:56. Inhalt,
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186058133

METHOD DESIGN FOR INCREASED OUTPUT IN ASSEMBLY

be verified and validated. Only then optimization takes place. Within the Evolutionary Al-
gorithm, which is used as search technique, the evolutionary loop is entered until the ter-
mination criterion is fulfilled. The steps of recombination and mutation are performed re-
sulting in new design variables. These in turn are the preset for the simulation run. Simu-
lation is used to evaluate the objective function. The fitness is returned and the evolutionary
loop can be started by selecting new individuals for recombination and so on. After finding
optimized solutions for the objectives, they are visualized in boxplots or Pareto-fronts and

validated by repeating the simulation with the optimized preset.

4 hYd . N M
Input Optimization Results
Single and Multi-objective Optimization:
ffor fill lovel Evolutionary Algorithm p
Buffer fill leve isualizati
Evolutionary loop Visualization
Defining new design » (until termination criterion fulfilled): > Boxplot
variables used for Recombination Pareto-Front
optimization - J
Mutation Selection
4 T3 .
Validation
|
variable fitness > Repetitive simulation runs
L using optimized results )
Simulation model Simulation
Building real-world model »| Evaluation of objective function results
Verification and validation in fitness
. AN AN /

Figure 3.1 Overview of general outline of method for increasing output

3.2 Assumptions and notations

The method of optimizing assembly efficiency is based on a set of assumptions which apply

to the regarded manufacturing system:

1. Work is done during shifts; there are two shifts per day, morning and late shift.

2. Shift length is the same in general. Yet it can be adapted — extended or shortened.

3. There are breaks during each shift and they are unavoidable, which means that all
workers need to take their assigned breaks.

4. Wage cost for work does not depend on time of the day, it is the same during day or
at night.

5. Workers are paid per minute of their presence during a shift.

41

IP 216.73.216.36, am 18.01.2026, 19:18:56. Inhalt,
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186058133

METHOD DESIGN FOR INCREASED OUTPUT IN ASSEMBLY

6. Workers presence is always required during shift, unless there is an artificially in-
troduced break down used for filling or emptying buffers.

7. The number of workers is limited. It is not possible to include additional workers.

8. Downtimes or breakdowns can be introduced artificially at any time.

9. An artificial breakdown at a line equals shortening of the shift for the workers at the
affected line, even if work at other lines has not ceased.

10. Artificially introduced downtimes are not operating times for workers and are thus
not remunerated in contrast to natural downtimes, resulting from technical down-
times or through blocking and starving.

11. The manufacturing system is a transfer line used for assembly. As described in sec-
tion 2.1 M, ., machines are separated by B, buffers. An exemplary transfer line is
depicted in Figure 2.1 General transfer line.

12. The model of the manufacturing system is unsaturated, the physically first machine
of the system can be starved and the last machine of the system can be blocked.!%

13. Different models are assembled in the manufacturing system.

14. Operating times related to a set of operations at a machine may be different for dif-
ferent models.

15. The average capacity of an operator during the time of one cycle time is nearly used
completely. The average occupancy rate of an operator is about 100%, meaning that
the time a worker needs to conclude the assigned set of operations at a station is near
cycle time. As these are average values, it is possible, that a worker has an occupancy
rate of 95% in one cycle time and of 105% during the next cycle time. This is referred
to as “over-cycling”.1¢”

16. The machines within the system are highly sophisticated, having similar technical

availabilities above 98%.

3.3 Adaptive buffer operation: method description and its parameters

In the course of developing a method to increase output in manufacturing systems it has to
be explained, how buffer fill levels can be adapted in general. Different parameters on how

to intervene the daily routine to do so need to be indicated. These different parameters are

166 Dallery and Gershwin 1992, 7
167 ’Qver-cycling® leads to the drifting away of the worker of the particular station, so that he might have
difficulty in reaching his tools or might impede the work of the adjacent station (see Klampfl ez a/. 2006, 278)
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a set of design variables used later on in section 0 for optimization. Within this section they
are proposed and discussed. To begin with, in subsection 3.3.1 it is described how buffer
filling or emptying can be done technically. Ensuing, in subsection 3.3.2 the different target
fill levels to be reached are introduced and described in detail, followed by a description of
when to intervene at best in subsection 3.3.3. Further intervention parameters are stated in
subsection 3.3.4. To finalize, the developed method of adaptive buffer operation is con-

cluded and identified intervention parameters are summarized (subsection 3.3.5).

3.3.1 Buffer filling policy

The filling or emptying of a buffer is a consequence of interaction between elements of the
manufacturing system, as already described in section 2.1 Fundamentals in manufacturing.
In the daily routine this happens through unpredictable downtimes. Abstractly viewed,
changes of buffer levels result from a difference in velocities of consecutives machines.!¢®
For certain limited time periods of the shift the velocity of machines can be increased or
decreased artificially from anywhere in between above original velocity to zero, resulting

in stopping the machine.

Stopping machines'®’

Stopping machines results in downtimes which are artificially introduced. Here operators
have to cease their work. This is possible at any time during operating hours. If the moment
is chosen properly, the operating times of the workers can be shortened and thus wage costs
can be saved. Stopping machines for the length of one cycle time results in alteration of the

buffer by one unit.

Decreasing velocity'”

Decreasing velocity of machines excludes the extreme of stopping machines. It results in a
raised cycle time, yet the workload for each cycle remains the same. The benefit for the
worker is that he can work slower. However, as the operator is already used to the unaltered
cycle time he will cease his task before cycle time elapses and will wait for his next opera-

tion, which is an idle time. As this means that the worker changes his working process

168 See Biela 2015, 41
169 Here and in the following see 7bid., 52-57
170 Here and in the following see 7bid., 4348
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sometimes, it finally can become unstable, which is not favorable.!”! Cost savings cannot be

achieved, as presence of the worker is required.

Increasing velocity

Increasing velocity of the machine is similar to decreasing velocity. Yet this leads to a re-
duction of cycle time at an unaltered workload. Now the stations are already “over-cycled”,
which means the occupancy rate of the worker is already 100% (see 3.2, assumption 15.).
Additionally, shortening cycle time results in an even higher utilization, which exceeds
manageable “over-cycling” and is thus impossible. Proposed solutions are either involve-
ment of additional manpower, which is not chosen as it leads to increased costs or shifting
of the set of operations to different stations.”? This is difficult to implement, as the assembly
order is not flexible. Apart from that, the velocity can only be increased slightly, e.g. cycle
times of 60 seconds can be increased to 55 seconds. This leads to a very low effectiveness,
as altering the buffer level by one takes very long. For the given example this takes 11

minutes, which can be seen in Table 3.1.

Table 3.1 Example of velocity increasing and resulting amount of units

Cycle time Time Units
60 seconds 660 seconds 11
55 seconds 660 seconds 12

Thus the alternative of stopping machines stepwise is chosen for further research, as alter-

ing velocity leads to the above explained negative implications.

3.3.2 Target fill level

Considering the method of optimizing assembly efficiency, it is not only important to
choose the policy of intervention to fill the buffers, but as well to know which buffer fill
level is to be achieved. This level is called the targer fill level and is the fill level a buffer
has to reach in the course of the optimizing strategy explained in the following section 3.4.
Here three different filling levels are proposed and the design variables are named and later

depicted exemplary in Figure 3.2.

171 Kletti and Schumacher 2011, 47; 7bid., 131
172 Here and in the following: Schlick er a/ 2010, 478-479
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FExacr fill level

The exact fill level is one certain filling level for each buffer in the manufacturing system.
If the current level is below target level, the buffer has to be filled. If the buffer level is
above target level, the buffer has to be emptied. Other fill levels than the exact fill levels
are not permitted. The design variables for the following Evolutionary Algorithm in this

case are the buffer levels of each buffer in the system.

Minimum fill level

The minimum fill level of the buffer indicates the level which the buffer has to reach min-
imally. Buffers with fill levels above minimum fill level do not have to be filled or emptied
any further. Yet buffers with a fill level beneath the desired minimum fill level have to be
filled, as no buffer is allowed to have a fill level below target fill level. The design variables
are the buffer levels of each buffer in the system, equal to the design variables in case of

exact filling.

Tolerated fill level

The tolerated fill level is an extension of the exact fill level. Each buffer has one exact buffer
filling level. The difference is that around this target buffer level a range is indicated, within
which the buffer level can lie. Those ranges differ for each buffer, too. For example, if the
tolerated level has the target value 6 and the range is 4 a buffer fill level of 4 to 8 is permitted.
The range can equal zero, hence meaning that in this case the exact level has to be achieved.
If the buffer fill level lies within range of the tolerated fill level, no further adaption has to
be done. In this case the design variables are the buffer levels and in addition the ranges for

each buffer.

S
S
S

Allowed
I buffer
level

Forbidden
[] buffer
level

— N W e U o N ® o
Y )

S Y )

Target
Exact Minimum Tolerated (tolerated)

Figure 3.2 Comparison of target fill levels exact, minimum and tolerated

Figure 3.2 depicts allowed and forbidden buffer levels for the different target fill levels ex-

act, minimum and tolerated. For the fill level tolerated, the target is additionally indicted.
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Each buffer space of the buffer depicted is shown. Its maximum size is ten. For the exact fill
level, the target is 6, for the minimum fill level the target is also 6. The target level of the

tolerated fill level is 6, range 4, as in the example described above.

Further considerations

Additionally, it has to be dealt with the problem of technical downtimes occurring while
other machines are submitted to artificial downtimes. It is decided that if this happens, the
target fill levels for buffers are not adapted, even if this downtime impedes the reach of the

target buffer level.

3.3.3 Moments of intervention

Manipulating buffer fill levels can be done at any time of the shift, as it is achieved through
stopping machines. Yet stopping machines within the shift arbitrarily leads to additional
interruptions of defined time spans, with the disadvantage of having to ensure that all work-
ers return to their station on time. So it is recommended to do this around possible produc-
tion stops, as the machines are anyway stopped.!”® These planned production stops do not

come unexpectedly but are part of the daily routine as the end of shift or a break.

The moments of intervention are described in the following. To facilitate understanding
the planned production stop chosen for description is shift end. As mentioned in the general
outline of the method in section 3.1, a certain fixed time before shift end the system status
is monitored. Using the current buffer levels, it is calculated how many cycle times each

machine has to go on operating to reach target fill levels for all buffers.

Figure 3.3 shows the normal routine of stopping machines without intervention (Figure
3.3a) and in comparison to the three here proposed moments of intervention. The manu-

facturing system in this example is a five machine transfer line.

Before planned production stop”*

Choosing “before planned production stop” as moment of intervention all machines have
to be stopped before the planned production stop (see Figure 3.3b). The machines are

stopped stepwise, until the last machine stops with shift end or with the start of a break.

173 See Biela 2015, 55
174 Here and in the following see 7bid., 57-59
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a) Scenario without intervention b) Before planned production stop
‘ Planned production stop ‘ ‘ Planned production stop ‘
ot o [ ls [ ] o o [ ][]
of cycles > 3 2 ! of cycles > 4 3 2 !
NN
M,
M,

c) After planned production stop d) With planned production stop
‘ Planned production stop ‘ ‘ Planned production stop ‘
Number

+2 +3 +4

Number ‘
of cycles

2 1
‘ i of cycles ‘ 3 ‘ ‘

. Machine M; working during cycle

D Machine M; idle during cycle
Figure 3.3 Overview of different moments of intervention in comparison

After planned production stop

Another moment to fill the buffers is to stop the first machine at shift end and stop all
further machines “after planned production stop” (see Figure 3.3c). All other machines con-
tinue producing, concluding a certain number of cycles times to reach the target buffer
levels and stop stepwise. This moment of intervention results in an extension of production
for some machines, hence it cannot be applied at start of break, due to some workers having

a shorter break time. If there are two or more shifts per day, it can only be applied after a
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shift, when there is an offset of time between end of earlier shift and start of later shift (e.g.

it works after late shift and morning shift, if they are not directly consecutive).

With planned production stop

Still, it is not necessary to either stop all machines before shift end or after shift end. An-
other possibility is to stop some machines before shift end and let other machines operate
after shift end, combining the above described moments. The peculiarity of the so called
“with planned production stop”-moment of intervention (see Figure 3.3d) is that the ma-
chine to stop at end of shift is the physically last machine before the sink. All other ma-
chines either stop before or after shift end. This means that this is not only a shift of the
moment of intervention, but an additionally introduced constraint. This strategy can be

applied in the same manner as the strategy “after planned production stop”.

Looking at all moments of intervention depicted in Figure 3.3 one can see that the different
moments of intervention result in different operating times for especially the physically last
machine Ms5. Without applying any strategy and “with planned production stop” machine
M5 operates until planned production stop. In case of “before planned production stop” ma-
chine M can cease operation before production stop and thus decreasing operating time of
machine Ms. This can result in decreased output. With the moment “after planned produc-
tion stop” it is possible that machine M5 goes on producing even longer and more output
can be generated. This alteration of output results from the different moments of interven-
tion and is not due to adaptive buffer operation. This is why it has to be taken into account

when comparing the moments of intervention and deciding for one alternative.

3.3.4 Variable intervention parameters

Intervening the daily routine with the goal of changing buffer levels is possible at different
moments of the day as explained in subsection 3.3.3. Further parameters are the frequency

of intervention and the duration of intervention.

Frequency

‘When choosing “before planned production stop” as moment of intervention the interven-
tion is applicable before any planned production stop, such as before every break or shift
end. A normal working day consisting of two shifts, with two breaks during each, gives

possibility to intervene six times per day, if done before every planned stop. This number
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of interventions can be reduced to once per day, e.g. before end of late shift or to once every
second or third day. This increasing and decreasing of the frequency results in another con-

trol parameter for the method of influencing buffer levels.

Duration of Intervention

An additional parameter that can be influenced in regard to the intervention of the daily
routine to fill the buffers to a certain level is the allowed time span or duration which this
intervention can take. The buffer filling process can be restricted to a limited time span, e.g.
five, seven, ten, fifteen or twenty minutes, so that the goal is to reach the best possible
buffer target level in a condensed amount of time. This leads to increased planning security
as it is known in advance how much time has to be spend on filling the buffers to target fill
level at maximum. Of course no limit to duration can be chosen as well, allowing to reach

the best possible starting configuration of buffers for the entire system.

3.3.5 Conclusion and identified intervention parameters

This section shows possibilities on how to influence buffer levels. These different possibil-
ities have to be investigated and compared and the optimized solution for each target fill
level and moment of intervention, etc. has to be found. To conclude, an overview of the
identified levers is given and thus the search space for the following optimization is spread

out.

The lever to begin with, is the target fill level of the buffer. Depending on the size of the
manufacturing system and thus the number of i enclosed buffers B; with variable buffer
size, the number of combinations is very high. In case of having 10 buffers with the size 5
and possible target buffer fill levels from 0 to 5 this would lead to 61° possible combinations,
considering the exact fill level. The number of combinations yet grows, as there is the tol-

erated and minimum fill level as well.

Then the question on when to intervene has to be answered. It can be done as already
explained before, with or after planned production stop. Apart from this three possibilities
the frequency of intervention can be alternated and the duration of the intervention can be

restricted to different lengths, or not.
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Combining these levers leads to a vast amount of combinations which have to be explored
and whose characteristics have to be shown to find an optimized solution on influencing

buffer levels and thus increasing output.

3.4 Buffer filling algorithms

So far it has been explained how stopping machines influences buffer levels, which different
target fill levels of the buffer are possible and at which moments in the daily routine to
intervene and adapt the buffer level. Missing until now is how, when and in which se-
quence machines have to be stopped to reach the required target fill levels for all buffers
and how it is initiated at all. This too, is part of the method of adaptive buffer operation. As
mentioned in section 3.1 and in subsection 3.3.3 the system status is monitored a certain
time before planned production stop (e.g. shift end). For each buffer B; the current buffer
level, levelcyyrent(B;), is compared with the target buffer level, level;q,4¢r(B;) and the

difference between those is calculated:

6; = leveltarget(Bi) — level yrrent (B;) 3.1)

This is repeated every time an event altering a buffer level occurs. Knowing d;, it can be
calculated how many units each machine M; has to produce, so that buffer B; reaches target
fill level, referred to as units(M;). To begin with, an example on how to calculate units(M;)
for a two machine transfer line, a simplified case of the study, is given and explained. Then
algorithms for M,,,; machine transfer lines for the different target fill levels (exact, mini-

mum and tolerated) are defined in subsection 3.3.2 are presented.

3.4.1 Simplified example: two machine transfer line

Given a system of two machines M; and M, with buffer B; in between (see Figure 3.4), the
current buffer level and the exact target buffer fill level, it is very simple to calculate the

amount of units both machines have to produce until stopping.

[ @ |

Figure 3.4 Two machine transfer line
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First &, the difference between level;q,ger(B1) and levelcyyrent (By), for buffer B, is cal-

culated:

6, = leveltarget(Bl) — level yrrent (B1) (3.2)

For §; < 0 the buffer level needs to be reduced and the downstream machine M, has to go
on producing the amount of |§; | units, while machine M; does not work. For §; = 0 both
machines can cease work, as the target buffer level is reached. For §; > 0 the buffer in
between has to be filled further. The upstream machine M; has to go on producing the
amount of |§; | units, while the downstream machine M, does not work and thus stops |, |

units before machine M;. An overview of the three cases is given in Table 3.2.

Table 3.2 Results for the different cases of §;

6 <0 §=0 6,>0
units(M;) =0 units(M;) =0 units(M;) = |84
units(M,) = |8,| units(M,) =0 units(M,) =0

342 M, machine transfer line

Yet in the manufacturing system dealt with, a serial transfer line consisting of i = n buffers
B; and of i = n + 1 machines M; as shown in Figure 2.1 on p. 8 the difficulty lies within the
elements of the system influencing each other. So the filling procedure of a buffer cannot
be reduced to the machines around the buffer but the system has to be viewed as a whole.

Calculation of units(M;) is described in the following algorithms for the different fill levels.

Exact fill level as target

Calculating of units(M;) in case of an exact fill level as target is described in Algorithm 5

in pseudocode.'”

In line 1 of the algorithm §; is calculated for each buffer. Now units(M;), the number of
units each machine has to produce to reach the exact fill level of all buffers, is calculated
(line 2). This is done by adding the differences between the target and current buffer levels

for all buffers that are located after machine M; in the sequence, starting with the buffer B;.

17> See ibid., 54-55
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Algorithm 5 Exact fill level
! Calculate &; of each buffer (i = 1toi = n)

6; = leveltarget(Bi) — level yrrent (B;)
Calculate amount of units each machine (i = 1 to i = n + 1) has to produce to fill the

subsequent buffers:

n+1

units(M;) = Z 8;
;

Minimum fill level as target

Calculation of units(M;) in the case of reaching a minimum target fill level is performed

iteratively. The pseudocode, given in Algorithm 6 is explained here in further detail.

Algorithm 6 Minimum fill level
! Calculate 8; of each buffer (i = 1toi = n)

6; = leveltarget(Bi) — level yrrent (B;)
> Do
Find leftmost buffer B; (lowest j) with §; < 0
Machine M; has to produce unitsg, (Mi) = |6j|
Machine M; in total has to produce
units(Mj) = units(Mj) + unitstmp(Mj)
Assign new current buffer level level ., rent (Bj) = leveligrger (Bj)
! Calculate §;_; = §;_, — |5;]
8 Setd; =0
° while any &; < 0

To begin with §; is calculated for each buffer in the same manner as for the exact fill level.
As long as any buffer has a level below the target fill level or §; < 0 the following procedure
is performed repeatedly (see lines 3 to 8 of the algorithm). First of all, the leftmost!7® buffer
B; which has a current fill level below minimum level is indicated. Machine M;, which is
physically located before buffer B}, has to virtually'”” produce units;m, (Mj) = |6]-| tempo-

rary units in this iteration to balance the buffer B;. The units are temporary units, as during

176 The leftmost buffer is the first buffer visited by any unit in the manufacturing system. Viewing the system
from top material flow is from left to right (source to spring) in the transfer line.

177 In general while applying the algorithms no units are produced, as the algorithms are used to calculate how
many units need to be produced.
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balancing of another buffer, the fill level of an already balanced buffer might change, as the
elements interfere with each other. Then units(Mj) is calculated by adding the temporary
units to the already produced units (line 5). Now buffer B; is balanced and the buffer level
matches the target buffer level (line 6). Yet as we are in an interconnected system, when
machine M; produces a certain number of units, this in turn has to be extracted from the
buffer prior to it, which results in a change of its fill level and thus in a new §;_; (line 7).
Concluding the action for buffer B; its difference in target to current fill level can be set to
zero, as it is already balanced for the time being. As mentioned, it might be influenced when
balancing another buffer again. Now two § values, d; and 0j-1 have been adapted, and

unless all values §; lie below zero the do-while loop is entered repeatedly.

Tolerated fill level as target

The code for our last algorithm, Algorithm 7, which is used to reach a tolerated fill level is
very similar to Algorithm 6 used for the minimum fill level. As in case of the minimum fill
level a minimum level has to be reached, but there is an additional restriction: the buffer
fill level may not exceed a maximum level. To begin with, in line 1 level,;,(B;) and
levelnqx(B;), the minimum and maximum target fill level for each buffer is calculated us-
ing the target fill level and the range, range(B;). As range(B;) can adopt an odd value,
and the buffer fill levels are restricted to integers, first the odd range(B;) needs to be
adapted by subtracting 1, transforming the range(B;) to an even number. Hereafter, in line
2, the deviation for both the minimum and maximum buffer level is calculated, represented

by 6i,min and 6i,max~

Succeeding, a do-while loop is entered, which is slightly altered from the one explained in
Algorithm 6. It differs, as in this case the buffer might either be too full or too empty and
two cases have to be regarded, which is done through using an if-else control structure.
Count(Si_min < 0) indicates how buffers are below minimum fill level, count(c?i_max > 0)

in contrast indicates the number of buffers exceeding maximum fill level.

If Count((?l—_ml—n < O) > count((Sl—_max > 0), in other words there are more empty than
overfilled buffers, balancing starts by filling the buffers (lines 5-12). This starts by finding
the leftmost buffer below minimum fill level. The procedure of calculating units(M;) in
line 7 is similar to Algorithm 6, with the difference that the temporary units to be produced

are UNitSemy (Mj) = |6j_min| (line 6). As there are minimum and maximum buffer fill level
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Algorithm 7 Tolerated fill level

1

10

11

12

14

15

For each buffer (i = 1toi =n) calculate §; ;;, minimum and &; 4, Maximum
buffer level
If range(B;) is odd
range(B;) = range(B;) — 1
else
End if
level iy (By) = levelgrgec(B;) — range(B;)/2
levelyqx(B;) = leveligrge:(B;) + range(B;)/2
Calculate 6; i and 6; gy of each buffer
8i_min = leveleyrrent (B;) — levelyn (By)
8i max = leveloyrrent(By) — levelyqx (B;)
Do
If count(éi_min < 0) > count(c?i_max > 0)
Find leftmost buffer B; (lowest j) with §; i, < 0
Machine M; has to produce unitsyy, (Mj) = |5j,min|
Machine M; in total has to produce
units(Mj) = units(Mj) + unitstmp(Mj)
Assign new current buffer level level .y rent (Bj) = levelpin (Bj)
Calculate 6j_17ml-n: i—1_min — |5j,min|
Calculate 6j_1 max=0j-1_max — |51-_ml-n|
Calculate 6; 1qx=8j max — |5]-_min|
Assign §; ip = 0
else
Find rightmost buffer B; (lowest j) with &; ;4% > 0
Machine M;, ; has to produce units;m,, (M]-H) = |6j_max|

e Machine M;, ; in total has to produce
M; 1 (units) = M;, (units) + M, (units_tmp)
= Assign new current buffer level level . rent (B}-) = levelax (Bj)
18 Calculate é‘j+1_min = Oj+1.min + |6j_max|
19 Calculate 6j+1_max = 0j+1_max + |6j_max|
20 Calculate 5j,min = j_min + |6]‘7max|
2L Assign 8 gy = 0
2 End if
** ‘While any buffer is not within the tolerated range
8 min < 0 orany 6; gy >0
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deviations, both have to be adapted for the succeeding buffer: &;_; jin and §;_1_max (line
9-10). Apart from that for the balanced buffer B; §; ;45 has to be adjusted (linel1). Only

then & ,;, can be set zero (line 12).

In the other case, if more buffers exceed maximum fill level, the reverse procedure is started
(lines 14-21). The rightmost'” buffer with §;_; jnqx > 0is found. Machine M;, ; consecutive
to or on the left side of buffer B; has to produce unitsy,, (M j+1) = |5]—_max| temporary units,
so that the level of buffer B; drops to maximum fill level. Here producing of machine M;,
results in altering the number of units in the succeeding buffer, by adding |6 j_max| to it (line
18-19). Here 8j41 min> §j+1.max and &j jnin are adjusted and finally the buffer can be re-
garded as balanced for the moment and §; 4, is set to zero. This is repeated until all buffers

lie within the tolerated range.

3.43 Calculation of time to stop before end of production

Until now, for the four presented cases, including the simplified example, only units(M;),
referring to the number of units the machine M; has to produce to reach target fill levels
has been calculated. To indicate how the machines have to be stopped stepwise to reach
target fill levels for all buffers, cycles(M;) is calculated. cycles(M;) is the number of cycle
times machine M; has to cease production before the last machine to stop ceases production.
The sequence of stopping is always the same for one defined target fill level set. The two
fixed points are the beginning and the end of intervention. The last machine to stop pro-
duction is taken as reference for all other machines, as this is the end of the intervention,

too.

Algorithm 8 represents the pseudocode of the calculation of cycles(M;). It can be attached

at the end of Algorithm 5, Algorithm 6 and Algorithm 7.

Algorithm 8 Calculation of cycles(M;)

Find machine { with maximum amount of units to produce and assign units (max):
units (max) = units(M;)
Calculate cycles each machine has to stop before machine i with the maximum

2
amount of units to produce: cycles(M;) = units (max) — units(M;)

178 The rightmost buffer is the last buffer before exiting the transfer line, when viewing the system from top,
material flow is from left to right. The explanation is similar to the explanation of the leftmost buffer given
before (minimum fill level).

55

IP 216.73.216.36, am 18.01.2026, 19:18:56. Inhalt,
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186058133

METHOD DESIGN FOR INCREASED OUTPUT IN ASSEMBLY

First of all, the machine M;, having to produce the maximum number of units so that the
target fill levels are reached, needs to be identified among all machines. It is the machine
M; with the highest value of units(M;). Then units(max) is assigned, which is the number
of units the machine found beforehand has to produce. The variable cycles(M;) is the dif-

ference between units (max) and units(M;) for each machine.

3.5 Simulation-based method used for optimization

The challenge in finding optimized solutions to the adaptive buffer operation method to fill
the buffers is the large amount of combinations explained in subsection 3.3.5. To test which
configurations are best, the buffer fill levels have to be adapted. These changes to the man-
ufacturing system cannot be undertaken with the running system, as it is mainly experi-
mental and the outcome is not sure.’’® This is why a simulation-based method has been
developed. A real-world system is depicted in a simplified reproduction of itself in a simu-
lation model. This has to be verified and validated, to show that the basic characteristics
relevant for the optimization task are reproduced. Thus the simulation model is used to

evaluate the objective function of the optimization.

This section is divided into the following subsections: beginning with subsection 3.5.1 the
performance indicators to be monitored are introduced. This is followed by subsection
3.5.2, in which the optimization concept is presented. Concluding the search methodology,

the Evolutionary Algorithms used, are described in subsection 3.5.3.

3.5.1 Performance indicators to be monitored

To get a broad understanding of what happens within the system during application of the
buffer filling method some performance indicators of the manufacturing system as well as

performance indicators for the buffer adaptation procedure are introduced and explained.

System-oriented performance indicators

Output: Output is the amount of units the manufacturing system produces within a given
time period. In this concept the time period used is the length of one shift. The output then

is a number of units per shift.

179 ASIM 1997, 6; VDI 3633 Blatt 1 2014, 9
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Manufacturing cost per unit: The manufacturing cost per unit is calculated using the
output and the costs caused at each machine during the period of a shift. The only included
costs are wage costs, as the method designed is based on extending or shortening shift du-
ration for the workers. Fixed costs of electricity, maintenance, imputed interest and ac-
counting depreciation are not included, as it is difficult to show them clearly. Machines and
illumination is not directly turned off after machine stop because of maintenance. And
maintenance is not necessarily being influenced by changing shift duration of some ma-
chines. Calculation of imputed interests and accounting depreciation is regularly based on
life time estimates of assets, which makes it difficult to indicate those costs and apart from
that, some machines are already depreciated. Wage costs in contrast are always influenced

in the same manner and can be indicated directly, which is why only those are the focus.

The cost of each machine consists of wage costs for all workers engaged in work at one
machine. The cost of all machines during one shift is added and then divided through the

number of units produced during one shift, resulting in the manufacturing cost per unit:

cost _ YI*!(cost of machine M;) (3.3)

units units

System-induced downtimes: Downtimes caused by other downtimes within the sys-
tem, described as blocking and starving in section 2.1, are referred to as system-induced

downtimes.

Method-oriented performance indicators

Operation time reduction: The operation time reduction is the time a machine stops
before a planned production stop (as shift end). It is measured for each machine each time
adaptive buffer operation is applied. For the moment of intervention “after” the values are
always zero, as the first machine stops when the production stop is planned. For each ma-

chine the average value is calculated and the maximum value recorded.

Operation time extension: The operation time extension is the time a machine goes on
operative after planned production stop (as shift end). It is in the same way as the operation
time reduction and the same values are recorded: average and maximum. For the moment
of intervention “before” the values are always zero, as the last machine to cease production

stops when the production stop is planned.

57

IP 216.73.216.36, am 18.01.2026, 19:18:56. Inhalt,
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186058133

METHOD DESIGN FOR INCREASED OUTPUT IN ASSEMBLY

3.5.2 Optimization concept

The optimization concept is based on finding optimized values for the buffer target fill lev-
els for different objectives. This concept is specified, the objectives presented, the optimi-

zation strategies outlined and the Evolution Strategies used for the search are named.

Obyjectives

The objectives used for optimization are based on the performance indicators described in
the previous subsection 3.5.1.To improve the system efficiency, three objectives for optimi-

zation are appointed:

1. Maximize system output
2. Minimize manufacturing cost per unit

3. Minimize system-induced downtimes

Maximizing system output is the main target of this optimization problem. Apart from that,
another point not to neglect is the costs of maximizing system output, as producing more
units at increased costs may not have any benefit. This is why another objective is to mini-
mize manufacturing costs per unit. The concluding objective is minimizing system-induced
downtimes. Those downtimes result from insufficient decoupling of the machines in the
system and minimizing those may lead to increased output. All together these objectives

lead to higher efficiency in manufacturing systems.

Solution methodology

This problem involves multiple objectives, as normal real-world problems do in general.’®
As the objectives might be conflicting (achieve maximize output and minimize cost), it is
to be expected, that each objective has a different optimal solution. Thus choosing one so-
lution is difficult, as improving one aspect might result in a compromise in another objective
and none of the solutions can be named best solution.!®! Of course it is possible to use pref-
erence-based multi-objective optimization, as explained in section 2.3. Yet here the result
always depends on the composite function formed before optimization, which in turn de-

pends on the preferred objective. Altering this preferred objective results in a change of the

180 Deb 2004, 1; Eckart Zitzler 2012, 872
181 Deb 2004, 1-2; 1bid., 3; 1bid., 4
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trade-off solution, as always only one solution is found.'®? This is why neither single-objec-
tive optimization, nor preference-based multi-objective optimization are an adequate meth-
odology for solving the problem. Hence multi-objective optimization, treating all objectives
equally, is applied. This solution methodology gives the user freedom in his decision-mak-
ing process and instead of arbitrarily choosing a solution beforehand, the different solutions
can be considered, compared to each other and a comprise solution can be chosen without
neglecting negative effects.!®® To facilitate understanding of the solutions and to be able to
consider each of the found trade-off solutions, these are joined to the Pareto-optimal

front.'84

The multi-objective optimization is performed with all three objectives at once. Apart from
that for the purpose of clearer visualizations it is performed with only two objectives at a
time, as the solutions depicted in a two-dimensional Pareto-optimal front are easier to un-

derstand.!® Thus three bi-objective optimization tasks result:

1. Maximize system output and minimize manufacturing costs per unit
2. Maximize system output and minimize system-induced downtimes

3. Minimize manufacturing costs per unit and minimize system-induced downtimes

Nevertheless, before starating with multi-objective optimization, some single-objective-op-
timization runs are undertaken, to test the potential of the idea in general and to compare
the different target fill levels and moments of interventions. With this, a deeper under-
standing of the functioning of the method can be obtained. The objectives used for this are
the first three objectives appointed at the beginning of this subsection. They are neither
adapted nor transformed or combined to a composite objective function and are pursued

separately.

3.5.3 Evolutionary Algorithms used for search of solutions

As the variables in the proposed optimization task are the buffer fill levels and thus the

problem is a combinatorial problem (and not continuous) there are two possible solution

182 jpid., 6

183 Eckart Zitzler 2012, 879; Deb 2004, 25
184 ;bid., 20; 1bid., 4

18 Backhaus 2008, 547
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methods (see subsection 2.3.2): either exact methods or heuristics.'3 As this real life prob-
lem is difficult, because the number of solutions is high and enumeration would require
long computing time, heuristics are chosen.!®” This enables obtaining solutions to the prob-
lem faster.!®® Within those metaheuristics are chosen, as they are applicable to a variety of
abstract problem types.'® Since metaheuristics e.g. Simulated Annealing and Tabu Search
iteratively improve only one solution in the neighborhood, only one optimized solution is
found at a time.!™ So to find solutions to multi-objective optimization tasks applying Simu-
lated Annealing or Tabu Search various runs have to be performed. Yet there is another
type of metaheuristic, which is unique in solving these kind of problems: The Evolutionary
Algorithms.’! As described in subsection 2.3.3 Evolutionary Algorithms are population-
based optimization algorithms having a whole population of solution as result. Evolutionary
Algorithms can find multiple optimal solutions covering the Pareto set with only one run
and are perfectly suited for and applied to the given optimization task.!”> Within Evolution-
ary Algorithms Evolution Strategies are selected. Here the variables are real valued num-
bers' and the fitness is the objective function value'*. This characteristic facilitates appli-
cation to the optimization problem, as no complicated encoding is required which would

be needed when using Genetic Algorithms or Evolutionary Programming.!%

Evolution Strategy for Single-objective Optimization

The above mentioned reason explains, why Evolution Strategies are chosen for solving the
multi-objective problem. Yet, to find out whether the proposed strategy of filling buffers
leads to the goal of increased efficiency and to compare the moments of intervention and
fill levels to each other the first optimization runs have single-objectives. For single-objec-
tive optimization tasks any metaheuristics can be applied. Yet as Evolution Strategies are

used for the multi-objective optimization tasks anyways, they are also applied for single-

186 Bangert 2012, 5; Domschke er al 2015, 134-135; Zapfel er al. 2010, 32; Marti and Reinelt 2011, 17; Aarts
and Korst 1989, 4; Collette and Siarry 2003, 5-7

187 Bangert 2012, 5; Domschke er al. 2015, 125; 7bid., 135; Marti and Reinelt 2011, 17; Collette and Siarry 2003,
5-7

188 Bangert 2012, 5-6; Domschke er a/. 2015, 135; Marti and Reinelt 2011, 17

189 Zapfel er al. 2010, 68; Domschke et al. 2015, 137

1% Here and in the following: Collette and Siarry 2003, 5-7

191 Deb 2004, 7-8

192 Bick 1996, 35

198 jbid., 68

194 jbid., 132

1% jbid., 108
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objective optimization, so that no additional methods have to be adapted or developed for

this purpose.

In single-objective optimization the goal is to find an optimum solution, which is done by
comparing the objective function values and either accepting the new solution, as it is better
than the old one or by rejecting it.* This is done using the DR2 Evolution Strategy de-
scribed in subsection 2.3.3. The DR2 developed in 1994 is not the latest Evolution Strategy.
The DR2, comparing to the first Evolution Strategies published, is an improved Evolution
Strategy, as it is derandomized which has been explained in subsection 2.3.3.1” While ex-
amining contemporary algorithms Béck et al. 2013 found the DR2 to be a very robust algo-
rithm, which sometimes even outperforms the (1+1)-Active-CMA-ES™8, which was desig-
nated to be the best algorithm.’® Apart from that the software ClearVu Analytics (CVA)
used for optimization, presented in the following section 3.6, uses the DR2 algorithm. Table

3.3 maps the fitness for each of the proposed objectives.

Table 3.3 Objectives and assigned fitness

Objective
Fitness
Maximize System output
Minimize Manufacturing cost per unit
Minimize System-induced downtimes

Evolution Strategy for multi-objective optimization

Now to be able to weigh the different solutions in regard of the different objectives and to
be able to choose one adequate solution multi-objective optimization runs are undertaken.
Here the goal is not only to find one optimal solution, but to find the Pareto-optimal front
and additionally obtain a set of solutions which is as diverse as possible, as all objectives are
of equal importance.?® For this purpose the DR2 Evolution Strategy is combined with the
NSGA-II (explained in Algorithm 4) in the software CVA. Here the NSGA-II is responsible

1% Deb 2004, 24; 1bid., 13

197 See Ostermeier er al. 1994a, 371
19% Arnold and Hansen 2010

199 Bick er al 2013, 85

200 Deb 2004, 24; ibid., 22
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for sorting and selecting the individuals and the DR2 is used for mutation, as the NSGA-II

does not have a defined rule on how to create offspring (see Algorithm 4, p. 24).

The adapted NSGA-II algorithm only differs slightly from Algorithm 4, which is explained
in the following. First, the sizes of the parent population and of the offspring population
differ: |P| = p and |Q| = A. Another difference is, that before creating any offspring popu-
lation Q the parent population P is recombined using intermediate recombination and from
this the offspring population @ is created by using the mutation operators from the DR2

Evolution Strategy.

The DR2 Evolution Strategy helps that individuals mutate towards optimized solutions and
the NSGA-II includes sorting of the individuals into the different Pareto-optimal fronts.
Apart from that, the NSGA-II supports reaching the goal of a set as diverse as possible, using
the crowded comparison operator <., which was already explained in subsection 2.3.3, in

the part of Evolutionary Multi-objective Optimization.?

3.6 Implementation of the simulation-based solution method

The solution method consists of many different components, as simulation, optimization
and Evolution Strategies which are executed together so that the optimal buffer fill levels
are found. To facilitate application and to have an accelerated process, this is automated by

a tool described in the following.

Development of an implementation tool

Evaluation of the objective function is done by discrete event simulation, which calculates
the fitness. For optimization, the software CVA?? is used, and a simulation tool is connected
to CVA with a Dynamic Link Library (DLL). The optimizer in CVA calls functions from the
DLL. The simulation tool was created (in C++) for linear manufacturing systems and is con-
figured with an xml-file, containing information as the succession of machines and buffers
and their attributes. The optimization is controlled with an xml-file, containing information

as the objectives, design variables and their bounds, which can be adapted manually.2%

1 jbid., 252

202 ClearVu Analytics uses a DR2 Evolution Strategy for optimization.

203 The interconnection of the optimizer with the simulation tool and the simulation tool itself was created by
divis intelligent solutions GmbH.
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Initialization of the optimization workflow (see Figure 3.5) begins with choosing design
variables randomly at first followed by evaluation. First, the design variables are set in the
simulation with the interface function extSetValue, then the simulation is run (extRun).
After ending, the fitness value is returned (extGetValue) to the optimization which is then
evaluated. After that, it is selected and the evolution loop is entered from the beginning

starting with recombination.

4 N\
ClearVu Analytics ] [ buffer_chain_simulation.dll
. J
optimization
evolution loop
. interface functions
recombination
- 1 ‘ set design variable }—b extSetValue
mutation
- - - simulation
evaluation 2 run simulation extRun
model
selection 3 ‘ get fitness F— extGetValue
r' N

XML file for
configuration

XML file for

controlling of
optimization* of simulation

model

*Can be created by buffer_chain_simulation.dll based on simulation model

Figure 3.5 Optimization workflow
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4 Application of method

In the previous chapter the designed method of advanced buffer operation and simulation-
based optimization have been described. In this chapter the developed method is applied to
areal-world problem to show how the proposed concept is performing. In section 4.1 model
building of the real life manufacturing system is described. The performance of the pro-
posed method is shown in section 4.2, where the results of the undertaken experiments are

presented. Concluding, in section 4.3 the developed method is assessed and discussed.

4.1 Model building

The method used for optimization is simulation-based, yet there is no already existing val-
idated simulation model of the regarded manufacturing system. This is why within this
section model building, verification and validation is presented. The applied simulation pro-
cedure is based on the model developed by Rabe et al, which is outlined in Figure 4.1.20¢
The procedure is split into Task Definition, System Analysis, Model Formalization, Imple-
mentation and Experiments and Analysis (boxes with rounded off corners in Figure 4.1).
The sequence of processing of this task is as proposed. The results of each task are named
on the left side (in rectangles). The tasks Data Collection and Data Analysis are not within
sequence, as those tasks can be done independently and apart from the rest of the process.
Validation and Verification of Data and of the model is done throughout the whole proce-
dure. The needs and the task description has already been given in the previous chapters. A
system analysis is performed in subsection 4.1.1 with the resulting conceptual model, which
is ,a non-software description of the simulation model (...) describing the objectives, inputs,
outputs, content, assumptions and simplifications of the model®* Data collection and pro-
cessing is presented in subsection 4.1.2. Model formalization, being a further development

of the conceptual model, enabling to transform it into an executable simulation model,%

204 Here and in the following see: Rabe et al. 2008, 4-8, which is a development of ASIM 1997, 13-23
205 Robinson 2007, 65
26 Rabe er al. 2008, 48-50
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has been skipped, as the implementation is performed in cooperation with technical experts
in the area and the information given in the conceptual model and data is extensive. Apart
from that, other authors e.g. Robinson do not preview this separate step.?’ Subsection 4.1.3
gives an overview of applied methods of verification and validation used throughout the
procedure of developing the model. The executable model is finalized, adapted, verified and

validated.

Sponsor
Needs

[ Task Definition J':>‘ TaASkA ‘
Description
[
. Conceptual
[System Analy51s}l:>‘ Model

vcaren | T}

[ Model J :>‘ Formal ‘

Formalization Model
i — X —
[Implementation}@‘ EX;IC;EZII)E ‘
[Experiments and} ‘ Simulation ‘

Analysis Results

Verification and Validation of Data and Models

Figure 4.1 Procedure model for simulation including verification and validation?%

4.1.1 Conceptual model

As described in section 3.1, the general outline of the method, the simulation model is used
to evaluate the objective function of the optimization task. The model is simplified, depict-

ing only the main characteristics necessary for the optimization task.?”” Keeping the model

207 Robinson 2007
208 Rabe et al. 2008, 5
209 See Robinson 2007, 68; VDI 3633 Blatt 1 2014, 22
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simple is a principle that many researchers support, as simple models are easier to under-
stand, undertaking experiments is easier, and changes can be implemented without com-

plications.?!? This principle is followed while setting up the model.

The object investigated in this case study is an already existing transfer line of an automotive
manufacturing system, where different models of cars are assembled. The studied transfer
line, depicted in Figure 4.2, consists of nine interconnected machines, which are separated

by eight FIFO buffers. The model is unsaturated, meaning, that the source and sink can

have downtimes as the transfer line is a part of an entire manufacturing system.

Figure 4.2 Manufacturing system investigated in case study

Each machine has various stations which operate simultaneously. In Figure 4.3 two
exemplary machines and buffers are displayed. The stations within machine M; are num-
bered from S; to Sg. A stop at one of these stations results in a stop of the entire machine.
Machines have cycle times and are unreliable, having unpredictable failures. Buffers have
limited capacity and a lead time and function as described in section 2.1. The two shown
buffers in Figure 4.3 are not filled completely. The machines and buffers operate only dur-
ing operation time, meaning during shift. After shift and during breaks production is

stopped. The units remain at the position encountered at the moment of the stop.

Figure 4.3 Overview of automotive transfer line with stations at machines

210 See among others Pidd 1996, 721-722; Salt 1993, 1-5; Chwif et al. 2000, 452; Robinson 2007, 68; VDI 3633
Blatt 12014, 22
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The inputs for the components of the system are given in Table 4.1, the outputs of the sys-
tem are equal to the performance indicators introduced in subsection 3.5.1. The assump-

tions stated in section 3.2 are valid.

Table 4.1 Inputs needed for each component

Overall Machines Buffers
Start / End of shift Downtime distribution Maximum fill level
Start / End of break Availability Lead time
Number of shifts Cycle time Initial buffer fill level

Cost per minute of operation

4.1.2  Data collection and processing

The time period of data collection is from March to September 2013, covering 330 shifts.
Operations are executed during two shifts per day, early and late shift. Each shift has two

breaks.

The data used for simulation modeling is mainly available from the IT system of the manu-
facturing system. For the machines it consists of the downtime logs and the cycle times. For
the buffers it consists of buffer sizes and of buffer fill level logs. The lead times of the buffers
have been measured separately. For the whole system, shift and break times are logged in a
different file, apart from that existing drawings of layouts are included. Table 4.2 shows the

operating hours of the shifts.

Table 4.2 Shift model
Shift Break 1 Break 2
Duration [min] Start End Start End Start End
Early 525 05:00 14:30 08:15 08:30 11:25 11:55
Late 525 14:30 00:00 17:40 18:10 21:30 21:45
Data processing

The data extracted from the IT system is unprocessed and raw. For the simulation model it
is processed as described for each data type in the following subsection. The raw data is

prepared, which is done through structuring, condensation and correction.?!! The data used

211 Wenzel er al. 2008, 28; Rabe et al. 2008, 52
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for building the simulation model concerning machines are listed in Table 4.3 and Table

4.4, the ones concerning buffers in Table 4.5.

Machine downtime logs: The downtimes of the machines are logged with a starting
time and an end time for each downtime and can be summarized to the following classifi-
cations: technical downtime (including organizational downtimes), starving and blocking.
The extracted set of data is corrected, so that all downtimes occur during operating time
(e.g. not within a break) and that only one downtime at a time takes place, starting with the
downtime having occurred at first. Moreover, plausibility of downtimes is checked. For
blocking and starving it is verified, that blocking only occurs, when the downstream ma-
chine is down and vice versa for starving. Hereafter the repair time and time between fail-
ure for each incident and each machine is calculated. The average downtime per shift is
calculated as well, split in technical, blocked, starved and the sum of all downtimes (Table

4.4).

Technical availability: The technical availability results from machine uptime and the
technical downtimes and is calculated for each machine. Apart from that, a distribution is
fitted to the technical downtimes. The gamma distribution is chosen, as it is commonly used

for failures?'? and in this case has the best fit. The parameters a and f are settled.

Machine cycle times: The machine cycle times are extracted from the IT system and are
verified by measuring the cycle time during operation. In case of deviation they are re-
viewed and corrected, as for machine M, the cycle time is increased from 50.08 seconds to
55.15 seconds. This is because machine M, is a line consisting of various automated stations
where the cycle time setting of the most unreliable machine is 50.08 seconds, whereas the

other stations work at 55.15 seconds.

Capacity: With the longest machine cycle time of 55.15 seconds the capacity of the system

is 571 units per shift.

Output: For each shift the output is counted at each machine. The counter is incremented
by one, every time a unit leaves the machine. After extracting the data from the IT system
it is corrected, if e.g. before one shift the counter is not set to zero. The output per shift,

measured at the last machine of the system, is 558 units on average.

212 See Robinson 2007, 104; Wiendahl and Hegenscheidt 2003, 74 naming the Erlang distribution, which is a
special case of the gamma distribution
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Overall system availability: With the above stated capacity and output this results in

an availability of approximately 98%, which is highly sophisticated.

Machine cost per minute: The machine cost per minute is needed to be able to calculate
the costs per unit during optimization. As explained in subsection 3.5.1 the only included
cost are wage costs of all workers at each machine. The machine cost per minute of opera-
tion is calculated for each machine separately, as at each machine there is a different num-
ber of stations with a different number of workers, having different qualifications. So the
cost of a machine per minute is the sum of the cost of each worker to be found at every
machine. These costs can vary enormously, as can be seen for machine M, in Table 4.3: here
automation is higher, which is why less operators are required and thus cost per minute of

operation is low in comparison to other machines.

Table 4.3 Machine data used for building simulation model

Cost per Technical Gamma distribution

Machine Cycle time minute availability o B

source - - 99.05% 1.15 8189
M, 55.15s 4196 € 99.64% 1.38 7286
M, 55.15s 853 € 99.30% 1.99 3155
M3 55.15s 46.65 € 99.52% 1.30 6262
M, 55.13 s 47.61€ 99.39% 1.27 6788
My 55.15s 36.20 € 99.58% 1.29 6430
Mg 55.13 s 25.75€ 99.65% 1.38 3679
M, 55.13 s 31.62€ 99.47% 1.79 3679
Mg 55.13 s 28.63 € 99.47% 2.03 2315
My 55.15s 37.16 € 99.57% 1.29 4959
sink - - 99.36% 1.26 11049

Table 4.4 Downtime distribution per shift in [s] — reference data

Technical Blocked Starved Sum down
M, 114 249 300 663
M, 221 352 133 706
M 150 90 305 545
M, 192 132 358 682
Ms 134 115 375 624
Mg 110 148 443 702
M, 167 127 616 910
Mg 166 122 362 651
My 137 202 409 748
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Buffer sizes: The buffer sizes extracted from the IT system are verified by comparing them
with the drawing of the layout and during on-site visits. Four buffer sizes are altered com-
paring to the extracted data. The maximum fill level of buffer B; and B, is decreased, as
within the IT system the stations themselves are falsely counted in. Buffer B; and B, are
decreased, too, according to the layout and after checking on-site. In case of buffer B4 and
B assembly stations in front and after the automated station are neglected in the IT system,

so they are downsized, too. Minimum buffer level for each buffer is zero.

Buffer lead times: The buffer lead times are measured during an on-site visit at the shop
floor. For the downsized buffers the times are adapted. This was performed measuring the
time the units need to enter and exit the buffer and the time to go through the entire buffer.
Entering and leaving times remain the same, the time to go through the buffer was adapted

accordingly.

Buffer fill level logs: The level of buffer filling is logged each time the event of a unit
entering or leaving the buffer happens. After viewing the data it is concluded that it is not
to be used, as the deviation is very high and correction is not possible. E.g. some buffers
miscount, exceeding maximum buffer level, not following any rule. To ensure that the re-
sults obtained are not biased by an inappropriate starting state, the buffer fill levels are set
initially, thus avoiding a warm-up period.?'® For this the first shift’s buffer fill levels are

picked arbitrarily, as the data collected is not suitable.

Table 4.5 Buffer data: collected and adapted for simulation

Collected data Adaptation
Lead Buffer level Lead Buffer level
Buffer time maximum time maximum start
B; 115s 20 40s 5 1
B, 172s 15 172s 10 5
Bs 191s 11 139s 8 5
B, 211s 12 106 s 6 3
Bs 190 s 10 190 s 10 5
Bg 454 ¢ 20 227 s 8 5
B, 475s 20 238 s 8 5
Bg 121s 10 121s 10 5

213 Wenzel er al. 2008, 147
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4.1.3 Verification and validation (V&V) of model

This subsection gives an overview of methods applied to verify and validate the simulation
model. As already stated, verification and validation is not a single procedure following in
the sequence of steps required while building a simulation model, but covers the entire
length of the project.?! This is why within the previous subsections, as describing the con-
ceptual model and data collection and processing, V&V has already been applied, when e.g.
comparing automatically logged data to reality. In general, the criteria Rabe et al. proposes
are reviewed, and it is checked, if the contents and structures are correct, if the result is
accurate enough and if it is applicable to the stated problem.?’> Apart from this, Rabe et al
also proposes various techniques to show proof of correctness?’®. The model and data was
discussed with experts (“Face Validity” and “Structured Walkthrough”), and all obtained
information and data were checked on consistency, correctness and clarity (“Desk Check-
ing”). Relationships between cause and effect in the system have been described in “Cause-
Effect Graphs” and are found in the simulation model. To increase confidence in the model
“Trace Analysis”, checking data logs of single elements of the system to verify their correct
performance, and “Submodel Testing”, was performed. Simulation runs with different input
parameters were executed, obtaining the same effects on downtimes and outputs as ex-
pected in reality (“Sensitivity Analysis”, “Internal Validity”, “Extreme-Condition Test” and

“Fixed Value Test”). Finally, the results of the model were compared to historical data.

Objective

The objective of building a simulation model that depicts relevant characteristics of the real
manufacturing system is pursued. As the optimization is based on improving the decoupling
effects of buffers and as technical downtimes remain unavoidable, downtimes resulting
from blocking and starving come into close focus. What matters is to depict these down-
times in a correct ratio to each other for each machine and to reach a system output of about

558 units per shift to depict reality as close as possible.

214 Rabe er al 2008, 7
215 jbid., 22-23
216 Here and in the following: 7bid., 95-116
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Results

Applying each machines’ technical availability from the reference data led to an average
output of 565 units per shift, which is too high comparing to the target 558 units per shift.
To reach this target, the availability was adapted slightly, deteriorating the availability of
each machine by the same percentage until the output was 558 units per shift. The current
deviation of availability of 0.41% is acceptable. Yet as the manufacturing system studied is
highly sophisticated, having availabilities of above 99%, the effect on technical downtimes
per shift is relatively high, when decreasing each machine’s availability and comparing to
the reference data. The downtimes per shift resulting from this simulation setting are listed

in Table 4.6.

Table 4.6 Downtime distribution per shift in [s] — simulation data

Technical Blocked Starved Sum down
M, 243 144 323 711
M, 325 95 279 698
M 279 163 278 721
M, 320 129 256 705
Mg 262 111 348 720
Mg 240 174 288 702
M, 296 151 269 715
Mg 295 134 293 723
M,y 266 265 204 735

In Figure 4.4 reference data (Table 4.4) is compared to the data obtained by simulation (Ta-
ble 4.6) for the different types of downtimes in four charts: a) technical, b) starved, c)
blocked and d), the sum of downtime. The average downtime per shift in seconds is plotted

on the y-axis, the corresponding machine on the x-axis.
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Figure 4.4 Downtimes per shift: comparison of reference and simulation data

‘When regarding chart a) technical downtimes, it can be seen, that by altering the availabil-
ity slightly (deterioration of 0.41% as stated before), the impact on the technical downtimes
is nearly twice as much. This is due to the fact, that the availability is very high and thus
the resulting technical downtimes per shift (110 to 221 seconds or 2 to 4 minutes) in the

reference data are small comparing to shift length of 525 minutes.

Yet regarding b) starvation, c) blocking and d) sum all, the downtimes match quite well.

The deviations are explained step by step, starting with the chart d).

The most striking deviation is the deviation of machine M;. Viewing the charts b) starved
and c) blocked downtimes it can be seen, that the deviation is a result of the deviation in
starvation. This is explained by a measurement error on-site, which was discovered during
a visit after obtaining first simulation results. The point for measuring starvation is not di-
rectly before machine M;, but at the entrance of the upstream buffer By. Thus in the refer-
ence data the technical downtimes of the upstream machine My are directly counted into

the starved times of machine M.
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The discrepancy of all downtimes of machine M3 can only be explained partly. As the
blocked times of the reference data comparing to simulation data are lower, a lower sum of
downtimes results automatically. As measurement procedure is correct, the error source is
suspected within data processing, as in the raw data blocked downtimes often appeared
while another downtime had already started. Although this deviation cannot be explained

properly, it was accepted by the experts operating the system.

Deviation of machine My can be explained by the deviation of the technical downtimes
(chart a)) which is induced through decreasing each machines availability, as blocked and

starved downtimes are nearly equal.

The same applies to Mg. Here the sum of blocked and starved downtimes, comparing refer-

ence to simulation data is nearly equal.

Now the most striking discrepancy of reference and simulation data concerning the sum of
downtimes have been discussed. When focusing on deviation in starvation machines Mg
and My have to be explained (M, has already been discussed). Both have a higher share of
blocked times in simulation results. Apart from that the deviation of starvation time in the
model is lower than in reality, making this deviation acceptable. An improved decoupling
of machines and thus increased output is mainly achieved by preventing starvation, so the

improvement potential of the simulation model is not higher than of the real-world system.

The starvation deviation at machine M, can be explained, when having a look at blocked
times. For machine M, blocked reference data is much higher than simulation data. This
discrepancy is explained by machine M, being a machine consisting of various automated
stations, where the signal of blocking is not measured at the last station but in one of the
middle stations. This deviation was discussed with specialists and a measurement error was
confirmed during an on-site visit. Here downtime logs are compared to the downtimes in
real-time and circuit diagrams of the machines were studied. So the amount of blocking in
the reference data of machine M, leads to a much lower share of starvation downtime at
this machine. When the machine is already blocked, no matter if mistakenly, other down-

times, e.g. starvation cannot be logged.

It can be seen, that there are many discrepancies when comparing the simulation results to
the reference data, yet the overall result when summing up all downtimes match well and

the deviations there are accepted by production experts on-site. Of course, when regarding
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starved or blocked times there are sole deviations which do not fit well, but they are com-
pensated when summed up, which leads to the assumption, that the reference data meas-
urement has not been performed correctly. Finally, after discussing these results with the
experts operating the system their confirmation of confidence in the model is given and the

model is used for optimization.

4.1.4 Number of replications and run-length

The run-length is set to 300 shifts and the number of replications to 30. This run-length

and number of replications was determined using the methods Robinson proposes.?'”

Run-length was determined graphically. In Figure 4.5 the cumulative means from three
replications are plotted on a graph, the exact results are attached in appendix D, Table D.2.
It can be seen, that the cumulative means converge at around 250 shifts. At 300 shifts, the
set run-length, the level of convergence reaches 0.04%. Additionally, for each replication
the plots including a confidence interval of (& = 5%) are attached (see Figure D.2 to Figure

D.3).

With the above set run-length, the number of replications was determined using the con-
fidence interval method. Figure 4.6 shows the cumulative mean and the confidence inter-
vals graphically. The significance level a of 1% is selected. It can be seen, that the interval
is narrow and the cumulative mean line is flat at the point of 30 replications. This signifi-
cance level is already reached with three replications (see Table D.1). Further reason to
apply as many as 30 replications is to possibly depict the whole spectrum of states the sim-
ulation model can take. The high variety of combinations resulting from adaptive buffer
operation (target fill level, moment and duration of intervention, frequency, etc.) is addi-
tionally increased through the high variety of system states the simulation model can as-
sume. Within the model downtimes can occur at different moments, different machines
and be of different duration. To depict as many combinations and to ensure, that the opti-
mized results obtained from adaptive buffer operation, the number of replications is in-

creased.

27 Here and in the following: Robinson 2007, 152-158
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Figure 4.5 Cumulative means from three replications
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Figure 4.6 Cumulative mean and 99% confidence intervals (output)

76

80 100

Inhalt,

IP 216.73.216.36, am 18.01.2026, 19:18:56.
m

tor

mit, fir oder in KI-



https://doi.org/10.51202/9783186058133

APPLICATION OF METHOD

4.2 Experiments

In this section experiments to test the proposed method’s performance are conducted. Op-
timized buffer level parameters are determined using optimization. For a first performance
evaluation of the different buffer levels and of the proposed moments of intervention, the
optimization task is started with single-objectives (subsection 4.2.1) and succeeded by mul-
tiple objectives (4.2.3). In subsection 4.2.4, further experiments with different duration of

intervention and frequency are performed and the obtained results presented.

Table 4.7 gives recommended parameter settings for the single-objective optimization, Ta-

ble 4.8 for multi-objective-optimization.

Table 4.7 Parameter settings for the single-objective optimization

Number of offspring A=10
Number of parents u=2
Maximum number of generations 200
Number of shifts 300
Number of replications 30

Table 4.8 Parameter settings for the multi-objective optimization

Number of offspring A=35
Number of parents u=
Maximum number of generations 400
Number of shifts 300
Number of replications 10

4.2.1 Single-objective optimization: minimize manufacturing cost per unit

In this subsection, the results obtained from the single-objective optimization run with the
objective of minimizing manufacturing costs are presented and discussed. The interventions
resulting from adaptive buffer operation were performed every two shifts at end of late
shift. Monitoring of the system state was initiated 30 minutes before end of shift and max-
imum operation time extension for “after” and “with” was set to 30 minutes. Combining the
different moments of intervention and target fill levels, nine optimization runs result. The
identified target fill levels are listed in Table 4.9 (exact fill level), Table 4.10 (minimum fill

level, referred to as “min”) and Table 4.11 (tolerated fill level, named “tol”). Figure 4.7 de-
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picts all buffers with their maximum size and within these all possible buffer levels depend-

ing on the moment of intervention and target buffer level are indicated. It can be observed,

that the target fill levels are very similar to each other, especially when comparing the mo-

ment of intervention for one fixed target fill level, e.g. see “exact” and compare “before”,

“with”, and “after”.
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Figure 4.7 Feasible and unfeasible buffer levels depending on moment of intervention and target fill level?'s

Table 4.9 Exact target fill levels for minimizing manufacturing costs

Moment of intervention B B, B3 B, Bs Bg B, Bg
Before 3 9 6 3 8 6 6 3
With 3 10 6 4 7 5 5 3
After 4 9 6 5 7 6 5 4

218 Notice: range zero for tolerated fill level is possible as stated in subsection 3.3.2 and results here.
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Table 4.10 Minimum fill levels for minimizing manufacturing costs

Moment of intervention By B, B3 B, Bg Bg B, Bg
Before 3 9 6 2 7 6 4 5
With 3 9 5 2 4 3 3 1
After 3 9 5 4 6 6 5 1

Table 4.11 Tolerated fill levels (T = target and R = range) for minimizing manufacturing costs

Moment of B B, Bs B, Bs Bg B, Bg

intervention | T R T R T R T R T R T R T R T R
Before 4 4 10 3 7 2 5 5 7 0 2 6 5 4 1 7
With 5 4 10 1 6 1 6 6 10 9 4 6 4 5 0 5
After 5 4 9 2 8 6 5 3 10 7 4 4 3 7 2 4

With these target buffer levels 3000 replications with run-length of 300 shifts have been
performed. The obtained results regarding manufacturing cost per unit (referred to as “cost
per unit” or “cost” in the following) and output are given in Table 4.12. The last line of the
table, “savings” indicates the savings per unit in comparison to not intervening at all (re-
ferred to as “without strategy” or “none - none” in the following). The average manufactur-
ing cost per unit and output for “without strategy” is listed in Table 4.13. Apart from the

tables, the results are visualized in Figure 4.8, p. 81, including “without strategy”.

Table 4.12 Results obtained with different intervention strategies (average values; cost per unit in [€])

Before After With
Min Tol Exact Min Tol Exact Min Tol Exact

Cost per unit | 285.76 28555 28550 | 285.82 285.66 285.66 | 285.65 28546 285.41
Output 556.1 5563 5559 | 5595  560.1 561.1 | 559.0 558.0  558.2
Savings [€] 0.36 0.57 0.62 0.30 0.46 0.46 0.47 0.66 0.71

Table 4.13 Manufacturing cost per unit and output achieved “without strategy”

Cost per unit [€] 286.12
Output 558

First the achieved output is discussed. When choosing the moment of intervention before
shift the output is less compared to without strategy, as expected (see subsection 3.3.3),
because stopping machines means introducing additional downtimes. The moment of in-
tervention after shift end always reaches more output, especially in combination with the
exact target level. Stopping with shift end results in slightly higher output than “without
strategy”. Regarding cost, it can be seen that applying any intervention outperforms not

intervening at all. The best results are achieved when using the “exact” or “tolerated” fill
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level, the alternative “minimum” fill level is not recommended. Intervening before shift
end results in lower costs than after shift end, when comparing each target fill level to each
other. This is due to the fact, that the time all machines within the system operate simulta-

neously is shorter, resulting in lower cost compared to intervening after shift end.

Yet all in all, the moment of intervention “with” shift end outperforms all other moments
when regarding costs. As stated in subsection 3.3.3, where the moments of intervention are
explained, the moment of intervention “with” shift end has an additional constraint com-
paring to “before” and “after”: the physically last machine is obliged to stop at shift end.
This leads to a different behavior regarding machine operation, as can be seen when viewing
Figure 4.9, and Figure 4.10, both on p. 82. In these the differences of the average operation
time extension or reduction (going on operating after shift end or stopping before shift end)
for each machine are depicted. For exact results see appendix A, Table A.1 and Table A.2.
In Figure 4.9, showing the average operation time extension, behavior of “with” and “after”
can be compared. The machines M; to M, go on operating after shift end, but not as exten-
sively as in case of the moment “after” shift end. At the same time, the latter machines My
to My nearly stop at shift end, while “after” shift end goes on producing one or two units
(for “to]l” and “exact”; with the cycle time of about 55 seconds). In Figure 4.10, depicting
average operation time reduction the results for “before” and “with” can be seen. Here the
average operation time reduction of each machine is less for the moment “with” compared
to “before” and at the same time the output is increased (see Figure 4.8). “With” outperforms
before, due to the already stated opposed results: slightly increased costs and higher output

for “with” shift end.

Figure 4.11 and Figure 4.12 (both p. 83) show the maximum operation time extension and
reduction for each machine. The maximum limit of time extension (30 minutes) has only

been reached once. For exact results see appendix A, Table A.3 and Table A .4.

To see how exactly the method of adaptive buffer operation interferes with the operation
of systems the system-induced downtimes have to be regarded (Figure 4.13 on p. 84; exact
results: appendix A, Table A.5). For each machine the system-induced downtimes per shift
are depicted. It can be seen that for the machines M3 to Mg the system-induced downtimes
are below the results obtained without interfering. Additionally, Figure 4.14 (p. 84) shows
resulting starved times and Figure 4.15 (p. 85) shows the resulting blocked times. Exact

results are listed in Table A.6 and Table A.7. Here, it can be seen that the reduction of
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system-induced downtimes results from the reduction of starved times. Please note, that
the model depicted in the simulation is unsaturated. Due to this, in Figure 4.15 the blocked
times of machine My have the similar values for all strategies, as the downtimes of the sink
are not influenced. This also applies to the starved times of machine M1 in Figure 4.14. The
downtimes of the source are not influenced and not decoupled by any buffer which under-

lies adaptive buffer operation.
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Figure 4.9 Average operation time extension for “with” and “after” (for results see Table A.1)*"°
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Figure 4.10 Average operation time reduction for “before” and “with” (for results see Table A.2)

219 Note, here and in the following: For better visualization line diagrams are used instead of bar diagrams.
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Figure 4.11 Maximum operation time extension (for results see Table A.3)
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Figure 4.12 Maximum operation time reduction (for results see Table A.4)
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Figure 4.13 Comparison of system-induced downtimes (for results see Table A.5)
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Figure 4.14 Comparison of starved times (for results see Table A.6)
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Single-objective optimization with the goal of maximizing output was performed with the

moment of intervention “before” and all target fill levels. Adaptive buffer operation was

performed every second shift during late shift. Monitoring to initiate adaptive buffer oper-

ation started 30 minutes before shift end, as for the objective of minimizing manufacturing

cost per unit. Table 4.14 shows the resulting target fill levels for exact, minimum and toler-

ated and the achieved output and cost, which are compared to the obtained output of 558

units and 286.12 € manufacturing cost per unit when not interfering (Table 4.13).

Table 4.14 Target fill levels for maximizing output (moment of intervention: before)

Target fill By B, B3 B, Bs Bg B, Bg

level T T R T R T R T T T R T cost [€] units
Exact 3 6 - 5 - 4 - 8 5 6 6 285.72 556.27
Minimum | 0 3 - 2 - 1 - 3 3 3 2 286.09 557.96
Tolerated | 3 7 10 6 8 4 6 7 7 8 6 286.12 557.94
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For the exact fill level, the output is below “without strategy” and at lower costs. When
intervening in the operation of the system, and additionally introducing artificial down-
times, an increased output cannot be achieved, as expected. This is confirmed when regard-
ing the results of the minimum and tolerated target fill level. The achieved output and cost
is approximately the same as “without strategy”. The therewith associated target buffer lev-
els nearly allow any target buffer fill level combination, and thus do not require any inter-

vention, as can be seen in Figure 4.16.

Exact Minimum Tolerated Allowed
Il buffer
10 10 10 level
9 9 9
3 27‘ ‘; Forbidden
Before 6 6 6 [] buffer
5 5 5 level
4 4 4
i ; Z & [X] Required
1 1 1 X lead time
N N
0 0 0 RONPN M M M Target
. B, B, B, B; By B, By B, B, By B, Bs B¢ B, By B, B, By B, Bs B4 B, By (tolerated)

Figure 4.16 Feasible and unfeasible buffer levels for single-objective maximize output for exact, minimum and tolerated

The forbidden buffer levels are very low levels, e.g. for buffer Bs for both minimum and
tolerated at least 3 units need to be in the buffer. For the downstream machine to remain
operative, the buffer needs to be filled to a level considering the buffer lead time. If the lead
time is 190 seconds, as for buffer Bs, the fill level required for machine My to remain oper-
ative without any interruptions is 3 units. This amount corresponds the result of the target
fill levels for the tolerated and minimum fill level. This required fill level for each buffer is
indicated in Figure 4.16 as “required lead time”. Now the slight deviation of output and cost
for minimum and tolerated comparing to “without strategy” is due to the fact that with
these target buffer levels, sometimes the operation is stopped artificially, as the optimization

algorithm did not find the global optimum.

4.2.3 Multi-objective optimization

The first striking result obtained from the three bi-objective optimization runs is, that the
objectives minimize cost per unit and minimize system-induced downtimes are not con-
flicting objectives, as the fitness converges to one point. This shows, that the idea of focusing
on system-induced downtimes and trying to minimize those, automatically results in min-

imized manufacturing costs. It reinforces the application of the proposed method. Thus the
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number of objectives is reduced to two: maximizing output and minimizing manufacturing
cost. Figure 4.17 shows the Pareto-fronts for the nine different combinations of moments
of intervention and target buffer fill level. The exact results can be viewed in appendix B
from Table B.1 to Table B.9. Additionally, the output and cost achieved without applying

any strategy is included.
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Figure 4.17 Pareto-fronts resulting from multi-objective optimization (maximize output and minimize cost; for results see
Table B.1 to Table B.9)

It can be observed, that no additional output can be gained when intervening “before” shift
end. This has already been confirmed in subsection 4.2.2 when discussing the results of the
single-objective optimization for output maximization. When applying the intervention
“with” or “after” shift end this output exceeds the output “without” intervention although

at lower manufacturing cost.
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Depending on the circumstances and requirements for a manufacturer any of those strate-
gies may be chosen, yet it is recommended to use and adapt the strategy with the lowest
manufacturing cost per unit: the moment of intervention “with” in combination with the
buffer target fill level “exact” or “tolerated”. As discussed in subsection 4.2.1, the moment
of intervention “with” outperforms “before” and “after” regarding manufacturing cost per
unit. The target fill levels “exact” and “tolerated” achieve similar cost savings, which is why

both are recommended.

Application of the moment of intervention “with” can be adapted to the manufacturer’s
requirements. Currently “with” stops some machines before shift end and lets other ma-
chines operate after shift end, with the constraint, that the physically last machine stops at
end of shift (see p. 48, subsection 3.3.3). The experimentally obtained output is the same as
without strategy (see Table 4.12, “with — exact” or “with — tol”). If more output is required,
it is proposed to extend shift length or to add additional shifts if possible. Choosing “after”
instead of “with”, leads to an increased output, yet, at increased costs. For the contrary case,
the need of less output, shortening shift length or cancelation of shifts is a solution. Another
obstacle to implement adaptive buffer operation using “with” is the need of operation after
shift end. If it is not possible to extend operation time after shift end, stopping the machines
can be initiated earlier, so that the last machine to stop, stops at shift end (the physically
last machine stops before shift end). Figure 4.18 depicts this adjustment compared to the
unaltered process. The moments for initiation of stopping the machines and for initiation
of monitoring of the system is pulled forward, yet the underlying calculation logic remains

the same. It has to be noted, that this has the effect of reduced output.

regular process adjusted process

‘ Planned production stop ‘ ‘ Planned production stop
H | ]o ] ]
\ . \I \

Number
of cycles

Machine M;

. working
e

during cycle

Figure 4.18 Adjustment to use the moment of intervention "with" without extension of operating time after planned
production stop
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4.2.4 Further experimentation

To obtain broader knowledge of the proposed method’s performance further experiments
have been undertaken. In this subsection the results from the experiments undertaken with
the variable intervention parameters presented in subsection 3.3.4 are presented and dis-
cussed. The experiments for varying duration of intervention and frequency are performed

for the moment of intervention “before” shift end and the target fill level “exact”.

Variation of duration of intervention

As explained in subsection 3.3.4, the duration of intervention, in other words, the time span
needed for the process of filling the buffers can be varied. The experiments presented in the
preceding subsections have a maximum duration of intervention of thirty minutes. This is
the time monitoring of the current system status is initiated before shift end for the mo-
ments of intervention “before” and “with”. For the moment “after”, the duration of inter-

vention was limited to thirty minutes, too.

Here, for the moment of intervention “before”, to vary the duration of the intervention, the
time system monitoring is initiated before shift end was altered. When monitoring of the
system is started, the machines can be stopped to achieve the target fill levels of the buffers.
The moment monitoring is initiated can be altered. Changing this moment results in a var-
iation of duration of intervention. The time of monitoring is reduced stepwise by five
minutes, starting with the initial setting of 30 minutes. An additional duration of interven-
tion of 3 minutes is included. Extending the duration of intervention above 30 minutes is
not necessary, as this time has never been required, as seen in the previous optimization
runs in subsection 4.2.1, displayed in Figure 4.12, showing the maximum operation time
reduction for each machine. For the different durations of intervention single-objective op-
timization runs with the goal of minimizing cost and finding optimized target fill levels for
each buffer have been performed. The resulting target fill levels can be seen in appendix C
in Table C.1, or as graphical representation in Figure C.1. When looking at those, it can be
noticed that they are similar to each other. With these target fill levels, the fitness and the
achieved average output was calculated by replicating the simulation model 3000 times.
The obtained cost per unit, output and savings comparing to “without strategy” (286.12 €)
are written down in Table 4.15 and are shown in Figure 4.19. Additionally, the resulting

cost and output obtained without intervention are included.
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Table 4.15 Achieved results through variation of duration of intervention

Duration of intervention 3 5 10 15 20 25 30220
Cost per unit [€] 285.89  285.81 285.58 28550 285.50 285.50 285.50
Output 557.71  557.34  556.22  555.88 555.88 555.77 555.92
Savings [€] 0.23 0.31 0.54 0.62 0.62 0.62 0.62
286.2 558 -
L2860 ]
E ' g
5 2858 1 g 557 -
] 1 1
o 2856 | ]
é ]
o 285.4 556 -
5 2852 | ]
g 4
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" Max. duration of intervention [min] & Max. duration of intervention [min]

Figure 4.19 Obtained results through variation of duration of intervention

‘When regarding Figure 4.19 it can be seen that the manufacturing cost per unit is decreasing
stepwise while maximum duration of intervention is increased from zero to up to 15
minutes. From 15 to 30 minutes the cost settles around 285.50 €, with slightly varying out-
put. For the presented problem it is recommended to use a setting of 15 minutes as maxi-
mum duration, if maximum savings are to be achieved. Further extension of duration of
intervention does not imply further improvement, and implementation is facilitated with

shorter intervention times.

Figure 4.20 depicts the average operation time reduction per shift for the different maxi-
mum duration of intervention. Exact results are provided in Table C.2. It can be observed,
that the average operation time reduction for 10 to 30 minutes is similar, with a slightly
lower reduction for 10 minutes. This result for 15 to 30 minutes confirms the above find-
ings, that possible extension times above 15 minutes do not imply further improvements,
as they have a similar behavior in general. For a maximum duration of three and five

minutes, the average operation time reduction is of course lower.

220 This maximum duration of intervention corresponds the settings of the single-objective optimization in
subsection 4.2.1, obtaining the same target fill levels and results.
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Figure 4.20 Average operation time reduction depending on duration of intervention (for results see Table C.2)
Variation of intervention frequency

An experiment varying intervention frequency was performed with a duration of interven-
tion of 30 minutes. In the optimization run in subsection 4.2.1 the target fill levels are cal-
culated every late shift, in other words every second shift. The frequency was increased to
every shift (intervention before early and late shift) and reduced to every forth, sixth, 10,
12 and 20 shift. These frequencies are chosen, as the period of time of 300 shifts can be
divided into parts of equal length and therefore the resulting cost and output are not biased.
The target fill levels obtained through the optimization with the goal of minimizing man-
ufacturing costs are listed in Table C.3 and depicted in Figure C.2. These are very similar
when compared to each other. 3000 replications of 300 shifts were run and the resulting
cost and output for each was included in Table 4.16. Additionally, the savings in comparison
to “without strategy” (cost per unit 286.12 €) are included. Frequency 1 corresponds inter-
vening every shift, 2 every second shift, 4 every fourth etc. Figure 4.21 depicts the results

in comparison to without intervention.
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Table 4.16 Achieved results through variation of frequency of intervention

Frequency 1 222 4 6 10 12 20

Cost per unit [€] 285.08 285.50 285.80 285.91 286.01 286.02  286.07

Output 554.09 555.92 556.91 557.15 557.57 557.52  557.75

Savings [€] 1.04 0.62 0.32 0.21 0.11 0.1 0.05
286.2 : 558

& 286.0 1

2 1 _ 557

E 2858 - A 1

5 1 2 556

8 2856 - |

S 2854 | 5 1
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Figure 4.21 Obtained results through variation of frequency of intervention

It can be seen, that reducing intervention frequency leads to increased output and lower
savings. Now when comparing every shift to every second and fourth shift, it can be seen,
that the costs are further reduced. The reduction, however, is not proportional. When com-
paring intervention 1 and 2 (every shift to every second shift), savings of cost is not twice
as high. This is why it is suggested to intervene every second shift. Here any moment of
intervention and target fill level can be chosen without restriction, as there is a time span

between end of late shift and beginning of early shift.

Figure 4.22 depicts the average operation time reduction for all possible frequencies of in-
tervention. The underlying data is attached in Table C.4. The average operation time re-
duction for intervening every shift is the lowest in general. When intervening every second
shift, the time reduction is slightly higher, as the system has more time to leave the adapted
status, in comparison to intervening once per shift. All other intervention frequencies do
not seem to follow any rule, apart from the fact, that they have average operation reduction

times which lie higher than when intervening once per shift. This is due to the system

221 This frequency of intervention corresponds the settings of the single-objective optimization in subsection
4.2.1, obtaining the same target fill levels and results.
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returning back to a “chaotic” status quo. Now resetting the buffers within the system to the

“optimized” target fill level from this status is similar for each case.
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Figure 4.22 Average operation time reduction depending on frequency of intervention (for results see Table C.4)

425 Conclusion of results and findings

The objective of the performed experiments was to show the performance of adaptive buffer
operation and to be able to compare the proposed variations of strategies. All experiments
affirm that application of adaptive buffer operation outperforms not doing so, when regard-
ing the indicator manufacturing cost per unit. Additionally, for the moments of interven-
tion “with” and “after” even the output can be increased simultaneously. Furthermore, the
experiments confirm that when reducing system-induced downtimes, especially due to
starvation, manufacturing costs per unit are reduced also. In the following the findings are

concluded and stated explicitly.

Minimizing system-induced downtimes equals minimizing manufacturing costs per unit

Central result of this dissertation is that the objectives minimize cost per unit and minimize

system-induced downtimes equal each other as they are not conflicting (stated in subsection
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4.2.3). Minimizing system-induced downtimes, which include blocking and starvation au-
tomatically results in reduced manufacturing costs per unit. Yet this does not mean that

minimizing system-induced downtimes results in increased output.

Starvation has a higher impact on output than blocking

In subsection 4.2.3., the analysis of experimental results of the objective minimize manu-
facturing costs per unit, it has been stated that system-induced downtimes were reduced
and that this was due to a decrease of starvation. Therefore, minimizing starvation equals
minimizing manufacturing cost per unit. In contrast to minimizing system-induced down-
times, minimizing starvation, e.g. through adaptive buffer operation, can lead to increased
output. This is due to the fact that minimizing starvation results from filling the buffers to
a higher level. Blocked times might be increased. Yet minimizing blocked times, achieved
through lower fill levels might result in a higher rate of starvation downtimes and less out-

put. This is why, starvation has a higher impact on output than blocking.

Full buffers increase output at increased costs

Filling buffers maximally increases output as starvation downtimes are decreased, yet this
does not equal a cost-optimal operating of the manufacturing system, as more idle times
through blocking result. In Figure 4.7 (p. 78) depicting cost-optimal buffer target levels, it

can be seen that the filling of the buffers is not maximal.

Introduction of additional interventions during operation results in decreased output

As seen in the single-objective optimization run with the goal of maximizing output (sub-
section 4.2.2, “before — exact”) interventions during operation do not result in increased
output, when compared to not intervening. Thus adaptive buffer operation cannot lead to
increased output given the same time of operation as without applying it, but to minimized
costs of manufacturing per unit. If there is a possibility to extend manufacturing time, e.g.
application of “with” is possible, the output can be increased at reduced cost at the same

time.
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4.3 Concluding assessment and discussion

Within this section a concluding assessment of the solution methodology is given, which is
based on the requirements stated in section 2.4. An overview of the assessment of the ful-

filment of the system- and application oriented requirements is given in Figure 4.23.

Requirements to the method to
increase output in manufacturing systems

System-oriented requirements Application-oriented requirements
Applicability to existin -
pp y 8 @ | Scalability [
systems
Avoidance of structural Consideration of all equirements
o | . T ([ 0
changes interactions in the system not
. Equality of treatment of all © partially
Transfer lines o quatity of treatment of a [ ) .
buffers within the system © primarily
Make-to-order production of . s full
. P @ | Practical feasibility [ ) g Y
personalized goods .... fulfilled
([ J

Consideration of
multiple-objectives

Figure 4.23 Assessment of fulfilment of the requirements to the method to increase output in manufacturing systems

This simulation-based optimization method using adaptive buffer operation to increase out-
put in transfer lines has especially been developed for existing systems. Thus applicability
to existing systemsand to transfer linesis directly fulfilled. In adaptive buffer operation the
fill levels of the buffers are adapted, creating a new and optimized system constellation to
improve the decoupling effect buffers have on downtimes. In contrast to the methods solv-
ing the buffer allocation problem discussed in subsection 2.5.1 here avoidance of structural
changes is guaranteed. Furthermore, make-to-order production of personalized goods can
be dealt with without difficulties. The sequence of units within the system does not have
to be modified and the focus is put on all buffers equally in the system, and not just the
buffer between production and customer as in case of the hedging point policy (subsection
2.5.1). When regarding application-oriented requirements, scalability of the system is pri-
marily and not fully fulfilled, as in this dissertation only one system has been tested and the
number of machines within the system has not been varied. As the optimization method is
simulation-based consideration of all interactions in the interconnected system is ensured.
Of course the simulation model depicts a simplified model of reality, but the level of detail
is sufficient to state that all necessary resulting interactions are included. In adaptive buffer

operation all buffers are regarded equally and none of the buffers is subject to special focus,
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so the requirement equality of treatment of all buffers within the system is fully fulfilled.
Practical feasibility is given, as the method adaptive buffer operation is simple, understand-
able and applicable to the dealt with real-world problem. In the proposed simulation-based
optimization method algorithms considering multiple-objectives are included. This addi-
tionally increases practical feasibility, as most real-world problems are not only restricted

to a single-objective, but many different possibilities have to be weighed.
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5 Summary and outlook

To remain successful in global competition, production sites of automotive industry in high-
wage countries as Germany need to increase productivity. Due to their far-reaching history
most manufacturing systems already exist, which aggravates adaptation of the system to
reach an increase of output and at the same time a decrease of cost. Additionally, these
systems are often highly sophisticated, so implementation of further lean methods or of
more elaborate maintenance strategies scarcely improves the system behavior. This is why
current, already existing approaches to reach both goals focus on enhancing the interplay
of elements within the system through optimizing the decoupling effect of buffers. Yet
these approaches often require structural changes of the system, considering existing man-

ufacturing systems only insufficiently or do not treat all elements equally.

Thus, in this dissertation a method to increase output in transfer lines was developed, which
closes these research gaps. Adaptive buffer operation, a method to improve the decoupling
effects of buffers, and a simulation-based optimization method to find optimized parameter
settings for adaptive buffer operation was developed. In adaptive buffer operation the struc-
ture of the manufacturing system is not changed. The method is based on changing the
configuration of the system through altering the fill levels of the buffers within the system
at the end of given periods, e.g. at the end of shift. For this the machines within the system
are stopped at different moments before ceasing production, which can be viewed as artifi-
cially introducing downtimes. Doing this, an improved starting configuration for the next
shift is prepared, resulting in diminished propagation of technical failures through the sys-
tem. To find out to which fill level each buffer within the system should be filled simula-
tion-based optimization was applied. As this optimization method uses a simulation model
depicting the manufacturing system, the latter is regarded holistically, and does not focus
on one special buffer but on all in the same intensity. Additionally, all interactions resulting
from the interventions and the behavior of the system are included. Furthermore, with the
named possibilities to modify the method through varying the moment of intervention,

duration or frequency, the proposed method can meet with different situation-dependent
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demands. It has been shown that the proposed method is capable of increasing output and
at the same time lowering manufacturing costs without structurally intervening. Moreover,
a direct connection between downtimes resulting from blocking or starvation and manu-
facturing costs has been substantiated. Pursuing reduction of costs automatically results in

reduction of blocking and starvation.

The main deficit of the proposed method is that it might be conflicting with the existing
organizational structure. Adaptive buffer time operation requires extending or reducing
shift length for some employees. This results in working time fluctuation, which usually
can be compensated for by the employee’s working time account. Yet if specific machines
have to extend shift length (or reduce shift length) repeatedly, the employee’s working time
account cannot be balanced as easily anymore. For this two solutions are proposed: operator
rotation and adaption of cycle times of the affected machine. Operator rotation requires the
operator to be qualified to work at different machines and stations. This is the solution’s
main disadvantage, as sometimes the scope of work is too big to be able to qualify the oper-
ator. Now adaptation of cycle times of the machines is possible, if the work packages at a
station can be modified or split up. As example, within a manufacturing system one ma-
chine’s shift length was extended by five minutes per shift on average. If these five minutes
of operation can be included at other machines through cycle time adaptation, no more
extension of shift length should be necessary at the affected machine in future. This has the

subsidiary effect of an improved operating of the entire system.

Additionally, the shuttle busses between production site and home provided for the em-
ployees by most German automotive manufacturers are in conflict with flexible working
times. Those leave at fixed times, resulting in less time to get to the shuttle bus or in more
time waiting until the shuttle leaves the production site and would lead to unequal treat-

ment of employees.

The proposed method can be extended in further research work. The manufacturing system
investigated here has a limited system size and high availabilities. To increase the scope of
manufacturing systems the proposed method can handle, the influence of system size and
overall system availability has to be tested in more detail. An additional extension covering
further manufacturing systems is to include preassemblies and their buffers when joining

the main transfer line. In this case, downtimes resulting from lack of parts can be influenced
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directly, whereas in the current solution, they are taken into account in the technical down-
times only. Hence, the behavior of the system underlying adaptive buffer operation can be

studied in further depth.

Another shortcoming of this thesis is that the developed method has solely been tested on
a simulation model. The model used here can be afflicted with errors, resulting from sim-
plification of the model or data processing. Therefore, implementation of the method into
a real manufacturing system is necessary. This includes an integration to the IT system used
for monitoring the current production status. With real-time simulation, the optimized pa-
rameters for adaptive buffer operation can be determined not only statically, as the here
investigated method does, but dynamically, when needed and depending on the current
system status. Due to the chosen optimization algorithms, the Evolution Strategies, compu-
tation time is fast enough for real-time application. Furthermore, an artificial neuronal net-
work system could be attached, so that the parameters decided on are based on experience

and the obtained knowledge.

In conclusion, a completely different method to increase output in transfer lines has been
developed. Apart from being applicable to existing systems, as no changes to the structure
are required, the system is viewed as a whole. Solutions regarding multi-objectives can be
generated, making the method applicable to real-world problems and facilitating decision-

making, as several options to solve the problem are given.

99

IP 216.73.216.36, am 18.01.2026, 19:18:56. Inhalt,
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186058133

A Results single-objective optimization

Table A.1 Average operation time extension per shift for each machine in [s]

None Before After With

None Min Tol Exact Min Tol Exact Min Tol Exact
M, 0 0 0 0 316 294 499 246 184 225
M, 0 0 0 0 297 272 432 225 167 211
M3 0 0 0 0 129 142 261 49 38 82
M, 0 0 0 0 115 125 219 6 17 56
My 0 0 0 0 76 83 143 8 12 40
Mg 0 0 0 0 42 0 112 0 0 11
M, 0 0 0 0 12 37 114 0 1 11
Mg 0 0 0 0 0 58 167 0 0 10
My 0 0 0 0 0 173 268 0 0 0

Table A.2 Average operation time reduction per shift for each machine in [s]

None Before After With

None Min Tol Exact Min Tol Exact Min Tol Exact
My 0 65 145 168 0 0 0 10 79 126
M, 0 84 114 182 0 0 0 9 79 125
M 0 256 298 358 0 0 0 32 186 234
M, 0 315 362 402 0 0 0 49 210 256
Ms 0 281 365 370 0 0 0 48 227 266
Mg 0 346 407 461 0 0 0 54 274 284
M, 0 375 339 459 0 0 0 54 261 229
Mg 0 351 362 461 0 0 0 54 233 177
My 0 395 248 306 0 0 0 0 0 0
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Table A.3 Maximum operation time extension per shift for each machine in [min]

None Before After With

None Min Tol Exact Min Tol Exact Min Tol Exact
M, 0 0 0 0 26 24 30 18 22 21
M, 0 0 0 0 24 22 29 17 19 19
M, 0 0 0 0 18 17 22 11 13 19
M, 0 0 0 0 17 12 20 8 8 17
Ms 0 0 0 0 15 8 17 7 6 15
Mg 0 0 0 0 10 2 13 6 3 12
M, 0 0 0 0 6 2 9 4 3 10
Mg 0 0 0 0 1 4 12 1 2 7
M, 0 0 0 0 0 9 17 0 0 0

Table A.4 Maximum operation time reduction per shift for each machine in [min]

None Before After With

None Min Tol Exact Min Tol Exact Min Tol Exact
M, 0 9 12 21 0 0 0 1 12 21
M, 0 8 12 19 0 0 0 1 12 19
M, 0 11 12 17 0 0 0 1 12 19
M, 0 17 16 17 0 0 0 1 11 17
Ms 0 19 19 21 0 0 0 1 11 15
Mg 0 23 24 24 0 0 0 1 11 12
M, 0 25 23 24 0 0 0 1 10 10
Mg 0 25 22 25 0 0 0 1 8 7
M, 0 25 22 25 0 0 0 0 0 0

Table A.5 Average system-induced downtimes per shift for each machine in [s]

None Before After With

None Min Tol Exact Min Tol Exact Min Tol Exact
M, 482 544 497 502 554 514 559 547 540 519
M, 398 451 426 411 463 419 445 445 448 438
M, 446 416 386 397 429 406 408 419 386 373
M, 416 357 324 317 391 367 356 359 334 320
Ms 463 419 369 351 418 392 365 406 371 354
Mg 495 421 382 363 438 382 387 434 377 369
M, 440 351 359 335 363 345 334 378 328 339
Mg 439 362 347 359 356 354 364 378 341 361
My 470 375 435 438 387 443 435 416 470 461
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Table A.6 Average starved times per shift for each machine in [s]

None Before After With

None Min Tol Exact Min Tol Exact Min Tol Exact
M, 321 320 320 320 323 323 324 323 321 322
M, 293 262 283 272 265 275 263 268 266 269
M, 277 169 195 194 182 210 188 190 178 185
M, 274 157 183 174 177 205 180 172 170 181
Mg 349 241 266 251 233 266 237 251 247 257
Mg 307 167 207 198 178 200 188 206 194 207
M, 278 148 204 198 151 195 179 190 187 207
Mg 298 191 225 241 182 231 239 219 228 249
M,y 205 107 168 172 117 173 164 146 202 193

Table A.7 Average blocked times per shift for each machine in [s]

None Before After With

None Min Tol Exact Min Tol Exact Min Tol Exact
M, 161 224 178 182 231 190 235 224 218 207
M, 105 189 144 138 197 144 182 187 182 170
M 170 247 191 204 247 196 220 229 208 188
M, 142 200 141 143 215 162 177 186 164 139
My 115 178 104 101 185 126 128 155 123 97
Mg 189 253 174 165 261 182 198 227 183 161
M, 162 203 155 136 212 149 155 189 141 132
Mg 141 171 122 117 174 123 125 159 113 112
My 266 268 268 267 271 269 271 269 268 268
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B Results multi-objective optimization

Table B.1 "min-before": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set

By B, B; B, Bs Bg B, Bg Cost Units
1 4 8 6 3 5 5 6 3 285.67 556.44
2 3 8 6 3 5 5 4 5 285.68 556.61
3 4 8 4 3 6 3 5 4 285.69 556.64
4 3 8 5 3 4 5 3 5 285.70 556.74
5 4 7 4 3 7 4 6 3 285.70 556.75
6 2 8 5 3 3 5 5 4 285.71 556.89
7 3 7 5 3 5 5 5 2 285.72  556.92
8 3 7 4 2 5 4 6 4 285.73 557.10
9 3 6 5 3 4 6 5 4 285.74 557.12
10 3 6 5 3 4 5 5 1 285.74 557.15
11 3 6 5 2 4 4 5 2 285.75 557.23
12 2 7 4 3 4 3 4 3 285.75 557.24
13 3 6 4 3 2 4 4 3 285.78 557.26
14 2 6 4 3 6 4 4 2 285.78 557.28
15 3 5 5 3 3 4 1 0 285.81 557.29
16 2 6 4 2 3 5 1 2 285.82 557.42
17 3 5 4 2 4 3 4 2 285.83 557.45
18 3 5 3 3 4 3 4 3 285.83 557.48
19 2 5 4 3 4 4 4 2 285.84 557.52
20 2 4 5 2 3 4 2 1 285.89 557.56
21 2 4 5 2 3 3 4 2 285.89 557.57
22 2 5 3 1 4 4 2 1 285.89 557.64
23 2 5 3 1 3 3 2 1 285.90 557.65
24 2 4 2 3 2 4 3 1 28591 557.73
25 2 4 3 2 2 4 2 0 285.95 557.75
26 2 4 2 1 1 1 1 2 285.96 557.79
27 2 3 3 2 2 3 3 0 285.97 557.84
28 2 0 2 2 3 2 3 1 285.97 557.90
29 0 3 3 2 3 4 4 1 286.02 557.90
30 1 1 2 1 2 3 3 1 286.02 557.97
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Table B.2 "min-after": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set

B1 Bz Bg B4 Bs Be B7 Bs Cost Units
1 3 9 5 4 6 5 6 5 285.75 559.92
2 4 8 6 4 7 4 4 7 285.79 559.94
3 3 7 7 5 6 5 5 6 285.79 560.00
4 4 10 5 4 6 6 5 6 285.80 560.01
5 3 9 6 5 5 5 6 8 285.80 560.30
6 1 10 6 3 7 7 7 6 285.85 560.31
7 5 7 6 5 5 6 6 8 285.86 560.32
8 4 8 5 5 9 4 6 7 285.86 560.40
9 2 10 4 5 6 6 7 8 285.87 560.40
10 3 9 6 4 7 5 7 8 285.88 560.48
11 3 8 6 4 7 6 6 9 285.88 560.59
12 3 8 7 4 7 6 6 9 285.93 560.59
13 4 10 4 3 7 6 8 8 285.94 560.61
14 4 8 7 5 5 6 7 9 285.95 560.64
15 4 8 4 5 7 5 7 10 285.98 560.68
16 3 8 5 5 7 7 7 9 286.02 560.72
17 5 9 5 5 6 6 7 10 286.04 560.75
18 1 9 6 4 8 7 7 9 286.05 560.81
19 4 10 6 4 7 5 8 10 286.11 560.82
20 5 8 8 4 8 5 7 10 286.17 560.84
21 4 9 5 5 8 6 8 9 286.19 560.86
22 4 8 7 5 8 6 7 10 286.24 560.88
23 3 10 7 5 7 7 7 10 286.28 560.88
24 3 9 4 5 9 6 8 10 286.30 560.91
25 3 9 7 5 8 7 7 10 286.33 560.91
26 3 8 7 4 9 6 8 10 286.34 560.92
27 5 8 8 4 9 5 8 10 286.36 560.93
28 4 10 7 5 9 5 8 10 286.46 560.94
29 5 8 8 5 8 7 8 9 286.46 560.99
30 5 9 5 5 10 7 8 10 286.75 561.01
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Table B.3 "min-with": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set

Bl Bz Bg B4 Bs B6 B7 Bs Cost Units
1 3 8 4 2 3 5 5 2 285.56 559.07
2 3 9 4 1 3 4 4 3 285.56 559.10
3 2 9 4 2 2 6 5 3 285.58 559.13
4 3 9 4 3 2 5 5 2 285.59 559.18
5 3 10 6 2 4 6 5 1 285.59 559.45
6 3 9 5 3 5 6 4 4 285.62 559.50
7 4 8 6 2 5 6 6 3 285.63 559.58
8 3 10 4 3 7 5 2 6 285.65 559.59
9 4 9 5 5 4 5 5 4 285.65 559.61
10 3 9 5 4 5 6 6 4 285.66 559.76
11 3 8 6 4 6 6 5 5 285.68 559.84
12 3 9 6 5 7 5 4 4 285.68 559.88
13 3 9 4 4 6 5 5 7 285.69 559.89
14 3 10 6 4 6 6 6 4 285.70 559.91
15 3 10 6 4 7 5 6 5 285.71 560.07
16 4 8 6 4 6 7 6 5 285.72 560.11
17 4 9 4 4 7 6 4 8 285.73 560.14
18 4 10 6 5 5 7 5 6 285.77 560.19
19 5 9 5 5 6 6 4 8 285.79 560.20
20 3 10 4 4 6 7 7 6 285.80 560.22
21 3 9 6 3 7 8 7 5 285.81 560.33
22 4 8 6 4 7 6 6 8 285.85 560.36
23 4 8 5 3 7 6 7 8 285.85 560.37
24 4 9 6 4 7 6 6 8 285.86 560.37
25 4 9 6 5 7 5 6 8 285.87 560.40
26 5 9 5 3 7 6 7 8 285.88 560.45
27 4 9 4 6 7 6 5 9 285.89 560.49
28 4 9 6 4 8 5 6 9 285.91 560.52
29 4 9 6 4 8 4 6 10 285.93 560.55
30 4 8 6 4 8 6 7 8 285.99 560.57
31 4 10 6 5 7 7 6 8 285.99 560.59
32 4 10 4 3 6 8 7 9 286.00 560.60
33 5 9 6 4 7 6 7 9 286.01 560.63
34 4 10 6 5 7 7 7 8 286.03 560.72
35 4 9 6 6 7 6 7 9 286.11 560.72
36 4 8 6 5 8 5 7 10 286.13 560.74
37 4 9 5 3 7 8 7 10 286.18 560.85
38 4 10 6 4 6 7 8 10 286.22 560.87
39 5 8 7 5 8 7 7 10 286.38 560.87
40 4 10 3 6 8 7 8 10 286.41 560.90
41 4 9 5 5 7 8 8 10 286.46 560.91
42 5 9 5 5 7 8 8 10 286.54 560.92
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RESULTS MULTI-OBJECTIVE OPTIMIZATION

Table B.4 "exact-before": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set

By B, B3 B, Bs Bg B; Bg Cost Units
1 3 8 6 4 7 6 5 4 285.41 556.38
2 3 8 6 4 8 6 6 5 285.44 556.41
3 3 8 6 3 8 6 6 5 285.46  556.42
4 2 8 6 4 7 6 5 6 285.47 556.43
5 3 7 6 4 7 6 5 6 285.49 556.46
6 3 7 6 4 6 7 5 6 285.50 556.49
7 2 6 6 4 8 6 6 6 285.56  556.51

Table B.5 "exact-after": target fill levels. cost per unit in [€] and output for each solution of the Pareto-optimal set

B, B, B; B, Bs Bg B, Bg Cost Units
1 5 8 5 5 8 6 4 5 285.61 561.28
2 5 10 5 5 8 5 5 4 285.62 561.36
3 5 8 5 6 9 6 5 2 285.68 561.39
4 5 9 6 6 8 5 3 4 285.70 561.43
5 5 9 5 6 9 5 3 4 285.71 561.46
6 4 9 7 5 9 3 3 6 285.78 561.46
7 3 10 8 6 8 5 2 7 285.83 561.49
8 4 9 6 6 10 5 2 5 285.86 561.50
9 4 10 7 6 9 3 3 6 285.89 561.52
10 3 9 8 6 9 3 2 7 285.93 561.53
11 4 10 8 6 9 2 3 6 286.13 561.53
12 4 10 8 6 10 3 2 6 286.17 561.55
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RESULTS MULTI-OBJECTIVE OPTIMIZATION

Table B.6 "exact-with": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set

Bl Bz Bg B4 Bs B6 B7 Bs Cost Units
1 3 9 7 3 7 6 4 3 285.35 558.12
2 4 9 6 4 7 5 7 2 285.35 558.57
3 4 10 6 5 8 5 5 3 285.38 558.58
4 3 9 6 3 9 6 5 3 285.38 558.72
5 4 8 6 5 8 6 6 2 285.39 558.77
6 3 9 5 4 8 6 5 4 285.39 559.00
7 4 10 6 4 8 6 6 3 285.41 559.07
8 3 9 7 3 8 4 6 5 285.43 559.18
9 3 9 6 5 8 5 6 4 285.43 559.19
10 3 9 7 4 7 6 6 4 285.44 559.26
11 4 9 7 5 7 6 6 4 285.45 559.35
12 3 9 6 5 8 6 6 4 285.45 559.42
13 4 9 6 5 7 7 6 4 285.46 559.54
14 4 9 6 5 7 5 8 4 285.48 559.63
15 3 9 7 4 7 6 6 6 285.51 559.87
16 4 9 6 5 6 6 6 7 285.58 560.02
17 4 10 5 4 9 6 6 6 285.63 560.05
18 4 9 6 4 8 6 7 6 285.63 560.05
19 4 9 6 4 8 6 5 8 285.64 560.11
20 3 8 6 3 8 6 6 8 285.65 560.26
21 4 7 6 5 8 5 6 8 285.67 560.27
22 4 9 7 4 7 6 6 8 285.73 560.28
23 4 9 5 5 8 7 6 7 285.74 560.28
24 4 8 6 5 7 6 7 8 285.75 560.42
25 4 10 7 5 8 4 6 9 285.80 560.44
26 3 8 6 4 8 6 7 8 285.81 560.46
27 4 10 5 5 9 6 6 8 285.88 560.46
28 4 9 7 5 7 7 5 9 285.88 560.48
29 3 9 6 5 8 6 6 9 285.88 560.51
30 2 9 7 4 8 5 7 9 285.89 560.51
31 4 10 7 5 8 5 7 8 285.89 560.52
32 3 10 6 5 7 6 7 9 285.92 560.57
33 4 8 7 5 8 5 7 9 285.96 560.58
34 4 10 6 5 6 7 7 9 285.97 560.59
35 3 10 6 4 9 7 7 8 285.97 560.66
36 4 7 6 5 8 5 7 10 286.01 560.68
37 4 8 7 4 10 5 7 9 286.03 560.78
38 4 7 6 5 8 6 8 10 286.23 560.81
39 2 9 7 5 9 5 8 10 286.32 560.83
40 4 9 6 5 8 6 8 10 286.32 560.94
41 3 9 8 5 10 5 8 10 286.56 561.03
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RESULTS MULTI-OBJECTIVE OPTIMIZATION

Table B.7 "tol-before": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set

B, B; B, Bs Bg B, Bg
T R TR TRT®RTRTRTRTR

B

Units

Cost

556.77

285.52

2
4
5
7
5
6
5
7
5
5
4
7
5
5
7
6
6
7
6
6
5
6
8
9
7
7
9
8

2

556.84

285.55

285.57  556.86

2
2

556.87

285.58

557.04

285.58

285.62  557.11

3

557.16

285.63

3 285.65 557.21

3
4

557.21

285.67

557.26

285.68

557.27

285.69

557.28

285.70

285.71  557.31

4
4
3
3

557.31

285.71

557.40

285.72

557.42

285.72

557.45

285.75

557.46

285.80

285.81  557.47

3
4

557.54

285.82

557.59

285.83

557.61

285.88

285.89  557.65

5
4
5
4

557.71

285.91

557.72

285.94

557.72

285.94

557.77

285.97

557.84

285.97

10
11
12
13
14
15
16
17
18
19
20
21

22
23
24
25
26
27

28

108

Inhalt,

mit, flir oder in Ki-Syster

IP 216.73.216.36, am 18.01.2026, 19:18:56.
m



https://doi.org/10.51202/9783186058133

RESULTS MULTI-OBJECTIVE OPTIMIZATION

Table B.8 "tol-after": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set

B, B, B, B, Bs Bg B, By

T R T R T R TURTRTRTR T R Cost Units
1 5 4 9 1 8 4 5 2 8 2 1 6 6 3 1 7 28556 560.62
2 5 4 10 5 7 2 6 3 9 1 4 5 2 6 1 8 285.56 560.90
3 5 4 8 1 8 4 5 1 8 1 1 7 6 2 1 6 28556 560.98
4 4 3 9 1 7 2 5 0 8 0 2 6 4 3 2 5 2858 56105
5 5 4 9 0 6 1 6 2 9 1 1 7 4 4 1 5 28560 561.22
6 5 2 9 3 6 1 5 1 9 1 1 7 2 4 0 10 28562 56126
7 4 3 10 3 7 2 5 1 9 1 1 7 1 5 1 9 285.68 561.26
8 5 3 9 3 7 1 6 2 8 1 0 6 1 6 1 8 28568 56130
9 4 3 9 0 7 2 6 0 9 1 1 7 4 0 0 9 28568 56134
0 |5 5 10 1 8 3 6 1 9 1 2 6 3 3 2 5 2873 56137
11 5 5 9 0 8 2 5 0 10 1 1 6 4 2 1 3 285.77 561.40
12 4 4 9 2 7 1 6 1 9 0 1 6 2 3 1 3 285.80 561.40
13 |5 2 9 3 7 1 6 1 9 0 0 7 1 4 1 10 28580 56148
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RESULTS MULTI-OBJECTIVE OPTIMIZATION

Table B.9 "tol-with": target fill levels, cost per unit in [€] and output for each solution of the Pareto-optimal set
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C Results further experiments

Table C.1 Target fill levels for different maximum duration of intervention (before - exact)

Duration of intervention By B, B; B, Bs Bg B, Bg
3 3 8 6 4 5 5 4 0
5 1 10 8 2 6 6 6 2
10 4 10 6 4 8 5 5 4
15 3 9 7 4 6 6 5 3
20 3 9 6 4 7 5 6 4
25 3 9 7 4 7 6 4 3
3022 3 9 6 3 8 6 6 3
3 5 10 15

=
3
5
=

o_Nu»moqm@
cmmwmua e
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< [T

® [T
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B, B, B; By Bs B¢ B; By 1 B B3 B, Bs B B; By 1B, B3 B, Bs Bs B, By 1B, B3 B, Bs Bg B; By
20 25 30
190 190 190 Allowed
s s s I buffer
7 7 7 level
6 6 6
5 5 5 Forbidden
; ; ; [] buffer
2 2 ) level
1 1 1
B, B, B; By Bs B¢ B; By B, B, B; B, Bs B¢ B; By B, B, B; B, Bs B B; By

Figure C.1 Feasible and unfeasible buffer levels for variation of duration of intervention (before — exact)

22 This maximum duration of intervention corresponds the settings of the single-objective optimization in
subsection 4.2.1, obtaining the same buffer levels and results.
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RESULTS FURTHER EXPERIMENTS

Table C.2 Average operation time extension per shift for each machine in [s] for varying duration of intervention (before

- exact)
Duration of intervention 3 5 10 15 20 25 30
M, 36 60 89 151 171 154 137
M, 30 20 122 162 185 167 208
M; 56 87 300 339 362 342 385
M, 74 210 343 440 407 441 374
My 100 132 366 465 432 465 453
Mg 81 139 460 451 471 502 491
M, 67 154 404 453 415 502 435
Mg 34 169 354 402 419 395 384
M,y 2 76 271 253 321 243 340

Table C.3 Target fill levels for different frequency of intervention (before - exact)

Frequency By B, B3 By Bs Bg B, Bg
1 3 10 5 4 7 6 6 4
2223 3 9 6 3 8 6 6 3
4 2 9 7 4 6 7 5 4
6 3 10 6 5 8 4 7 4
10 4 9 4 6 4 7 4 6
12 4 9 6 6 8 6 4 3
20 4 8 8 5 3 6 7 6

10 10 10 10
9 9 9 9
8 8 8 8
7 7 7 7
6 6 6 6
5 5 5 5
4 4 4 4
3 3 3 3
2 2 2 2
1 1 1 1
B, B, B3 By Bs B¢ B; By B, B, B; B, Bs B¢ B; By B, B, By B, Bs By B; By B, B, B3 By Bs B¢ B; By
10 12 20
10 10 10 Allowed
9 9 9
M s s I buffer
7 7 7 level
6 6 6
5 5 5 Forbidden
4 4 4
N 5 s [] buffer
2 2 2 level
1 1 1
B, B, B3 By Bs B¢ B; By B, B, B; B, Bs B¢ B; By B, B, B3 B, Bs B¢ B; By

Figure C.2 Feasible and unfeasible buffer levels for variation of frequency of intervention (before — exact)

223 This frequency of intervention corresponds the settings of the single-objective optimization in subsection
4.2.1, obtaining the same buffer levels and results.
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RESULTS FURTHER EXPERIMENTS

Table C.4 Average operation time extension per shift for each machine in [s] for varying frequency of intervention (before-

exact)
Frequency 1 2 4 6 10 12 20
M, 151 168 172 106 142 99 97
M, 161 182 130 124 216 175 172
My 369 358 317 366 403 363 306
M, 346 402 423 418 347 417 471
My 363 370 451 503 489 558 558
M, 385 461 444 609 378 667 394
M, 377 459 504 503 440 674 402
Mg 377 461 456 567 339 570 468
My 282 306 363 476 360 426 492
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D Validation of simulation

Table D.1 Confidence interval method: results from 30 replications?**

Cum. mean Standard Lower Upper %
Replication Output average deviation Interval Interval deviation
1 557.6467 557.65 n/a n/a n/a n/a
2 558.0367 557.84 0.276 545.43 570.25 2.23%
3 558.3533 558.01 0.354 555.98 560.04 0.36%
4 557.6333 557.92 0.346 556.91 558.93 0.18%
5 557.87 557.91 0.300 557.29 558.53 0.11%
6 558.1733 557.95 0.289 557.48 558.43 0.09%
7 557.9267 557.95 0.264 557.58 558.32 0.07%
8 558.0667 557.96 0.248 557.66 558.27 0.06%
9 558.18 557.99 0.243 557.72 558.26 0.05%
10 557.8567 557.97 0.233 557.73 558.21 0.04%
11 558.4833 558.02 0.269 557.76 558.28 0.05%
12 558.0133 558.02 0.257 557.79 558.25 0.04%
13 558.0833 558.02 0.246 557.82 558.23 0.04%
14 557.79 558.01 0.245 557.81 558.21 0.04%
15 557.8333 558.00 0.240 557.81 558.18 0.03%
16 557.47 557.96 0.267 557.77 558.16 0.04%
17 558.04 557.97 0.259 557.78 558.15 0.03%
18 558.23 557.98 0.259 557.81 558.16 0.03%
19 557.8233 557.97 0.254 557.81 558.14 0.03%
20 558.1333 557.98 0.250 557.82 558.14 0.03%
21 557.5367 557.96 0.262 557.80 558.12 0.03%
22 557.7333 557.95 0.260 557.79 558.11 0.03%
23 558.2267 557.96 0.261 557.81 558.12 0.03%
24 558.1233 557.97 0.257 557.82 558.12 0.03%
25 558.0767 557.97 0.253 557.83 558.11 0.03%
26 558.2133 557.98 0.252 557.85 558.12 0.02%
27 558.24 557.99 0.252 557.86 558.13 0.02%
28 558.01 557.99 0.247 557.86 558.12 0.02%
29 557.9233 557.99 0.243 557.87 558.12 0.02%
30 557.83 557.99 0.241 557.86 558.11 0.02%
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VALIDATION OF SIMULATION

Table D.2 Run-Length Selection: Results from three replications

Replication 1

Replication 2

Replication 3

Cum. Cum. Cum. %
Shift ~ Output mean Output mean Output mean Convergence
1 559 559.0 550 550.0 548 548.0 2.01%
2 558 558.5 560 555.0 562 555.0 0.63%
3 553 556.7 555 555.0 569 559.7 0.84%
4 555 556.3 561 556.5 558 5593 0.54%
5 552 555.4 548 554.8 563 560.0 0.94%
6 557 555.7 567 556.8 548 558.0 0.42%
7 559 556.1 549 555.7 564 558.9 0.57%
8 562 556.9 549 554.9 570 560.3 0.97%
9 550 556.1 555 554.9 556 559.8 0.88%
10 560 556.5 569 556.3 564 560.2 0.70%
11 564 557.2 555 556.2 560 560.2 0.72%
12 563 557.7 551 555.8 560 560.2 0.79%
13 562 558.0 554 555.6 564 560.5 0.87%
14 558 558.0 556 555.6 551 559.8 0.75%
15 565 558.5 559 555.9 555 559.5 0.65%
16 556 558.3 564 556.4 561 559.6 0.57%
17 565 558.7 552 556.1 532 557.9 0.47%
18 556 558.6 563 556.5 559 558.0 0.37%
19 553 558.3 558 556.6 554 557.8 0.30%
233 556 557.5 562 558.2 563 558.3 0.14%
234 562 557.6 560 558.2 557 5583 0.13%
235 556 557.5 558 558.2 548 558.3 0.13%
236 561 557.6 555 558.1 558 5583 0.12%
237 557 557.6 568 558.2 553 558.2 0.12%
238 564 557.6 559 558.2 568 5583 0.12%
239 564 557.6 548 558.2 550 558.2 0.11%
240 564 557.6 563 558.2 556 558.2 0.10%
241 564 557.7 554 558.2 556 558.2 0.10%
242 549 557.6 567 558.2 553 558.2 0.10%
243 566 557.7 549 558.2 555 558.2 0.09%
244 557 557.7 549 558.1 554 558.2 0.09%
245 563 557.7 553 558.1 554 558.1 0.08%
280 562 557.9 561 558.2 561 558.1 0.06%
281 561 557.9 547 558.2 556 558.1 0.05%
282 566 557.9 555 558.2 556 558.1 0.05%
283 561 557.9 566 558.2 552 558.1 0.05%
284 563 557.9 556 558.2 542 558.0 0.05%
285 563 557.9 557 558.2 565 558.0 0.04%
286 552 557.9 553 558.2 562 558.0 0.04%
287 557 557.9 564 558.2 567 558.1 0.05%
288 556 557.9 551 558.2 555 558.1 0.04%
289 564 557.9 551 558.1 556 558.0 0.04%
290 564 558.0 555 558.1 559 558.1 0.03%
291 562 558.0 558 558.1 553 558.0 0.03%
292 553 558.0 560 558.1 555 558.0 0.03%
293 559 558.0 562 558.1 564 558.0 0.03%
294 561 558.0 564 558.2 557 558.0 0.03%
295 553 557.9 556 558.2 561 558.1 0.04%
296 557 557.9 553 558.1 560 558.1 0.03%
297 565 558.0 560 558.1 561 558.1 0.03%
298 564 558.0 566 558.2 557 558.1 0.03%
299 549 558.0 565 558.2 564 558.1 0.04%
300 562 558.0 566 558.2 559 558.1 0.04%
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'VALIDATION OF SIMULATION
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Figure D.1 Cumulative mean for replication 1 and 95% confidence intervals

250 300

562
|

cumulative mean
confidence interval for a = 5%

560
|

output

554
|

100 150 200

number of shifts

Figure D.2 Cumulative mean for replication 2 and 95% confidence intervals
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VALIDATION OF SIMULATION
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