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1. Einleitung

Die frühe Entwicklung und Einführung von Krankenhaus- und Gesundheits-

informationssystemen hat die fortschreitende Digitalisierung von Prozessen

in Krankenhäusern gefördert. Viele dieser Prozesse, die früher Schriftver-

kehr und telefonische Absprachen erforderten, sind heute in IT-Lösungen

integriert und erfordern die Interaktion von Ärzt*innen und medizinischem

Personal mit entsprechenden Schnittstellen und Tools. Diese Umstellung auf

digitales Datenmanagement und Prozessunterstützung kommt der Versor-

gung der Patient*innen zwar in vielerlei Hinsicht zugute, erfordert aber von

denÄrzt*innen eine genaue digitale Erfassung aller relevanten Informationen

für Abrechnungs- und Dokumentationszwecke und damit oft eine Auswahl

aus einer unüberschaubar großen Menge an Möglichkeiten. Das beansprucht

viel Zeit, die sonst für die ärztliche Versorgung der Patient*innen aufgewen-

det werden könnte. Die systematische Erfassung von Gesundheitsdaten über

einen langen Zeitraum hinweg bietet jedoch Möglichkeiten, diesen Prozess

zu verbessern und das medizinische Personal durch die Einführung von

Empfehlungssystemen zu unterstützen.

Betrachten wir zum Beispiel eine Ärztin in einem Krankenhaus, die eine

Untersuchung bei einem Patienten durch eine andere Abteilung durchfüh-

ren lassen möchte. Dazu muss sie eine entsprechende Anfrage stellen, die

die Anamnese und die medizinische Fragestellung enthält, und die richtige

Untersuchung auswählen. Diese Auswahl aus einer großen Menge von Un-

tersuchungen kann durch ein Empfehlungssystem unterstützt werden, das

entweder inhaltsbasiert arbeitet, oder auf ähnlichenFällen ausderVergangen-

heit basiert. Inhaltsbasierte Empfehlungen könnten in diesem Beispiel etwa
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102 Künstliche Intelligenz und ethische Verantwortung

Anamnese, medizinische Fragestellung, mögliche medizinische Vorgeschich-

te des Patienten sowie anderes medizinisches Wissen berücksichtigen, um

eine möglichst passende Empfehlung für die Untersuchung auszusprechen.

Für Empfehlungen anhand ähnlicher Fälle würden beispielsweise hinsichtlich

der vorherigen Behandlungssequenz oder Patientenzustand ähnliche Fälle

betrachtet werden und die in diesen Fällen durchgeführten Untersuchungen

empfohlen werden.

BeideAnsätzehaben technischeVor-undNachteile,die inAbschnitt 2.1 ge-

nauer benannt werden, sind aber auch für unterschiedliche Anwendungszwe-

cke verschieden gut geeignet. Betrachtet man beispielsweise speziell radio-

logische Untersuchungen, was genau den oben genannten Fall zwischen an-

fordernder und erfüllender Abteilung darstellt, zeigen sich große Unterschie-

de, je nach anfordernder Stelle:Während in der Onkologie beispielsweise häu-

fig ähnlich gelagerte Fälle betrachtet werden, die dementsprechend auch gut

durch Empfehlungen basierend auf ähnlichen Fällen unterstützt werden kön-

nen, finden sich in der Notaufnahme oder Unfallchirurgie sehr unterschied-

lich gelagerte Fälle, die eine einzelne Betrachtung basierend auf der konkreten

Anamnese erfordern, insbesondere auch,weil häufig zunächst keineKranken-

geschichte der Patient*in verfügbar ist.

Mit diesen verschiedenen Perspektiven eröffnen sich aber auch unter-

schiedliche ethische Fragen für den Einsatz von Empfehlungssystemen in

diesem sensiblen medizinischen Kontext, die berücksichtigt werden müs-

sen, um ein verantwortungsvolles Verhalten des Systems selbst sowie in

der Interaktion mit dem medizinischen Personal sowie den Patient*innen

zu gewährleisten. Diese Überlegungen betreffen beispielsweise das Kran-

kenhauspersonal, etwa wenn es um deren Effizienz, mögliche Kosten- und

Zeitersparnisse und den Konsequenzen für die Arbeitsplätze geht, aber auch

die Patient*innen, die davon profitieren könnten. Fragestellungen hinsicht-

lich der Datenqualität und möglichen beispielsweise diskriminierenden

Verzerrungen, die ein solches System verstärken könnte, aber auch Überle-

gungen, wer im Kontext eines solchen sozio-technologischen Systems welche

Verantwortungen und damit Rechenschaftspflichten hat, sind hier relevant.

Ausgehend von diesen Überlegungen werden in diesem Beitrag Kriteri-

en für ein verantwortungsbewusstes Empfehlungssystem im medizinischen

Kontext aus einer anwendungsorientierten Perspektive skizziert und mögli-

che Designentscheidungen mit besonderem Fokus auf die bereits genannten

Fragen sowie Sicherheit, Transparenz und Konformität hinsichtlich der an-

zuwendenden Regularien betrachtet. Hierfür nehmen wir aus der informa-
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tischen Perspektive den Standpunkt für ein konkretes Anwendungsszenario

ein und werfen dafür relevante Fragestellungen auf, die von den technischen

Aspekten losgelöst aus ethischer Sicht betrachtet werden können.

2. Grundlagen

In diesem Kapitel sollen zunächst die Grundlagen zu Empfehlungssystemen

sowie die hier betrachtete Operationalisierung ethischer Aspekte vorgestellt

werden.

2.1 Empfehlungssysteme

Empfehlungssysteme sind computergestützte Algorithmen und Systeme,

die Anwender*innen auf Grundlage ihrer Vorlieben, Interessen oder ihrem

bisherigen Verhalten Artikel oder andere Objekte vorschlagen (Bobadilla et

al. 2013). Diese stellen im klassischen Sinne beispielsweise Produkte in On-

line-Shops (Fischer, Zoller und Hotho 2021), Bücher (Mooney und Roy 2000),

Musik (Song, Dixon und Pearce 2012) und Videos (Gomez-Uribe und Hunt

2015), aber auch weniger typische Objekte, wie beispielsweise Schlagworte

(Jäschke et al. 2007), Gegenstände in Computerspielen (Dallmann et al. 2021),

medizinische Behandlungen (Sun et al. 2016) oder in unserem Beispiel me-

dizinische Untersuchungen dar und sollen im Folgenden unter dem Begriff

Artikel subsumiert werden. Empfehlungssysteme spielen eine entscheidende

Rolle bei der Unterstützung der Anwender*innen z.B. bei der Navigation

durch die großen Mengen an verfügbaren Informationen und verbessern so

den Entscheidungs- oder Auswahlprozess (Zhang et al. 2019).

Empfehlungssysteme nutzen dafür Algorithmen und Techniken, um

Daten der Nutzenden zu analysieren und häufig personalisierte Empfeh-

lungen zu generieren. Durch die Berücksichtigung von Benutzungsfeedback

(Shi, Larson und Hanjalic 2014) oder vorheriger Interaktionen (Adomavicius

und Tuzhilin 2005) zielen solche Systeme darauf ab, den Anwender*innen

relevante und hilfreiche Vorschläge zu unterbreiten. Der Hauptzweck von

Empfehlungssystemen besteht darin, bei der Entdeckung neuer Artikel und

Ressourcen unter anderem bezüglich der persönlichen Präferenzen zu unter-

stützen (Zhang et al. 2019), indem sie die sich teilweise entgegenstehenden

Faktoren wie Genauigkeit, Neuartigkeit, Streuung und Stabilität der Empfeh-

lungen balancieren (Bobadilla et al. 2013).
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Hinsichtlich der verwendetenMethoden lassen sich Empfehlungssysteme

in drei größere Kategorien einteilen: Systeme, die auf Collaborative Filtering

(Adomavicius undTuzhilin 2005) basieren, solche,dieContent-based Filtering

(Pazzani und Billsus 2007) nutzen, sowie Hybride Ansätze (Balabanović und

Shoham 1997).

2.1.1 Collaborative Filtering

Collaborative Filtering ist eine weit verbreitete Technik in Empfehlungssyste-

men (Su undKhoshgoftaar 2009). Sie empfiehlt Artikel auf Grundlage der Vor-

lieben ähnlicher Benutzer*innen. Durch die Analyse von Verhaltensmustern

und Ähnlichkeiten in den Interaktionen zwischen Benutzer*innen und Arti-

keln bzw. in den entsprechenden Bewertungen schlagen Collaborative Filte-

ring Ansätze Artikel vor, die Benutzer*innen mit ähnlichen Vorlieben gefallen

haben. Collaborative Filtering kann in zwei Hauptansätze unterteilt werden:

nutzungsbezogenes und artikelbezogenes Collaborative Filtering (Aggarwal et

al. 2016).

Nutzungsbezogenes Collaborative Filtering vergleicht die Vorlieben einer

Zielnutzer*in mit denen ähnlicher Nutzer*innen, um Empfehlungen auszu-

sprechen.Bei artikelbasiertemCollaborative Filtering hingegenwerden ähnli-

che Artikel identifiziert und solche empfohlen, die denen ähneln, die der Ziel-

benutzer*in gefallen haben bzw.mit denen die Person zuvor interagiert hat.

Die Collaborative Filtering Ansätze haben sich zwar bei der Erstellung

von personalisierten Empfehlungen als effektiv erwiesen, weisen aber auch

Schwächen auf, wie zum Beispiel dem Kaltstartproblem (Schein et al. 2002),

d.h. Schwierigkeiten bei der Empfehlung neuer oder inaktiver Benutzer*in-

nen, und der Gefahr der Bildung von Filterblasen (Nguyen et al. 2014), d.h.

Einschränkung der Empfehlungen auf eine begrenzte Auswahl. Auch sind

für jede Nutzer*in in der Regel nur für wenige Artikel die Präferenzen be-

kannt, sodassman sehr viele Nutzende benötigt, um passende Empfehlungen

aussprechen zu können.

2.1.2 Content-based Filtering

Bei Content-based Filtering werden Elemente auf der Grundlage ihrer Attri-

bute oder Merkmale empfohlen. Solche Systeme analysieren den Inhalt oder

dieMerkmale bewerteter Artikel und gleichen siemit den Präferenzen der Be-

nutzer*in hinsichtlich anderer Artikel mit ähnlichen Merkmalen ab (Pazzani

1999).
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EinVorteil inhaltsbasierterMethoden ist, dass Empfehlungen für neue Ar-

tikel gegeben werden können, auch wenn für diese noch nicht ausreichend

Nutzungsinteraktionen vorhanden sind. Indem bewertete Artikel mit ähnli-

chen Attributen zur Bestimmung der Präferenz der nutzenden Person her-

angezogenwerden, kann Content-based Filtering dennoch relevante Empfeh-

lungen vorschlagen (Aggarwal et al. 2016).

Schwächen des Ansatzes sind nach Aggarwal et al. (2016) etwa die Abhän-

gigkeit von Artikelmerkmalen wie Schlüsselwörtern oder anderem Inhalt, die

zu offensichtlichen Empfehlungen und damit zu einer Verringerung der Viel-

falt der empfohlenen Artikel führen kann. Außerdem setzt der Ansatz voraus,

auf vorherigeBewertungenbzw. Interaktionender gleichenNutzer*in zugrei-

fen zu können.

2.1.3 Hybride Ansätze

Hybride Empfehlungssysteme zeichnen sich durch die Kombination von Col-

laborative und Content-based Filtering aus. Diese Systeme nutzen die Vortei-

le beider Methoden, um genauere und vielfältigere Empfehlungen zu liefern

(Burke 2002). Durch die Kombination vonNutzungspräferenzen (Collaborati-

ve Filtering) und Benutzer- und Artikelmerkmalen (Content-based Filtering)

zielen hybride Ansätze darauf ab, die Empfehlungsqualität weiter zu verbes-

sern, indem sie z.B. fehlende Bewertungen für das Collaborative Filtering ein-

zelnerNutzer*innen auf Basis des Inhaltes vorhersagen und so die Einschrän-

kungen der einzelnen Techniken vermeiden (Balabanović und Shoham 1997).

2.2 Betrachtung ethischer Aspekte

In den letzten Jahren hat die wachsende Bedeutung datengesteuerter Techno-

logien auf der Grundlage des maschinellen Lernens Bedenken hinsichtlich ih-

rer Fairness, Transparenz und möglichen Voreingenommenheit aufgeworfen

(Mehrabi et al. 2021):

Maschinelles Lernen, wie es für Empfehlungssysteme, aber auch im brei-

teren Kontext der Künstlichen Intelligenz (KI) verwendet wird, dient dazu, in

Daten Muster zu bestimmen oder aus Daten Modelle zu lernen und diese für

Vorhersagen oder Empfehlungen zu nutzen.Wenn die Trainingsdaten jedoch

verzerrt sind,werden diese Verzerrungen auch vomModell übernommen und

spiegeln sich in dessen Ergebnissen wider (Chen et al. 2023).

Dies hat dazu geführt, dass sich eine wachsende Forschungsgemeinschaft

mit den ethischen Auswirkungen von Systemen desmaschinellen Lernens be-
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schäftigt. In diesem Zusammenhang bietet die ACM Conference on Fairness,

Accountability, and Transparency (ACM FAccT) (Fox et al. 2023) als interdiszi-

plinäre Konferenz eine Plattform für Wissenschaftler*innen aus verschiede-

nen Bereichen wie Informatik, Recht, Sozial- und Geisteswissenschaften, um

sich mit den ethischen Herausforderungen der KI als sozio-technologisches

System auseinanderzusetzen, und hat die in ihrem Titel formulierten Aspekte

von Fairness, Verantwortlichkeit und Transparenz als mögliche Teilperspekti-

ven verantwortungsvoller KI benannt.

Im Zusammenhang mit Empfehlungssystemen zielen Workshops und

Tutorials wie FAccTRec (Fairness, Accountability, and Transparency in Re-

commender Systems) (FAccTRec 2022) oder Fairness and discrimination in

recommendation and retrieval (Ekstrand, Burke und Diaz 2019) darauf ab,

speziell diese Fragestellungen für Empfehlungssysteme zu erörtern, und

folgen damit dem Vorbild von ACM FAccT, um die jeweiligen Aspekte speziell

für den Anwendungsfall verantwortungsvoller Empfehlungssysteme zu un-

tersuchen. Dabei werden die im Titel genannten Konzepte der Fairness, der

Rechenschaftspflicht und der Transparenz um weitere wichtige Themen wie

Verantwortung, Sicherheit, Compliance und die Auswirkungen fairnessbe-

wusster und verantwortungsvoller Empfehlungen in Industrie und Forschung

erweitert (FAccTRec 2022).

3. Responsible Recommender Design

In diesem Abschnitt stellen wir ein medizinisches Empfehlungssystem aus

praktischer Sicht vor und erörtern die ethischen und rechtlichen Implika-

tionen des allgemeinen Umfelds und der Designentscheidungen für das

Empfehlungssystem.

3.1 Recommender Use Case

In Krankenhäusern gibt es mehrere Abteilungen, die auf bestimmte Diagno-

sen spezialisiert sind und anderen Abteilungen Dienstleistungen anbieten,

beispielsweise Radiologie oder Labore. Um eine Diagnose für eine Patient*in

zu erstellen, stellt die federführende Abteilung des Falles eine Anfrage an eine

andere Abteilung, mit der sie eine bestimmte Untersuchung anfordert. Diese

Untersuchungwird dann in der Abteilung durchgeführt, die die diagnostische

Leistung anbietet, und die Ergebnisse werden an die anfordernde Abteilung
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zurückgemeldet. Während in der Vergangenheit diese Diagnostikanfragen

überwiegend telefonisch organisiert wurden, haben heute vor allem größere

Krankenhäuser diesen Prozess mit IT-Lösungen digitalisiert. Am in diesem

Beispiel betrachtetenKlinikumkönnenÄrzt*innen auf dieseWeiseDiagnosen

aus der Radiologie anfordern. Für einen effizienten Anforderungsprozess hat

sich das Klinikum entschieden, nur eine grobe Diagnosekategorie wie z.B.

Röntgen desHandgelenks definieren zu lassen, anstatt das gesamte Spektrum

der rund2000möglichenUntersuchungendarzustellen,diedurchgeführtund

abgerechnet werden können. Für die Dokumentation und Abrechnung muss

jedoch das genaue diagnostische Verfahren erfasst werden. Deshalb beschäf-

tigt das Klinikum medizinische Fachangestellte, die die Anfrage verfeinern,

bevor sie diese an die entsprechende Abteilungweiterleiten.Dieser Ansatz hat

zwei Nachteile, die durch Empfehlungssysteme adressiert werden können.

Erstens nimmt die Verfeinerung durch das medizinische Personal Zeit in

Anspruch, was bei dringenden Fällen im Gegensatz zu einem direkten Kon-

takt zwischen anfordernder und leistender Abteilung ein Problem darstellen

kann, insbesondere wenn es Rückfragen an die anfordernde Abteilung gibt.

Zweitens wird die Kapazität des Personals für eine Aufgabe gebunden, die für

den Prozess nicht zwingend erforderlich ist, und die ansonsten fürwertvollere

Aufgaben wie die ärztliche Versorgung der Patient*innen verwendet werden

könnte.

Die Einbindung von Empfehlungssystemen in diesen Prozess kann dazu

beitragen, diesen Prozess effizienter zu gestalten. Dafür können sie in zwei

Prozessschritten eingesetzt werden. Erstens als Hilfsmittel für das medizini-

sche Fachpersonal, was den Prozess der Verfeinerung von Anfragen effizien-

ter macht. Zweitens als Hilfsmittel für die anfordernden Ärzt*innen, was es

ihnen ermöglicht, Diagnosen feingranularer und präziser anzufordern, ohne

sie dabei mit einer Vielzahl möglicher Optionen und einem zeitaufwändigen

Auswahlprozess zu belasten.

Neben diesen Prozessschritten sind auch andere technische Überlegun-

gen für die Gestaltung des Empfehlungssystems und für die sich daraus er-

gebenden möglichen ethischen Überlegungen von Bedeutung. So stellt sich

beispielsweise die Frage, aufwelcherDatenbasis dasEmpfehlungssystem trai-

niert werden soll. Durchgeführte und abgerechnete Diagnosen werden hier

seit langem erfasst, da sie aus buchhalterischen Gründen digital dokumen-

tiertwerdenmüssen.Sie stellen eine relativ saubereDatenbasis dar,da vonder

Beantragung bis zur Durchführung der Untersuchungmehrere Expert*innen

beteiligt waren, mögliche Fehler zu korrigieren. Nachteilig ist, dass viele die-
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serAufzeichnungennichtmit denursprünglichenAnträgenundden ihnenzu-

grunde liegendenEntscheidungen inVerbindunggebrachtwerdenkönnen,da

sie möglicherweise in der Vergangenheit telefonisch gestellt wurden. Außer-

dem spiegeln sie nicht die von der anfragenden Stelle bevorzugte Granularität

wider, da sie hauptsächlich der Abrechnung der Leistungen dienen. Auf der

anderen Seite sind die auf der anfordernden Seite verfügbaren Daten meist

unstrukturiert und auf recht grobe Diagnosekategorien beschränkt. Zudem

ist die Qualität der Daten nicht gesichert, da beispielsweise relevante Antei-

le der Anfragen von unerfahrenen Ärzt*innen generiert werden können, die in

nachfolgenden Prozessschritten von Expert*innen für die jeweiligen Diagno-

sen verfeinert werden können. Dies wird auch im Hinblick auf den Recom-

mender-Ansatz relevant, da zum Beispiel Ansätze, die auf Collaborative Fil-

tering basieren, unter der Datenqualität leiden könnten und dadurch mögli-

cherweise nicht optimale Untersuchungen empfehlen. Dies erfordert wieder-

umeinenachträglicheVerfeinerungderAnfragen,wohingegenwissensbasier-

te Ansätze, die auf klinischen Leitlinien basieren, in ähnlichen Anwendungen

nachweislich bessere Ergebnisse liefern (Mei et al. 2015).

Unter dem Gesichtspunkt der Akzeptanz bringt dies ebenfalls Herausfor-

derungen mit sich, da sich die anfordernden Ärzt*innen durch Vorschläge,

die über den ursprünglich beabsichtigten Rahmen hinausgehen, bevormun-

det fühlen könnten,während dies andererseits das Potenzial bietet, die Quali-

tät der Anfragen zu verbessern und die Anzahl der erforderlichen Nachbesse-

rungen zu verringern. Das Anbieten von Empfehlungen, die die Intention des

Anfragenden zu genaumodellieren,wirft dagegen Fragen der (gefühlten) Ver-

antwortlichkeit auf, da die anfragenden Ärzt*innen in Verhaltensmuster ver-

fallen könnten, die dazu führen, sich zu sehr auf die Empfehlung zu verlassen.

Neben diesen Überlegungen wirft die Entwicklung und der Einsatz eines

Empfehlungssystems in diesem sensiblen medizinischen Kontext auch meh-

rere Fragen inHinblick auf Fairness, Verantwortlichkeit und Transparenz auf,

die in den folgenden Abschnitten behandelt werden.

3.2 Verantwortlichkeit

Die imvorangegangenenAbschnitt skizziertenAspektederVerantwortlichkeit

für ein Empfehlungssystem können aus zwei Perspektiven mit auf den ersten

BlickwidersprüchlichenSichtweisenbetrachtetwerden.Aus praktischer Sicht

entlastet ein Empfehlungssystem, das die Grundlage für die Beantragung der

gewünschten Untersuchung bietet, das Assistenzpersonal mit dem Potenzi-
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al, es in der Prozesskette letztlich einzusparen. Aus sozio-ökonomischer Sicht

geht es um die Verantwortung für diese Mitarbeiter*innen, da sich für das

Krankenhaus Möglichkeiten ergeben könnten, Personal abzubauen, um Kos-

ten zu sparen.Diese schwerwiegenden Folgen für die Betroffenen könnten gar

denEinsatz als »verantwortungsvolles«Empfehlungssystemnichtmehr recht-

fertigen.

Aus einer anderen Perspektive kann die gleiche Situation zu einem ande-

ren Ergebnis führen.Wenn das Empfehlungssystem es ermöglicht, eine große

Anzahl von Standardfällen direkt anzufordern, kommt die Zeitersparnis den

Patient*innen zugute. Das Assistenzpersonal kann sich dann auf schwierige

Fälle konzentrieren, Anfragen bearbeiten, die einer weiteren Klärung bedür-

fen, oder mit anderen Aufgaben betraut werden, die die Versorgung aus Sicht

der Patient*innen insgesamt verbessern.

Diese Überlegungen deuten darauf hin, dass das tatsächliche Ergebnis

hinsichtlich der Verantwortungsaspekte von den Entscheidungen der Kran-

kenhausleitung abhängt,was sichmit der kürzlich von Gansky undMcDonald

(2022) geführten Diskussion deckt, die anmerken, dass der organisatorische

Kontext, in dem das System eingesetzt werden soll, berücksichtigt werden

muss.

Daher scheint der Einsatz eines Empfehlungssystems zumWohle der Pa-

tient*innen, die in einer Krankenhausumgebung imMittelpunkt stehen, ver-

tretbar, wenn Compliance- und Sicherheitsaspekte eingehalten werden.

3.3 Fairness

Fairness von Empfehlungssystemen kann aus einer prozeduralen Perspektive

(Lee et al. 2019)mit einemFokus auf Fairness innerhalbdesEntscheidungspro-

zesses oder aus einer ergebnisorientierten Perspektive der Behandlung ähnli-

cher Individuen oder Gruppen (Biega, Gummadi und Weikum 2018) bewer-

tet werden.Während Fairness imAllgemeinenmit der Verringerung oder Ver-

meidung von Verzerrungen im Entscheidungsprozess des maschinellen Ler-

nens verbunden ist,die oft durchdieDaten eingeführtwerden (ZouundSchie-

binger 2018), kann sie aus einer prozeduralen Perspektive (Lee et al. 2019) mit

einem Fokus auf Fairness innerhalb des Entscheidungsprozesses oder aus ei-

ner ergebnisorientiertenPerspektivebei derBehandlungähnlicher Individuen

oder Gruppen (Biega, Gummadi undWeikum 2018) angegangen werden.

Der Unterschied zwischen einer prozeduralen und einer ergebnisorien-

tierten Perspektive kann zuunterschiedlichenBewertungen inBezug auf ethi-
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sche Belange und somit zu unterschiedlichen Ergebnissen führen. Tatsäch-

lich kann verfahrensbezogene Fairness zu Ergebnissen führen, die als unge-

recht empfundenwerden, und umgekehrt (Lee et al. 2019). Speziell im Bereich

der Gesundheitsversorgung wurde eine ähnliche Frage von Tsuchiya und Do-

lan (2009) untersucht, die die Sichtweise der Öffentlichkeit auf ergebnis- und

gewinnbezogene Fairness betrachtet haben. Sie warfen Fragen bezüglich der

Verzerrung der wahrgenommenen Fairness in der Gesellschaft auf. In ihrer

Studie zeigen Tsuchiya und Dolan (2009), dass die Mehrheit der Befragten in

Bezug auf den sozialen Status eine ergebnisorientierte Fairness im medizi-

nischen Kontext bevorzugt, während eine beträchtliche Minderheit eine ge-

winnorientierte Fairness bevorzugt. Für die ergebnisorientierte Perspektive

ist jedoch die Definition des Ergebnisses von großer Bedeutung. Offensicht-

lich kann die Empfehlung einer Untersuchung nicht als Ergebnis angesehen

werden, da unterschiedliche (potenziell geschützte) Untergruppen, beispiels-

weise Kinder und ältere Menschen, aus medizinischer Sicht unterschiedliche

Untersuchungen benötigen. Die Definition des Ergebnisses ist auch für die

Bewertung der Empfehlung selbst von Bedeutung, da das Lernen aus in der

Vergangenheit durchgeführten Untersuchungen als Grundwahrheit nicht un-

bedingt die beste Wahl für die Patient*in widerspiegelt und den Erfolg nach-

folgender Behandlungen nicht bewerten kann. Eine Lösung, wie sie von Mei

et al. (2015) vorgeschlagen wurde, ist die Verwendung einer kohortenstudien-

basierten Auswertung zur Bewertung des Erfolgs der empfohlenen Behand-

lungen und zur Bewertung der Fairness. In der hier betrachteten Fragestel-

lung ist dasErgebnis jedoch schwer zudefinieren,da selbst einfacheKriterien,

wiedieWartezeit bis zurDiagnosestellung,durchgruppenspezifischemedizi-

nische Aspekte, wie beispielsweise die Dringlichkeit, verzerrt werden können

und sich diese Verzerrung auch in den Daten wiederfindet. Zusätzlich zu sol-

chen gerechtfertigten und gewünschten Verzerrungen können sich in denDa-

ten aber auch implizite Verzerrungen wiederfinden, die im Sinne eines fairen

Entscheidungssystems nicht durch das System übernommen werden sollten.

Dies zeigt, dass bestimmte Kompromisse in Bezug auf Fairness und Ethik

aus fachspezifischer Sicht notwendig sind, um die medizinische und ökono-

mische Realität widerzuspiegeln, wie sie in der täglichen medizinischen Pra-

xis benötigt wird (Beauchamp und Childress 1994), und um damit die Akzep-

tanz für alle Beteiligten zu gewährleisten (Milano, Taddeo und Floridi 2020).

Dennoch muss die Prüfung dieser Kompromisse auf ihre klinische und ethi-

scheValidität indenBewertungsprozess desEmpfehlungssystems einbezogen

werden.
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Aus algorithmischer Sicht spielt die Unverzerrtheit der Daten in Hinblick

auf Ansätze, die Collaborative Filtering verwenden, eine größere Rolle als bei

Content-basierten Verfahren, insbesondere solchen, die auf medizinischem

Wissen basieren, da sich potentielle Fairnessprobleme aus der Vergangenheit,

die in den Daten vorkommen, durch den inhärenten Zusammenhang mit

ähnlichen Fällen wiederholen würden. Zahlreiche Forschungsergebnisse ver-

suchen außerdem auf algorithmischer Ebene unterschiedliche Perspektiven

von Fairness sicherzustellen (Wang et al. 2023), die für die Umsetzung eines

medizinischen Empfehlungssystems Beachtung finden sollten.

3.4 Rechenschaftspflicht

Die Rechenschaftspflicht im Zusammenhang mit Systemen zur Empfehlung

von Untersuchungen konzentriert sich auf die Frage, wer für den poten-

ziellen Schaden, den das komplexe sozio-technische System einschließlich

der anfordernden Ärzt*innen, des Empfehlungssystems und seiner Ent-

wickler*innen, des medizinischen Assistenzpersonals und der ausführenden

Ärzt*innen unter Umständen verursacht, verantwortlich ist und wer sich

dafür verantwortlich fühlt. In einer aktuellen Studie des Europäischen Parla-

mentarischen Forschungsdienstes über KI im Gesundheitswesen (Lekadir et

al. 2022) wird der Bedarf an neuen Mechanismen und Rahmenbedingungen

zur Gewährleistung einer angemessenen Rechenschaftspflicht bei medizi-

nischer KI festgestellt. Lücken in der KI-Rechenschaftspflicht finden sich in

drei Aspekten: Aus rechtlicher Sicht fehlende Regelungen und Definitionen

für die Rechenschaftspflicht, die Schwierigkeit, Rollen und damit verbundene

Verantwortlichkeiten innerhalb des soziotechnischenProzesses zudefinieren,

und das Fehlen einer rechtlichen und ethischen Governance für KI-Entwick-

lende und -Herstellende.Während die meisten vorgeschlagenenMaßnahmen

eine regulatorische Sichtweise einnehmen, schlägt eine der Maßnahmen vor,

Prozesse zu implementieren, um die Rollen von KI und Nutzende zu identi-

fizieren, wenn KI-basierte Entscheidungen Patient*innen schaden könnten

und die Verantwortlichkeiten explizit zumachen. In ähnlicherWeise schlagen

Habli, Lawton und Porter (2020) vor, KI-Entwicklende und -Ingenieur*innen

einzubeziehen, wenn es darum geht, die Verantwortlichkeit für Entscheidun-

gen im Rahmen des KI-gestützten Prozesses zu bewerten. Darüber hinaus

erörtern sie, dass die Rechenschaftspflicht unmittelbar mit Sicherheit ver-

bunden ist, die während der KI-Entwicklung nicht vollständig vorhersehbar
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ist, insbesondere im Hinblick auf mögliche Verhaltensanpassungen von

Ärzt*innen, Patient*innen und dem System selbst.

Da die Ärzt*innen die endgültige Entscheidung über die Annahme oder

Ablehnung von Empfehlungen treffen, schlagen wir vor, das Bewusstsein für

Verantwortlichkeit undSicherheitsbedenken als Teil des Anforderungsprozes-

ses zu schärfen, indem die Annahmequote der vorgeschlagenen Empfehlung

beobachtet wird. Wenn diese Auswertung darauf hindeutet, dass sich die an-

fragendePerson zu sehr auf dieEmpfehlung verlässt, könnenSchritte zur Sen-

sibilisierung eingeleitet werden, beispielsweise durch die Empfehlung einer

unzulässigen Diagnose, die, wenn sie unreflektiert akzeptiert wird, mit einer

Warnmeldung gestoppt wird.

3.5 Transparenz

Transparenz wird von Smith (2021) als Schlüsselaspekt für die Rechenschafts-

pflicht und damit für die Akzeptanz identifiziert, die argumentiert, dass

Ärzt*innen für den Einsatz in der klinischen Praxis über ihre Entscheidung

Rechenschaft ablegen müssen und intransparente KI-Systeme ablehnen

werden, da sie deren Ergebnis nicht nachvollziehen können. Andererseits

behaupten Clement, Ren und Curley (2021) in ihrer empirischen Studie, dass

Transparenz die Akzeptanz minderwertiger Empfehlungen begünstigt, also

eine Verhaltensänderung bewirkt, indem sie potentiell falsche Modellemp-

fehlungenmit plausibel klingenden Erklärungen versieht.

Da die von den Ärzt*innen formulierten Anforderungen auf medizini-

schen Entscheidungen beruhen, dient das Empfehlungssystem in unserem

Szenario in erster Linie dazu, den Auswahlprozess und nicht den Entschei-

dungsprozess zu verbessern.Dahermüssendie Ärzt*innen in diesemRahmen

nicht für das Ergebnis des Systems, also die Empfehlung, die Verantwortung

übernehmen, sondern für ihre Entscheidung. Eine von der eigentlichen

Absicht abweichende Empfehlung muss einer medizinischen Bewertung

unterzogen werden, bevor sie als praktikable Option eingestuft wird. Eine

automatisierte Rationalisierung oder Erklärung der Empfehlung könnte da-

her den Bewertungsprozess abkürzen und damit die notwendige Sorgfalt

untergraben, was auch mit der allgemeineren Beobachtung der Aufwertung

algorithmischer Entscheidungen in Zusammenhang steht (Logg,Minson und

Moore 2019).Eineweniger eingreifendeFormderTransparenz,dieÄrzt*innen

die notwendigen Informationen liefert, ohne die eigentliche Argumentati-

on vorwegzunehmen, kann daher besser geeignet sein. Die Bereitstellung
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ähnlicher Fälle zum Vergleich für einen auf Collaborative Filtering basieren-

den Ansatz oder die Unterstützung wissensbasierter Empfehlungen durch

klinische Leitlinien könnten ein vielversprechender Kompromiss zwischen

der Undurchsichtigkeit der Empfehlungen und feinkörnigen Begründungen

darstellen, ohne zu unerwünschten Verhaltensänderungen zu führen.

3.6 Compliance

Was die Einhaltung der Vorschriften betrifft, so gelten inDeutschland und der

Europäischen Union fürmedizinische KI die 2017/746 In Vitro DiagnosticMe-

dical Devices Regulation (IVDR) und die 2017/745Medical Devices Regulations

(MDR) (Lekadir et al. 2022), wobei letztere eher für die Festlegung von Dia-

gnoseempfehlungen gilt. Kiseleva (2020) kommt zu dem Schluss, dass diese

Verordnung als anfänglicher rechtlicher Rahmen dienen kann, jedoch in Be-

zug auf Transparenz und Rechenschaftspflicht erweitert werden muss. Dies

wird durch die Notwendigkeit einer Risikobewertung im Vorschlag des For-

schungsdienstes des Europäischen Parlaments über Künstliche Intelligenz im

Gesundheitswesen (Lekadir et al. 2022) ergänzt, der in Übereinstimmungmit

demVorschlagderEuropäischenKommission für eineKI-Regulierungzusätz-

lich vorschlägt,AnwendungennachRisikostufenvon inakzeptabel bisminimal

einzustufen. Für Empfehlungssystemewurde die Anwendbarkeit dieser Rege-

lung kürzlich von Schwemer (2021) diskutiert, wobei die Anwendung im me-

dizinischen Kontext als potenzielle Hochrisikoanwendungen eingestuft wer-

den dürften (Lekadir et al. 2022). Aus praktischer Sicht bietet die Initiative

FUTURE-AI (Lekadir et al. 2021) Leitlinien und Best Practices für vertrauens-

würdige KI in der Medizin, die bei der Gestaltung eines Empfehlungssystems

berücksichtigt werden sollten.

3.7 Sicherheit

Der Aspekt der Sicherheit ist nicht nur mit der eigentlichen Performance

des Empfehlungssystems verbunden, was die offensichtliche Fragestellung

darstellt, wie geeignet die Empfehlungen sind und ob der Einsatz des Systems

positive Auswirkungen hat, oder ob falsche oder ungenaue Empfehlungen

eines schwachen Empfehlungssystems einen negativen Einfluss haben kön-

nen, etwa durch zusätzlichen Zeitaufwand bei der Verfeinerung der Anfrage

bis hin zu nicht optimalen diagnostischen Entscheidungen, die wichtige

Gesundheitszustände übersehen und somit direkt oder indirekt Schaden
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für die Patient*innen verursachen (Lekadir et al. 2022). Stattdessen kann

die Sicherheit auch aus einer nutzungszentrierten Perspektive angegangen

werden, wie im Zusammenhang der Rechenschaftspflicht erörtert, wo der

Missbrauch eines Systems zu Sicherheitsproblemen führen kann, sowie aus

einer datenorientierten Perspektive, beispielsweise, wenn die Daten falsche

Informationen oder Rauschen enthalten oder die Datenpunkte aus einer auf

klinischen Leitlinien basierenden Perspektive veraltet sind. Dies spiegelt sich

auch in praktischen Richtlinien und Vorschriften wider, da Sicherheit am

besten ganzheitlich betrachtet wird, von der Datenerfassung, der Annotation,

über das Systemdesign und der Evaluierung bis hin zum sozio-technischen

und organisatorischen Kontext, in dem es verwendet wird (Lekadir et al. 2021;

Dobbe 2022) und in diesem Komplex entsprechend geprüft wird (Falco et al.

2021).

Für die Bewertung der Sicherheit unseres Empfehlungssystems bedeutet

dies, dass wir uns nicht nur auf Leistungskennzahlen verlassen können, zu-

mal die Daten selbst anfällig für Fehler und Rauschen sein können. Während

die Leistung des Systems in einem Bereich liegenmuss, in dem der potenziel-

le Nutzen die Sicherheitsrisiken überwiegt, um brauchbar zu sein, muss der

Nutzen und die Sicherheit aus einer Ergebnisperspektive konsequent über-

wacht werden, insbesondere während des Betriebs.

3.8 Zusammenfassung und Diskussion

Unter Berücksichtigung der vorangegangenen Überlegungen, die wir im

Folgenden nochmals zusammenfassen, könnte der Einsatz eines verantwor-

tungsvollen Empfehlungssystems zum Wohle der Patient*innen vertretbar

sein, wenn Compliance- und Sicherheitsaspekte eingehalten werden können.

Hinsichtlich Fairness scheint das Ergebnis in der hier betrachteten Fragestel-

lung schwer bewertbar zu sein, da selbst einfache Kriterien wie die Wartezeit

bis zur Diagnosestellung durch gruppenspezifische medizinische Aspekte,

wie beispielsweise die Dringlichkeit, verzerrt werden können.Dies zeigt, dass

bestimmte Kompromisse in Bezug auf Fairness und Ethik aus fachspezifi-

scher Sicht notwendig sind, um die medizinische und ökonomische Realität

widerzuspiegeln (Beauchamp und Childress 1994) und damit die Akzeptanz

für alle Beteiligten zu gewährleisten (Milano, Taddeo und Floridi 2020). Da-

her muss die Prüfung dieser Kompromisse auf ihre klinische und ethische

Validität in den Bewertungsprozess des Empfehlungssystems einbezogen

werden. Die Algorithmik des Empfehlungssystems ist nicht in der Lage, diese
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Balance automatisch zu gewährleisten und bedarf daher Anpassungen, falls

die Fairness nicht sichergestellt ist.

Da die Ärzt*innen die endgültige Entscheidung über die Annahme oder

Ablehnung von Empfehlungen treffen, sind sie auch verantwortlich und da-

mit rechenschaftspflichtig. Wir schlagen deshalb vor, das Bewusstsein für

Verantwortlichkeit und Sicherheitsbedenken als Teil des Anforderungspro-

zesses immer wieder zu schärfen, indem beispielsweise die Annahmequote

der vorgeschlagenen Empfehlung beobachtet und hinterfragt wird. Hinsicht-

lich der Transparenz könnten plausibel klingende Erklärungen die nötige

Sorgfalt, diese nicht unhinterfragt zu übernehmen, einschränken. Eine we-

niger eingreifende Form der Transparenz, die Ärzt*innen die notwendigen

Informationen liefert, ohne die eigentliche Argumentation vorwegzunehmen,

dürfte daher besser geeignet sein, um trotzdem Transparenzanforderungen

an das Systems zu adressieren. Nach dem Vorschlag des Forschungsdienstes

des Europäischen Parlaments über Künstliche Intelligenz im Gesundheits-

wesen (Lekadir et al. 2022) dürfte die Anwendung von Empfehlungssystemen

im medizinischen Kontext als potenzielle Hochrisikoanwendungen einge-

stuft werden (Lekadir et al. 2022). Aus praktischer Sicht bietet die Initiative

FUTURE-AI (Lekadir et al. 2021) Leitlinien und Best Practices für vertrauens-

würdige KI in der Medizin, die bei der Gestaltung eines Empfehlungssystems

berücksichtigt werden sollten, um den hohen Anforderungen als Hochri-

sikoanwendung gerecht zu werden. Sicherheitsaspekte sollten am besten

ganzheitlich betrachtet werden, von der Datenerfassung, der Annotation,

über das Systemdesign und der Evaluierung bis hin zum sozio-technischen

und organisatorischen Kontext, in dem es verwendet wird (Lekadir et al. 2021;

Dobbe 2022) und in diesem Komplex entsprechend geprüft werden (Falco et

al. 2021), insbesondere auch während des Betriebs.

4. Fazit

In dieser Arbeit haben wir ein Empfehlungssystem für medizinische Un-

tersuchungen in einem anwendungsorientierten Kontext skizziert. Wir

haben die Implikationen der Designentscheidungen, des Anwendungsfalls

und des Systems im Hinblick auf Verantwortung, Fairness, Rechenschafts-

pflicht, Transparenz,Compliance und Sicherheit erörtert und einenÜberblick

über die Möglichkeiten gegeben, wie diese Implikationen und Probleme aus

praktischer Sicht adressiert werden können. Im Kontext unseres Empfeh-
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lungssystems konnten wir damit wichtige ethische Aspekte, die für eine

verantwortungsvolle Gestaltung und Implementierung relevant sind, ope-

rationalisieren und im Kontext bisheriger Arbeiten bewerten, und hoffen,

damit Impulse für die weitere Entwicklung eines solchen Systems und deren

Umsetzung in der Praxis zu geben.
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