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ABSTRACT: This is a comparative analysis of the term ontology, used in the computer science do-
main, with the term thesaurus, used in the information science domain. The aim of the study is to 
establish the main convergence points of these two knowledge representation instruments and to 
point out their differences. In order to fulfill this goal an analytical-synthetic method was applied to 
extract the meaning underlying each of the selected definitions of the instruments. The definitions 
were obtained from texts well accepted by the research community from both areas. The definitions 
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were applied to a KWIC system in order to rotate the terms that were examined qualitatively and quantitatively. We concluded 
that thesauri and ontologies operate at the same knowledge level, the epistemological level, in spite of different origins and 
purposes. 
 

 
1. Introduction 

 
The motivation to develop a comparative study of 
the meaning of “thesaurus” and “ontology” in in-
formation and computer science areas relies on the 
observation of a lack of understanding about those 
representation and information recovery instru-
ments, which might lead to serious problems in dis-
course. Nowadays, there is a great demand for de-
velopment of systems that work with retrieval, shar-
ing and exchange of information. To support those 
systems, new knowledge organization instruments 
appear each day, which have been called “ontolo-
gies.” The use of the term “ontology” to denote a 
structure of terms and the relations between them in 
one specific domain is more common in the com-
puter science area, more specifically, in the artificial 
intelligence domain. Some researchers (Jasper & 
Uschold 1999, Fensel 2000 and 2001) consider 
thesauri to be simple ontologies, while a complex 
ontology, according to these authors, demands more 
relations than those traditionally presented in a the-
saurus. As an example we can mention the following  
passage of Fensel et al. (2001, 38): “Large ontologies 
such as WordNet provide a thesaurus for over  
100,000 terms explained in natural language.” In  
this sense, a thesaurus can be understood as a type of 
ontology directed towards the organization of terms. 
Such statements denote a blurry frontier between 
the concepts of thesaurus and ontology that de-
mands further clarification. Would thesaurus and 
ontology be terms that denote the same instrument 
or would they denote different objects and there-
fore, indistinct use of the terminology would be 
inappropriate? In the worst case, a terminological 
mistake would be established and the consequences 
of this confusion would be the lack of agreement on 
what characterizes each tool, resulting in possible 
inadequate use. The development of the tools is 
especially harmed, once the terminological confusion 
hinders information exchange among researchers. 
The use of the term ontology became very popular 
in the computer science field, mainly in the sub-area 
of knowledge representation. One of the main objec-
tives of the use of ontologies in computer science is 
to allow the construction of interoperable knowl-
edge bases. Under the ontology designation, tools 
have been created to help document storage and 

recovery in computational systems (Guarino, Mas-
dolo and Vetere 1999), information extraction in 
natural language texts and in e-commerce systems, 
exchange of information among intelligent agents 
(Cranefield, Purvis and Nowostawski 2000), auto-
matic knowledge acquisition tools (Duarte 2002), 
system modeling (Villela, Oliveira, and Braga 2004), 
and several other tasks related to the use and the 
representation of knowledge. 

The justification for a study to understand the 
term “ontology” in information science arises from 
the fact that knowledge representation is also an 
object of study of the area. Therefore the contribu-
tion of ontologies for information science must be 
investigated. Moreover, concept content analyses 
study is one attribute of information science, espe-
cially when the analytical-synthetic method is ap-
plied, which is a classic instrument of its theoretical 
body. The comparison of the term “thesaurus” aims 
to investigate why some computer science research-
ers define it as an “informal ontology.” 

This work presents a comparative study based on 
the most frequent definitions, aiming to contribute 
terminological clarification and understanding of the 
two concepts. Analytical-synthetic method (Dahl-
berg 1978) is applied to definitions found in the 
literature for both terms in order to perform a con-
tent analysis of the term. The paper is organized as 
follows. The next section presents origins and some 
definitions of “thesaurus;” in section 3 origins and 
some definitions of ontology are presented; in sec-
tion 4 the methodology is defined; in section 5 em-
pirical results and their interpretation are shown, 
finally, in section 6 the conclusions are presented. 

 
2. Thesaurus 

 
The term “thesaurus” has its roots in the Greek and 
Latin languages and it means “treasure.” This term 
became popular with the publication of Peter Mark 
Roget’s analogical dictionary, in London, in 1852, 
entitled Thesaurus Of English Words And Phrases. 
Roget called his dictionary “thesaurus” – at one time 
the term also designated vocabulary, dictionary, or 
lexicon. The difference was that Roget’s dictionary 
was a vocabulary organized by meaning and not by 
alphabetical order. Roget’s thesaurus established a 
common denominator for vocabularies that relate 
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their terms using a certain type of semantic relati-
onship. 

It is important to emphasize Mortimer Taube's 
contribution from his Uniterm system in 1951 that, 
according to Lancaster (1986), can be considered 
responsible for the appearance of the thesaurus. 
Uniterm was composed by a set of records, where 
each record contained a single word and the numbers 
of the documents associated with each word. Accor-
ding to Gomes (2004), Uniterm was based on the 
hypothesis that each idea could be represented by a 
single word. The evolution of Uniterm resulted in 
the creation of the first thesaurus, developed by the 
Information Engineering Center of DuPont in 1959. 

In the sixties, Vickery presented four meanings 
for the term thesaurus in the information science 
literature, and the most accepted meaning was an 
alphabetical list of words, where each word is follo-
wed by a list of related words (Foskett 1985, 270). 
Howerton (Currás 1995, 85) defines thesaurus as 
“an authority file, which can lead the user from one 
concept to another via various heuristic or intuitive 
paths.” 

Another work about thesauri that should be cited 
is that of the program Unisist (UNESCO, 1973, 6) 
that defines the term “thesaurus” for the informati-
on science area under two aspects: the structural and 
the functional. In the first case, it is “a dynamic con-
trolled vocabulary of terms related semantically and 
by generic relation covering a specific knowledge 
domain.” In the second view it is “a terminological 
control device used in the translation of the natural 
language of the documents, from the indexers or 
from the users in a more restricted system language 
(documentation language, information language).” 

From the earliest initiatives, such as Roget’s, until 
the present, the thesaurus evolved its definition and 
its theoretical and methodological construction, by 
the introduction of new cognitive models and user 
centered approaches. A current definition, resulting 
from this evolution is the one from Currás (1995) 
that states: 

 
Thesaurus is a specialized, normalized, post-
coordinate language used for documentaries 
means, where the linguistic elements that com-
poses it – single or composed terms – are rela-
ted among themselves syntactically and seman-
tically. 

 
In other words, “specialized language” is understood 
to be one that is used in a restricted domain. “Nor-

malized,” is understood to be a controlled language 
where the linguistics units are terms and, finally, 
“post-coordinate language” is understood to be the 
terms combined at the time of use, in opposition to 
the pre-coordinated indexing languages whose terms 
designate complex subjects that are coordinated 
prior to use (a subject heading list, for instance). 

Another definition was established by the Na-
tional Information Standards Organization, in a 
document that sets the Guidelines for the Construc-
tion, Format, and Management of Monolingual The-
saurus (ANSI/NISO Z39-19-1993), where thesaurus 
is defined as: 
 

A controlled vocabulary arranged in a known 
order and structured so that equivalence, 
homographic, hierarchical, and associative rela-
tionships among terms are displayed clearly and 
identified by standardized relationship indica-
tors that are employed reciprocally. 
 

2.1 Lines of Evolution 
 

For the study of the genesis and the evolutionary 
line of the thesaurus, it is worth mentioning the 
work done by Lancaster (1986). The author empha-
sizes the difficulty of showing this evolution accu-
rately, once the influence chain is not clear. The 
historical evolution of the thesaurus is divided in 
two lines: one that has its base in the Uniterm sys-
tem, introduced by Mortimer Taube in 1951; and the 
other, influenced by the Faceted Classification The-
ory. The first of the two lines comes from the alpha-
betical approach of North America, more specifically 
the United States, and on the other line it comes 
from the bibliographical classification of Europe, 
more particularly the United Kingdom, influenced 
by the work of Ranganathan in 1930. The Rangana-
than analytical-synthetic study (faceted) established 
solid bases for classification methods, affecting sub-
ject alphabetical indexing and thesaurus construction 
(Thesaurofacet). Subject alphabetical indexing starts 
in the United States with Charles Ammi Cutter, in 
his Rules for a Dictionary Catalogue published in 
1876. Both lines of thesaurus evolution tend to con-
verge in the standard ISO 2788, in the preliminary 
edition of the second edition of 1983 and by the 
standard BS 5723 (British Standards). 

The two evolutionary lines, European and Ameri-
can, possess some important distinctions due to the 
differing motivations for their development. The 
American line adopts a more pragmatic evolution, 
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motivated by the necessity of improvement of the 
limitations of a previous documentary language, the 
Uniterm. 

On the other hand, the European line, mainly the 
line of Thesaurofacet, as it is based in Ranganathan’s 
classification theory (Lancaster, 1986, p.33), applies 
the use of categories for organization of the con-
cepts in a domain. The use of categories to frame the 
concepts allows a better organization of the hierar-
chies and a more appropriate positioning of the 
terms associated with the concepts. 

Another more recent line of evolution, whose 
mention is indispensable, is that of the concept-
based-thesaurus, also known as terminological te-
sauros. According to Campos (2001), this type of 
thesaurus arose from the junction of Concept Theory 
(developed by Dahlberg starting in the decade of the 
1970s) with Classification Theory. Among the con-
tributions of Concept Theory is a better understand-
ing of the concept and of the term, the organization 
of concepts through categories, and the use of defini-
tions for the positioning of a concept in the system. 

The discussion that we present about thesaurus 
and ontology is independent of the line of evolution 
of the thesaurus. However, the distinctions we pre-
sent will be more evident in the case of the thesaurus 
that uses categories to organize its elements. 
 
2.2 Thesaurus Function 

 
According to Currás (1995 translation ours), the 
thesaurus was adopted: “in the documentation area, 
associated with the form of organization of the inde-
xing/recovering vocabulary.” A thesaurus can work 
in an organizational environment for the representa-
tion of documents’ subjects, as well as in informa-
tional searches. Representation of the subjects of 
documents is accomplished by the indexer, who 
analyzes the document, identifies its contents, and 
“translates” the contents into terms allowed by the 
thesaurus. 

A thesaurus can be used not only to aid the elabo-
ration of queries accomplished by the user, in infor-
mational searches, but also for the indexer during the 
classification process. For the two types of user, the 
thesaurus, by means of its structure of terms and 
relationships, helps to find the best term or terms 
that denote a subject. Therefore, the thesaurus is a 
very important component in a recovery system as it 
accomplishes the tasks of: determining which term 
can be used in the system; determining which term 
can be used in the search to have a satisfactory re-

sult; and allowing the introduction of new term in its 
structure of terms in order to bring user language 
closer to system language and to accomplish changes 
of senses of the existing terms. 

 
3. Ontology 

 
Ontology is one division of philosophy. According 
to García Morente (1964), philosophy has two great 
divisions: ontology (the being's theory), related to 
the philosophy of the antique and of the medium 
age; and gnosiology (theory of knowledge), related 
to the modern age. Ontology, in general, can be 
understood as the being's theory (ontos for being and 
logos for word). It is the theory of the objects, of the 
ontic structures, and of what exists. 

Although the study of what exists can be traced 
back to Aristotle and Plato, the use of the term on-
tology to designate this branch of philosophy is 
much more recent, having been introduced around 
the 17th and 18th centuries by German philosophers. 

According to Welty (2001) the term was coined in 
1613 by Rudolf Goclenius and, apparently, in an 
independent way by Jacob Lorhard. The term ontol-
ogy is mentioned briefly by Goclenius on page 16 of 
the Lexicon philosophicum, quo tanquam clave 
philosophiae fores aperiuntur, Informatum opera studio 
Rodolphi Goclenii where it says "ontologia, philoso-
phia de ente" (Mora1963). But, as pointed out by 
Mora, Christian Wolff was responsible for making 
the word ontology popular in philosophical circles: 
“The word appears in the title of his Philosophia 
prima sive ontologìa methodo scientifica pertractata, 
qua omnes cognitionis humanae principia continentur, 
published in 1730.” 

 
3.1  Ontology in Computer Science and Artificial  

Intelligence 
 

The term ontology began to be used in Computer 
science, in the sub-area of artificial intelligence (AI), 
in the early nineties, in projects whose goal was to 
organize big knowledge bases, like CYC (Lenat & 
Guha, 1990) and Ontolingua (Gruber, 1992). From 
the 1970s (Russel & Norvig, 1995) AI researchers 
had been concerned with the organization and ma-
nipulation of knowledge bases, but starting in the 
1990s there was a urge for creation of knowledge 
bases that could be shared and reused. This urge was 
due to the perception that the complex problems 
should be attacked by different systems as a network 
of multi-agents acting in a cooperative/competitive 
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base. In addition, the effort for creation of a knowl-
edge base can be very expensive, and the reuse and 
sharing of the bases can reduce the costs. However, 
the sharing of knowledge bases can only happen if 
there is a clear understanding of the “ontological 
commitments” associated with the bases. Ontologi-
cal commitments are understood as the choices that 
were made to select a certain group of concepts in-
stead of others (Valente, 1995, p.34). In other 
words, the ontological commitments determine what 
is relevant in a certain domain so that it is worth 
being represented in a knowledge base. For instance, 
if one chooses to represent the object “book” 
through a predicate in a logical language, he is com-
mitted to the existence of this property in the do-
main. In other words, that object that possesses the 
property of being a book exists. Even the choice of 
the representation language reveals some ontological 
commitments. For instance, the use of the first order 
logic reveals the ontological commitments to the 
existence of facts, objects and relationships (Russell 
1995, 166). The sharing of ontological commitments 
makes it possible to communicate between agents 
(human or not), to establish common comprehen-
sion of a domain. 

The explicit and formal registration of the onto-
logical commitments is what, in most cases, has been 
called an ontology in the scope of artificial intelli-
gence. While the traditional knowledge bases accu-
mulated the knowledge necessary to assist a specific 
application, an ontology should have the property of 
being used in several applications and in distributed 
applications, as in multi-agent systems, supplying 
necessary support for information exchange among 
agents. Among the problems that can benefit from 
the use of ontologies we can mention: knowledge 
representation, knowledge reuse, knowledge sharing, 
knowledge acquisition and knowledge integration; 
natural language processing; automatic translation; 
information exchange among systems, agents, com-
panies or people. 

However, there still is no consensus about the in-
terpretation of the term. Even though there exists an 
agreement that ontology is for AI a registration of 
the ontological commitments, the form in which the 
registration is made is still the subject of debate. 
Among researchers that tried to clarify the interpre-
tation of the term in artificial intelligence we can 
mention Guarino and Giaretta (1995) and Poli 
(2001). Guarino and Giaretta present seven interpre-
tations for the term ontology that subsist in artificial 
intelligence and knowledge representation. Poli ana-

lyzes some of the current definitions of the term in 
the AI field under orientation criteria (object ori-
ented and concept oriented ontologies) and under 
domain independence criteria. According to him, in 
the correct sense of the word, ontologies should be 
object oriented and domain independent, while con-
cept oriented and domain dependent ontologies 
should be the most spurious. Some of the most 
common interpretations for the term ontology, ac-
cording to the obtained definitions are: 

 
1. Ontology as an informal conceptual system, 

which underlies a particular knowledge base. 
2.  Ontology as a representation of a conceptual 

system via a logical theory. 
3.  Ontology as the vocabulary used by a logical 

theory. 
4.  Ontology as a specification of a conceptualiza-

tion. 
 

These interpretations are a subset of the interpreta-
tions presented by Guarino and Giaretta. The first 
considers ontology as a conceptual system that can 
underlie a knowledge base. In this case ontology 
belongs to the conceptual level and not to the sym-
bolic level. In interpretations 2-4 the term ontology 
is interpreted as denoting an entity at the symbolic 
level. The second interpretation defines ontology as 
a special type of knowledge base (the term “knowl-
edge base” is used in the sense of a group of sen-
tences describing the state of a domain in the form 
of a logical theory), differing from a common 
knowledge base in the sense that it possesses a spe-
cial type of knowledge (knowledge independent of a 
particular domain state of affairs) that serves a spe-
cific purpose (communication, queries, etc.). Ac-
cording to interpretation 3, ontology is just the vo-
cabulary used in a logical theory, and the level of 
formalization of this vocabulary can vary from one 
ontology to another. Interpretation 4 establishes 
ontology as a specification of a conceptualization, 
and a conceptualization can be understood as a set of 
ontological commitments. This last interpretation is 
the one that is gathering the largest number of fol-
lowers in the AI community. 

 
4. Methodology 

 
This is research that aims for a terminological expla-
nation and characterization of two tools used in the 
organization of the knowledge: thesaurus and ontol-
ogy. All of the theoretical and material data used 
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were collected from bibliographical sources related 
to the studied domains, including philosophy, in-
formation science, and computer science. In the case 
of computer science, we looked more specifically in 
the sub-area of artificial intelligence. The material 
used were the definitions collected from biblio-
graphical sources related to the computer science 
and information science areas. Regarding philoso-
phy, the bibliographical sources were used only for 
theoretical data, whose purposes were to supply 
elements for the qualitative analysis. 

Definitions were studied through the analytical-
synthetic method. The techniques adopted were 
quantitative and qualitative content analysis. The use 
of qualitative analysis together with the quantitative 
enriches the analysis of the data. The quantitative 
aspects are the starting points and serve as support 
for the analysis, and the qualitative aspects supply a 
better understanding of the registered data. 

The technique proposed here can also be seen as a 
technique of content analysis. Content analysis can 
be understood as “a research technique for objective, 
systematic and quantitative description of the com-
munication of explicit content” (Berelson apud Mar-
coni & Lakatos 1982, 99). For Ander-Egg (1978, 
178) it is “a well known technique to investigate the 
mass communication content by categorization of 
the communication elements.” In this work the defi-
nitions were analyzed using systematic categories, 
which emerged from the definitions themselves, 
producing the quantitative results. 

 
4.1 Analytical-synthetic method 

 
The method proposed by Dahlberg (1978) for the 
analysis and structuring of concepts has its roots in 
the analysis of true propositions of a concept, gener-
ating a hierarchy of characteristics, yielding one 
category as the most generic characteristic, and syn-
thesizing these characteristics in the form of a term 
or a name whose meaning is established precisely 
through a definition. Because it includes as much of 
an analysis stage as a synthesis stage, the method is 
termed analytical-synthetic. This method provides a 
safe way for understanding the intension of a con-
cept for insertion in the structure of concepts of a 
specific domain. 

To accomplish the general objective of determin-
ing the meaning of the terms “ontology” and “the-
saurus” in the described areas it is necessary to apply 
a method that allows the emergence of the underly-
ing meanings in each definition as well as subsequent 

comparison. For this reason, the method chosen for 
this task is the analytical-synthetic method. The 
analytical-synthetic method has been applied in the 
scope of information science in situations that in-
volve the construction of conceptual structures, as in 
thesaurus construction (Gomes 1990), or in situa-
tions that involve the comprehension and appropri-
ate definition of a concept, as in Alvarenga (1993). 

Alvarenga used the analytical-synthetic method to 
analyze and to propose a definition for the concept of 
“official publications.” Due to similarity with the 
present work, the steps used by Alvarenga in the 
development of her work were adapted for this study. 
We also included the use of a KWIC tool to separate 
the terms occurring in the definitions. The methodo-
logical steps used in this research were the following: 

 
– From the literature, the definitions and concepts 

about ontology in computer science and about 
thesaurus in information science were extracted. 

– The definitions were applied to a program that 
produces an alphabetical ordering of words in 
agreement with the KWIC indexation system. 
KWIC (Keywords in context) it is a form of text 
analysis where the words are listed alphabetically, 
maintaining the whole sentence and preserving 
the context of the occurrence of the word. Prior 
to this phase stop-words were eliminated. The 
output of the KWIC program also showed the to-
tal number of occurrences of the word. 

– Gathering of the terms in categories or wide 
classes. The categories were obtained from the 
similarities among the attributes. 

– Discussion of categories. In this stage the chosen 
categories were analyzed as well as the attributes 
and characteristics related to them. 

– Transcription into an occurrence array of the 
concepts in each category. This array is funda-
mental for comparative analysis of the proposed 
content. 

– Analysis of the definitions and concepts according 
to their occurrence in certain categories. In this 
way, it is possible to verify differences and simi-
larities between two concepts. 

– A wide discussion of the results in light of prior 
knowledge formed the qualitative approach that 
led to the conclusions. 
 

4.2 The text selection process 
 

Due to the great number of documents it was not 
possible to analyze the entire bibliography related to 
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the themes. Therefore, it was necessary to establish 
criteria for document selection. We opted to select 
the most relevant texts found in the literature. In the 
case of the thesaurus, as it is an exhaustively dis-
cussed instrument in information science, the term is 
very consolidated, so we looked up the fundamentals 
texts about the subject such as Lancaster (1986 and 
1987) and Gomes (1990). For the term “thesaurus” 
we found six definitions, two of them in the same 
document (UNESCO). This small number of defini-
tions can be attributed to the maturity that the term 
has reached in the area, so that is not necessary to 
define the term very frequently anymore. 

On the other hand, the term “ontology” in com-
puter science is not well established and it possesses 
several definitions and senses. So the criterion 
adopted was to select the texts based on the number 
of citations to them according to the queries made to 
the CiteSeer website (Lawrence et al. 1999). CiteSeer 
(also known as ResearchIndex) is a digital library of 
scientific literature, whose goal is to aid the dissemi-
nation of scientific literature related mainly to com-
puter science. CiteSeer analyzes, through an 
autonomous computational system, documents in 
electronic format, removing citations and storing 
them in an index for subsequent consultations. The 
system operates without any human intervention. 

In a query in CiteSeer using the word “ontolo-
gies,” documents that totaled 2674 citations were 
returned. The articles were ordered by a function 
that takes into account the number of citations and 
the date of publication of the article, where the most 
recent articles received a greater weight. Figure 1 
shows a segment of the result of the query contain-
ing the three best-classified articles. 

 
 

The list returned from CiteSeer revealed that be-
yond a given point, 196 of the list were articles with 
just one citation, demonstrating a concentration of 
citations in few articles. Some of the articles more 
frequently mentioned belonged to a group of few 
authors. An increasing number of citations began in 
the decade of the 1990s, showing that it was at that 
time that the interest for the subject emerged in the 
computer science. For the term “ontology,” thirteen 
definitions were used, extracted from twenty-nine 
articles returned from the query accomplished in 
CiteSeer. 

 
4.3 Term selection 

 
The selection of terms obeyed the onomasiological 
approach. In other words, terms selected denoted 
concepts of the domain. As a consequence of this 
approach, some composed terms were not dismem-
bered into constituent terms, once they denoted 
relevant concepts in the domain. On the other hand, 
other composed terms were dismembered into their 
constituent terms, as they denoted existing concepts 
in the context. For instance, the term “knowledge 
base” was not dismembered into “base” and “knowl-
edge,” as the composed term denotes an entity 
known by the artificial intelligence community. 

To obtain the terms it was necessary to use the 
output of the KWIC generating program to assure 
that each element formed a semantic unit, once the 
program generated an output of words and not of 
terms. This was done by taking each word emitted 
by the program, and verifying whether it denoted a 
concept of the domain. Otherwise, it was designated 
a composition with the words in its neighborhood 
and a new verification of the meaning was accom-
plished. 

ranking number of citations auto citations 

Context Doc 203.4 152 (1): Gruber, T.R. (1995). Toward Principles for the Design of Ontologies Used for 
Knowledge Sharing, Int. Journal of Human-Computer Studies, Vol. 43, pp.907-928. 
 
Context Doc 92.8 83 (4): Gruber, T.R. (1992). ONTOLINGUA: A Mechanism to Support Portable 
Ontologies, technical report, Knowledge Systems Laboratory, Stanford University, Stanford, United 
States. 
 
Context Doc 63 43 (4): M. Uschold and Gruninger M. Ontologies: Principles, methods and 
applications. Knowledge Engineering Review, 11(2), 1996. 

 

Figure 1. - Segment of the result of the query using the word “ontologies” 
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5. Results 
 

The application of the methodology resulted in the 
elaboration of categories that was used in the quanti-
tative and in the qualitative analysis presented in the 
following discussion. 

 
5.1 Categories 

 
After the selection of the definitions and extraction 
of the terms, the elaboration of the categories took 
place. The objective was to join, in the same group, 
similar concepts denoted by different terms. The 
categories were established through the similarities 
among the inherent characteristics of the terms in an 
inductive process. It should be considered that the 
definitions were taken from different areas, with 
their own terminologies and, therefore, in certain 
situations, in spite of the use of different terms, they 
may be denoting the same concept. The use of cate-
gories seeks to balance the terms, once the terms 
sheltered under the same category denote related 
meanings. The categories were applied to both con-
texts: ontologies and thesaurus. Table 1 shows the 
list of categories obtained. 

In the “object” category there was no term that 
occurred in both definition sets. That was also the 
case of the “processes” category, probably due to the 
difference of activities between the two areas. In the 
“language” category the terms “natural language” 
and “terms” came from both contexts. Some terms 
are related, as is the case of “vocabulary” from the 
ontologies context and “controlled vocabulary,” 
from the thesaurus context. In the “knowledge 
space” category the term “domain” is used in both 
contexts. In the “semantic content” category the 
terms “concept” and “knowledge” are used in both 
contexts and the terms “meaning” (ontology) and 
“semantics” (thesaurus) possess the same sense. 
Although the “attribute” category sheltered many 
terms, just the terms “hierarchical/hierarchically” 

and “constraint/constrain/restrict” happened in both 
sets of definitions. In the “systematization” category 
the term “relation/relations/related” is used in both 
contexts. The category “agents” didn’t register any 
term originated from the ontologies context. 

 
Category Description 
Object  Gathers the terms related to the con-

crete objects mentioned in the defini-
tions, such as “knowledge bases” and 
“documents”. 

knowledge 
space  

 Gathers the terms related to the 
knowledge space delimitation, such as 
“subject” and “domain”.  

Semantic  
Content  

Gathers the terms associated with 
elements of meaning, such as “con-
cepts” and definitions”. 

Language  gathers the terms related to the lan-
guage type used by the objects that are 
being defined, such as “natural lan-
guage”, “controlled vocabulary” and 
“vocabulary”.  

Process Gathers the terms related to the proc-
ess mentioned in the definitions, such 
as “indexing”, “description” and “re-
striction”. 

Attribute Gathers the terms associated with the 
properties of the objects that are being 
defined, such as “normalized”, “for-
mal” and “explicit”.  

Systematization Gathers the terms related to the or-
ganization and structuring, such as 
“system”, “scheme” and “structure”.  

Agents Gathers the terms related to agents, 
such as “users”.  

Table 1. List of categories. 
 

Table 2 presents the terms’ occurrence quantification 
for each category. The first column of the table lists 
the categories. The second and the third columns 
register the number of terms from the ontologies 
definitions that occur in the category in absolute 
numbers and in percentages, respectively. The fourth 
and the fifth column register the number of terms 

Categories Ontology Thesaurus 
Object 3 5% 3 6% 
Language 12 18% 17 35% 
knowledge space 8 12% 1 2% 
Semantic Content 7 11% 4 8% 
Process 10 15% 3 6% 
Attribute 14 22% 12 25% 
Systematization 11 17% 6 12% 
Agents 0 0% 3 6% 

Table 2. Frequency of Occurrence of the terms for each category. 
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from the thesaurus definitions that occur in the 
category in absolute numbers and in percentages, 
respectively. All of the occurrences of repeated 
terms in different definitions are counted. 

There is a concentration of terms for thesaurus 
definitions in the categories language and attribute. 
With ontology definitions there is a better distribu-
tion, with a bigger emphasis in the attribute, sys-
tematization, and language categories. The category 
“agents” didn't receive any term originating from the 
definitions of ontology. This absence can be attrib-
uted to a greater concern with storage and process-
ing by computational devices than with manipulation 
by users. It is also noticed that the category “proc-
ess” registered a greater frequency of occurrence of 
terms originating from ontology than from the the-
saurus definitions. 

The terms “domain,” “term,” and “related/rela- 
tions” were those that occurred most frequently in 
the ontologies definitions. The occurrence of the 
first indicates that ontology in computer science is 
related to specific domains and not to domain-
independent knowledge, as is the case of ontology in 
philosophy. The frequency of occurrence of the term 
“term” indicates that in many cases ontology in 
computer science is an attempt to establish termi-
nology for a certain domain. The frequency of oc-
currence of the term “related/relations” indicates 

that this concept is an important element in the on-
tologies identification. Figure 2 displays the number 
of occurrences of terms and the number of catego-
ries pointed by each definition. 

In spite of a smaller number of definitions about 
thesaurus, they have come up with almost the same 
number of terms that emerged from ontology defini-
tions. The terms that happen more frequently are the 
terms “related/relation” and “term.” The occurrence 
of these terms shows that the thesaurus focuses the 
registration of terms and their relationships and any 
definition of this instrument should point to this 
focus. 

Figure 3 displays the frequency of occurrence of 
terms and the number of categories related to each 
definition. The frequency of occurrence of terms in 
the definitions shows that there is a balance among 
the definitions. It can be noticed that three of the 
four definitions with greater frequency were created 
by organisms responsible for setting standards. This 
explains the wide range of those definitions, once 
those organisms tend to produce more complete 
definitions. Another important aspect is the fact that 
both definitions with the smallest term frequencies 
are also the oldest. In other words, the most recent 
definitions tend to be more complete because they 
benefit from the maturity of the concept. 
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Figure 2. Occurrence of terms and categories for each definition. 
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5.2 Comparative Analysis of the Occurrence of  
the Terms in the Definitions of Ontology and  
Thesaurus 

 
In the thesaurus definitions can be observed a certain 
concern with the user (terms ‘user’ and ‘users’), evi-
dence of the relationship of the thesaurus with classi-
fication systems and document retrieval. The absence 
of occurrence of similar terms in the ontology defini-
tions can indicate the difference of purposes between 
the two instruments. In the same way, the emphasis 
of the thesaurus definitions in the language category 
shows that the thesaurus focuses communication 
between users and classification systems. The terms 
“controlled,” “normalized,” and “authorized” evi-
dence the terminological aspect of the thesaurus. 

In the ontology definitions the terms “formal” 
and “Logic” reveal a certain concern with the rigor of 
the representation, what is comprehensible, once the 
ontology is used for information exchange between 
computational systems and, therefore, in order to 
rule out mistaken computations, it is necessary to 
have a clear specification of the descriptions. The 
thesaurus also presupposes the absence of ambigui-
ties in the meaning of the terms; however, this con-
dition is assured by the construction methodology. 

The ontology emphasizes the formalization of the 
properties of the relationships due to the need of 
accomplishing inferences through a computer, while 
in the thesaurus the inference is accomplished by 
human interveners. The need for inference, in the 

case of ontology, has its roots in the automatic 
knowledge exchange between computer systems. In 
this situation, many times it is necessary to deduce, 
through inference rules, that a concept subsumes 
another or that they are under the same generic con-
cept, so that matching of information can occur. In 
other situations ontology is used as a substratum for 
knowledge based systems equipped with inference 
mechanisms, where the need of formalization in a 
language with a rigorously defined semantics is a 
fundamental condition. 

 
6. Conclusion 

 
The thesaurus used in information science and the 
ontologies used in computer science possess differ-
ent origins and purposes. The former was born as a 
practical instrument to aid indexing and searching of 
documents, and the latter from the need to describe 
objects and their relationships. It can be said that 
there are some contact points in those origins, once 
they are related to the description of some entity: 
the subject of a document in the first case, and ob-
jects and relationships in the second one. However, 
the differences also left their marks, influencing the 
final form of each instrument. In computer science 
the situation is a little fuzzier. It seems that every-
thing that models a segment of reality can be called 
an ontology – it has become a buzzword. In this 
case, even the thesaurus can be framed as a termino-
logical ontology. 
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Figure 3. Occurrence of terms and categories by each thesaurus definition. 
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The quantitative analysis showed the difference of 
purposes between the two instruments. The fre-
quency of occurrence of terms, as well as the inclu-
sion of the terms in the categories showed that the 
thesaurus has the purpose of serving as an instru-
ment of terminological registration and being used 
by people, and not the aim of registration of knowl-
edge for computer inferences. In the case of the 
ontology definitions, the occurrence of such terms 
as “formal” and “logical” indicates the need of do-
main knowledge registration in a language that can 
be processed by the computer for the accomplish-
ment of inferences. 

Further evidence of this conclusion is the fact 
that, using languages for ontology registration (e.g. 
OIL), it is easier to register certain properties of the 
relationships than using a thesaurus. However, this 
difference of expressiveness is not significant for the 
indexing task or search of documents. 

Ontology as a system of categories, just as it is 
seen in philosophy, occurs in information science 
during the elaboration of a group of categories that 
will be used to organize information classification 
and recovery systems. On the other hand, in com-
puter science this point of view is not adopted. Some 
researchers state this distinction explicitly (Valente 
1995 and Guarino 1998). Guarino (1998, 2) states: 

 
In the philosophical sense, we may refer to an 
ontology as a particular system of categories 
accounting for a certain vision of the world. As 
such, this system does not depend on a particu-
lar language: Aristotle’s ontology is always the 
same, independently of the language used to 
describe it. On the other hand, in its most 
prevalent use in AI, an ontology refers to an 
engineering artifact, constituted by a specific vo-
cabulary used to describe a certain reality, plus 
a set of explicit assumptions regarding the in-
tended meaning of the vocabulary words. 
 

Ontology as viewed by computer science, is a system 
of concepts, as thesaurus is, and thus it belongs to 
the epistemological level and not to the ontological. 
The distinction between thesaurus and ontology 
occurs in the language used, in the level of formaliza-
tion and in its purposes. In this sense, thesauri can 
be framed as ontologies. However, we suggest that 
this classification should not be adopted in informa-
tion science, once the ontology, in the philosophical 
sense of a system of categories, has already been used 
in the scope of information science. 

Some researchers agree with the similarity be-
tween the thesaurus and the ontology of computer 
science, but they allege that the distinction between 
them would be in the fact that ontologies allow a 
larger variety of relationships. Such vision should 
not be accepted and it is based on a misunderstand-
ing of what a term is and what relationship is accord-
ing to the thesaurus theory. The thesaurus, as well as 
some languages for ontology representation, pre-
sents a group of predefined relationships to be used 
for structure of concepts. This set of structuring 
relationships varies from thesaurus to thesaurus, 
depending on the aim and on the underlying theory. 
In this case, the relationships observed in the domain 
are represented in the thesaurus as well as any other 
concept, while in the computer science ontologies, 
the relationships are represented differently from the 
properties and restrictions, and structural properties 
(e.g. transitivity) can be attributed to them, which 
can be used in the accomplishment of inferences. 

The conclusions of this work, supported by the 
analysis of the literature and by the quantitative 
analysis, are the following: 1) ontology of philoso-
phy and ontology of computer science are different 
objects; 2) ontology of computer science and thesau-
rus are objects that operate on the same level, in 
other words, at the epistemological level; 3) ontol-
ogy and thesaurus possess different purposes, and 
the first is directed to domain concepts registration 
aiming at automated inference while the second is 
directed to communication between the user and 
documentary languages; 4) the thesaurus accom-
plishes part of the objectives that computer science 
intends to with ontology and because of that they 
are named terminological ontologies. 
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“Thesaurus” definitions taken from the  
information science literature 

 
“A thesaurus is a controlled vocabulary arranged in a 
known order and structured so that equivalence, 
homographic, hierarchical, and associative relation-
ships among terms are displayed clearly and identi-
fied by standardized relationship indicators that are 
employed reciprocally.” (ANSI/NISO Z39-19-1993) 

 
“Thesaurus is a specialized, normalized, post-
coordinate language used for documentaries means, 
where the linguistic elements that composes it – 
single or composed terms – are related among them-
selves syntactically and semantically.” (Translated 
into English by the authors from the original in Por-
tuguese: Currás 1995, 88.) 

 
“[...] an authority file, which can lead the user from 
one concept to another via various heuristic or intui-
tive paths.” (Howerton 1965 apud Gilchrist 1971, 5) 

 
“[...] is a lexical authority list, without notation, 
which differs from an alphabetical subject heading 
list in that the lexical units, being smaller, are more 
amenable to post-coordinate indexing.” (Gilchrist 
1971, 2) 

 
[....] “a dynamic controlled vocabulary of terms re-
lated semantically and by generic relation covering a 
specific knowledge domain.” (Translated into Eng-
lish by the authors from the original in Portuguese: 
UNESCO 1973, 6.) 

 
[....] “a terminological control device used in the 
translation of the natural language of the documents, 
from the indexers or from the users in a more re-
stricted system language (documentation language, 
information language).” (Translated into English by 
the authors from the original in Portuguese: 
UNESCO 1973, 6.) 
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“Ontologies” definitions taken from the  
computer science literature 

 
“[....] ontology is a representation vocabulary, often 
specialized to some domain or subject matter.” 
(Chandrasekaran et al. 1999, 1) 

 
“[...] ontology is sometimes used to refer to a body 
of knowledge describing some domain, typically a 
commonsense knowledge domain, using a represen-
tation vocabulary.” (Chandrasekaran et al. 1999, 1) 

 
“An ontology is a declarative model of the terms and 
relationships in a domain.” (Eriksson et al. 1994, 1) 

 
“[...] an ontology is the (unspecified) conceptual 
system which we may assume to underlie a particular 
knowledge base.” (Guarino and Giaretta 1995, 1) 

 
Ontology as a representation of a conceptual system 
via a logical theory”. (Guarino and Giaretta 1995, 1) 

 
“An ontology is an explicit specification of a concep-
tualization.” (Gruber 1993, 1) 

 
“[...] An ontology is a formal description of entities 
and their properties, relationships, constraints, be-
haviors.” (Gruninger and Fox 1995, 1) 

 

“An ontology is set of terms, associated with defini-
tions in natural language and, if possible, using for-
mal relations and constraints, about some domain of 
interest …” (Hovy 1998, 2) 

 
“Each Ontology is a set of terms of interest in a 
particular information domain, expressed using DL 
…” (Mena et al. 1996, 3)  

 
“[...] An ontology is a hierarchically structured set of 
terms for describing a domain that can be used as a 
skeletal foundation for a knowledge base.” (Swartout 
et al. 1996, 1) 

 
“An ontology may take a variety of forms, but nec-
essarily it will include a vocabulary of terms and 
some specification of their meaning.” (Uschold 
1996, 3) 

 
“Ontologies are agreements about shared conceptu-
alizations.” (Uschold and Grunninger 1996, 6) 

 
“[....] a vocabulary of terms and a specification of 
their relationships.” (Wiederhold 1994, 6) 
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