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Welche LLM-Anwendungsfalle sind fiir produzierende Unternehmen besonders interessant?

Studie zum Einsatz von LLMs
im Produktionsumfeld

N. Fjodorovs, A. Giitermann

ZUSAMMENFASSUNG Large Language Models (LLMs)
haben sich in kurzer Zeit zu einem zentralen Bestandteil der
digitalen Transformation entwickelt. Wahrend ihr Einsatz in
Kundenservice, Marketing und Vertrieb bereits weit verbreitet
ist, stellt sich zunehmend die Frage, welches Potenzial LLMs im
Produktionsumfeld bieten. In der vorliegenden Studie wurde
anhand von Interviews mit produzierenden Unternehmen
untersucht, welche Anwendungsfélle im Produktionsumfeld
besonders vielversprechend sind.
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1 Einfiihrung

Large Language Models (LLMs) entwickeln sich rasant in der
Leistung als auch in der Variation angebotener Modelle [1, 2|
und gewinnen in hohem Tempo Millionen von Nutzenden,
sowohl im privaten als auch im gewerblichen Bereich [3-5].

Fur Unternehmen werden LLMs und generative kiinstliche
Intelligenz (KI) im Allgemeinen zu wichtigen Werkzeugen in der
digitalen Transformation. Aktuelle Studien zeigen, dass LLMs von
immer mehr Mitarbeitenden und Unternechmen verwendet wer-
den und tiber ein hohes wirtschaftliches Potenzial verfiigen [5, 6].
Besonders verbreitet sind LLMs in den Bereichen Kundenservice,
Marketing und Vertrieb. Sie zeigen dort eine sehr grofle Leis-
tungsfihigkeit [2, 7], da in diesen Bereichen viele und teilweise
unstrukturierte Textdateien verarbeitet werden (etwa E-Mails,
Berichte, Kundenanfragen). Die zahlreichen erfolgreichen An-
wendungsfille in Dienstleistungsbereichen werfen die Frage auf,
welches Potenzial LLMs fiir die Produktion bergen.

Vor diesem Hintergrund wurde die vorliegende Studie initi-
iert. Durch Interviews mit Unternehmen der produzierenden
Industrie konnte systematisch erfasst werden, welche konkreten
Anwendungsfille fiir LLMs in der Produktion als vielverspre-
chend erachtet und wie diese von Unternehmen bewertet werden.

2 Aktueller Stand der Technologie
2.1 Fahigkeiten von LLMs

Generative KI ist eine Unterart der kiinstlichen Intelligenz, die
sich auf die autonome Generierung neuer Inhalte oder Informa-
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Study on the use of LLMs
in the production environment

ABSTRACT Large Language Models (LLMs) have quickly
become a central component of digital transformation. While
their use is widespread in customer service, marketing and
sales, the question arises as to what potential LLMs offer

in the production environment. This study makes use of
interviews with manufacturing companies to investigate
which use cases are particularly promising in the production
environment.

tionen konzentriert. Thr Ziel ist es, auf Basis der ihr zur Verfii-
gung gestellten Daten neue und einzigartige Inhalte zu erzeugen.
Sowohl Input- als auch Output-Format reichen von Text, Bildern,
Audio bis hin zu Videos [8].

LLMs sind ein Teilbereich dieser generativen KI, der auf die
Verarbeitung und Generierung natiirlicher Sprache fokussiert.
LLMs basieren auf den Prinzipien des Deep Learnings und setzen
kiinstliche neuronale Netzwerke (KNN) zur Verarbeitung natiir-
licher Sprache ein. LLMs werden durch selbstiiberwachtes Lernen
mit enormen Mengen unstrukturierter Textdaten trainiert, umfas-
sen riesige Parametergroffen und haben die transformative
Fahigkeit, die Wahrscheinlichkeit von Wortfolgen vorherzusagen
oder neuen Text anhand eines gegebenen Inputs zu generieren.
Sogenannte N-Gramm-Modelle, der hiufigste Typ von LLMs,
schitzen Wortwahrscheinlichkeiten auf der Grundlage des voran-
gehenden Kontextes. Die Fihigkeiten moderner LLMs umfassen
ein breites Spektrum: Sie sind in der Lage, Texte mit einem
hohen Mafl an Kontextverstindnis zu generieren, was sich in
Anwendungen wie der Erstellung von Texten, dem Verfassen von
Code, der Textiibersetzung sowie der Zusammenfassung komple-
xer Inhalte zeigt [9].

Wihrend sich grofle Anbieter wie OpenAl, Google, Meta,
Anthropic oder Mistral auf die Entwicklung leistungsfihiger
Sprachmodelle konzentrieren, die sowohl fiir den privaten als
auch den allgemeinen Unternehmenseinsatz verfiigbar sind, ent-
stehen vermehrt spezialisierte Losungen fiir die Industrie. Unter-
nehmen wie Cohere oder Deepset richten sich gezielt an
Geschiftskunden und bieten Werkzeuge zur Integration von
LLMs in Geschiftsprozesse an, etwa zur Dokumentensuche, zur
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mehrsprachigen Datenverarbeitung oder fiir dominenspezifische
Anwendungen mit Fokus auf Datenhoheit und Anpassbarkeit.

2.2 Limitierungen von LLMs

Bei der Nutzung von LLMs sind bestimmte technologische
Einschrinkungen zu beriicksichtigen. So sind LLMs ausschlief3-
lich auf die Verarbeitung von Textdaten ausgelegt und sind nicht
in der Lage, Bilder eigenstindig zu interpretieren oder zu gene-
rieren [10]. Kommerzielle LLMs, die diese Fihigkeiten auf den
ersten Blick besitzen, wie etwa ChatGPT oder Gemini, greifen auf
externe generative Modelle der Bildverarbeitung (beispielsweise
DALL-E oder Tmagen) zuriick. Die Bildverarbeitung erfolgt dabei
nicht durch die LLMs selbst, sondern durch spezialisierte, ange-
bundene Subsysteme.

Da LLMs Inhalte auf Basis statistischer Wahrscheinlichkeiten
der nichsten Symbole oder Symbolfolgen (sogenannte Tokens)
generieren, sind sie nur bedingt fiir arithmetische Berechnungen
oder die Ausfithrung logischer Operationen geeignet [1 1]. Ihre
Generalisierungskapazitit macht sie weniger pradestiniert fiir
spezialisierte Rechenaufgaben, bei denen derzeit konventionelle
Algorithmen oder dedizierte Softwarelosungen eine hohere Prazi-
sion und Effizienz bieten [12].

Eine weitere wesentliche Einschrankung betrifft die Zuverlis-
sigkeit der generierten Inhalte. LLMs neigen unter bestimmten
Bedingungen zu sogenannten Halluzinationen - also zur Ausgabe
inhaltlich falscher oder verzerrter Informationen. Dieser Effekt
tritt insbesondere bei domanenspezifischen oder stark regulierten
Fragestellungen auf und stellt im industriellen Umfeld ein erheb-
liches Risiko dar [9, 13]. Vor allem bei streng formalen Ausgabe-
anforderungen oder konstanten Wenn-dann-Beziehungen kann
nicht durchgingig von einer korrekten und konsistenten Modell-
antwort ausgegangen werden.

2.3 Weitere Entwicklungen

Moderne kommerzielle LLMs besitzen die Fahigkeit der Inter-
modalitit. Dies bedeutet, dass sie auch Bilder, Audio, Videos und
verschiedenste weitere Datenformate verarbeiten und kreieren
kénnen. Dabei leitet zum Beispiel ChatGPT beim Erkennen von
Aufgaben auflerhalb des reinen Textspektrums die Anfrage an
hauseigene spezialisierte KI wie DALL-E fiir Bilder oder Whisper
fiir Transkription um. Diese Kombination aus LLMs und anderen
KI-Modellen wird als Multi-Agenten-Ansatz bezeichnet [14].

Dadurch erdffnen sich in der Industrie zahlreiche Anwen-
dungsfille. So unterstiitzen sie beispielsweise Predictive Mainten-
ance, indem sie durch Datenanalysen Fehler in Produktions-
prozessen friithzeitig etwa durch Bildverarbeitung erkennen. Auch
im Bereich der Unternehmenssoftware leisten sie zum Beispiel
bei der Optimierung von ERP- und SCM-Systemen durch intelli-
gente Datenanalyse oder bei der automatischen Code-Generie-
rung fiir die Softwareentwicklung gute Dienste. Weiterhin ermog-
licht die Fihigkeit der autonomen Interaktion den Einsatz als
Chatbots, die als digitaler Assistent oder als Agenten in Software-
systemen eingesetzt werden konnen [15].

Die Entwicklungsfortschritte von LLMs iiber die letzten drei
Jahre sind enorm: Eine Studie zeigt, dass sich der Rechen-
aufwand, um ein bestimmtes Leistungsniveau zu erreichen, etwa
alle acht Monate halbiert hat [12], was einerseits auf schnelle
algorithmische Verbesserungen und andererseits auf sich immer
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neu ergebende Use-Cases hindeutet. Monatlich erscheinen Up-
dates zu den groflen LLMs, welche die Grenzen der Nutzung
weiter verschieben. So hat OpenAl die Funktion ,Tiefenrecher-
che” fiir ChatGPT eingefiihrt, die es ermdglicht, tausende aktuelle
Online-Quellen zu analysieren und zusammenzufassen. Diese
Funktion kann in Minuten leisten, wofiir Menschen Stunden
bendtigen wiirden [16]. Weiterhin wird fiir die Einfihrung der
neuesten Generation GPT-5 eine multimodale Oberfliche mit
Echtzeitzugriff aufs Internet geplant. Google arbeitet an Gemini
1.5, einem Modell, welches das Langzeitgedichtnis des Modells
verbessert, um die Interaktion zu personalisieren und autonome
Agenten kontextbezogener agieren zu lassen [17]. Auch das
chinesische Unternehmen DeepSeek hat mit der Einfithrung des
Modells R1 und anschliefend V2 die KI-Welt aufgeriittelt. Trotz
deutlich geringerer Investitionen und der Nutzung &lterer Hard-
ware erreicht V2 vergleichbare Leistungen wie etablierte Modelle
[18]. Dies stellt die bisherigen Annahmen iiber die notwendigen
Ressourcen fiir leistungsfahige KI-Modelle stark infrage. Die kon-
tinuierlichen Fortschritte machen deutlich, dass sich LLMs weiter
verbessern und damit fiir den Einsatz in hochkomplexen indus-
triellen Anwendungen zunehmend attraktiver werden.

Das Zukunftsbild ist eindeutig: ein LLM als Kernbestandteil
eines autonomen Agenten, der Aufgaben selbststindig durchfiihrt.
Ein LLM allein ist dabei noch kein Agent, sondern benétigt eine
Umgebung und Werkzeuge, um die Autonomie zu gewahrleisten.
Merkmale eines solchen LLM-Agenten sind zum einen die Wahr-
nehmung und Verarbeitung von Daten, zum anderen das Treffen
einer Entscheidung auf der Basis des Dateninputs und abschlie-
Bend die Handlung mittels Interaktion mit der Umgebung [1]. Es
gibt einige Bemithungen hin zu solchen LLM-Agenten. So nutzt
etwa das Open-Source-Projekt ,Auto-GPT“ GPT-4 zur autono-
men Bewiltigung komplexer Aufgaben, wie der Durchfithrung
von Marketing-Analysen oder zur Geschiftsoptimierung [19].
Weiterhin ist ,CognitionAl“ von Devin der erste autonome KI-
Softwareentwickler, der Code nicht nur generiert, sondern auch
testet, Bugs behebt und Projekte selbststandig verwaltet.

3 Existierende Ansatze fiir
Anwendungsfille in der Literatur

LLMs bieten ein hohes Potenzial fiir verschiedene wissen-
schaftliche und berufliche Anwendungsbereiche [20]. Tn der vor-
liegenden Studie liegt der Fokus jedoch auf der Produktion und
angrenzenden betrieblichen Funktionen, sodass nicht alle in der
Literatur verfiigbaren Anwendungsfille genutzt werden konnen.
Die aktuell identifizierbaren Einsatzmoglichkeiten von LLMs im
Produktionsumfeld lassen sich in folgende Anwendungskatego-
rien einordnen:

+ Kommunikationsbasierte Assistenzsysteme und menschenéhnli-
che Kommunikation: LLMs ermdglichen die intuitive und
sprachbasierte Interaktion mit unterschiedlichen Objekten, wie
Prozessbeschreibungen, Anweisungen oder sogar Maschinen.
Im Bereich der internen Kommunikation helfen LLMs bei
der Bearbeitung natiirlichsprachlicher Anfragen, dienen als
Assistenzlosungen fiir Mitarbeitende und als Werkzeuge zur
Erschlieung von Unternehmenswissen [21-25].

Unterstiitzung bei der Dokumentation unter Einhaltung ge-
regelter Rahmenwerke: LLMs konnen bei der Erstellung tech-
nischer Dokumentationen unterstiitzen, insbesondere wenn
standardisierte Verfahren oder klare Strukturvorgaben einge-
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Menschliche Kommunikation I Textquellen
verbinden

1. Beantwortung von Fragen zu 1. Erstellung von Testféllen fur IT-
einer Anweisung oder einem Systeme
Prozess (mit der optionalen 2.  Erstellung von Lastenheften und

Aufnahme von Daten) Pflichtenheften

Fehler- bzw.
Abweichungsanalyse, die
textbasierte Informationen
beriicksichtigt

2. Unterstitzung bei der 3
Durchfiihrung einer Analyse )
basierend auf definierten
Frameworks (z. B. 8D-Bericht,
5S-Report, FMEA, SWOT usw.)

4. (Stamm-)Datenanalyse und
-qualitatserhdhung fur
Freitextfelder

5. Machbarkeitspriifungen /
Abfrage historischer
Erfahrungen

PRODUKTIONSMANAGEMENT

Textinterpretation

Vereinfachung und Erklarung
langer oder komplexer
Anweisungen

Textgenerierung

1. Generierung von ausfihrlichen 1
Anweisungen fiir z. B. Montage,
Maschinenbedienung,
Prifungsdurchfiihrung, 2
Verpackung, IT- I
Systembedienung

Zusammenfassen von
Kundenanforderungen

3. Zusammenfassen von Berichten

2. Generierung von und Protokolien

Produktbeschreibungen und
-broschiiren 4.  Zusammenfassung von
Besprechungen (z. B. Stand-up-

Generierung von Berichten Meetings, Schichtibergabe)

4.  Generierung von Protokollen 5. Unterstiitzung bei der Deutung
g' B. Pr9dgkt— oder von gesetzlichen Unterlagen
rozesszlan erungsn, (z. B. Gesetze, Zertifizierungen,
IT-Funktionen, Normen)
MaRnahmenerarbeitung)

6. Analyse von KVP-Vorschlagen

5. Generierung von gesetzlich seitens Mitarbeitenden

angeforderten Unterlagen
(z. B. Konformitatserklarung,

Auditberichte)

Bild 1 Ubersicht der kategorisierten Anwendungsfalle fiir das Produktionsumfeld. Grafik: eigene Darstellung

halten werden miissen. So kdnnen sie beispielsweise bei der
Durchfithrung von FMEA-Analysen helfen oder strukturierte
Beschreibungen fiir Verwaltungsschalen generieren, indem sie
Informationen aus mehreren unstrukturierten Quellen zu
einem Asset oder einer Maschine zusammenfithren [26].

+ Gestaltung von Texten und Anweisungen: Sprachmodelle
unterstiitzen bei der Erstellung von Anweisungen oder
Prozessbeschreibungen, zum Beispiel bei der Interpretation
von Fertigungsvorgaben oder der Ableitung von Mafinahmen
aus internen Daten und externen Quellen [25, 27].

» Produktentwicklung und -design: Sprachmodelle unterstiitzen
kreative Prozesse wie die Ideenfindung oder die Beschreibung
von Produktkonzepten [15, 28]. Fiir bildbezogene Aufgaben
werden multimodale Modelle eingesetzt, die Text- und Bild-
verarbeitung kombinieren. Da der Fokus dieser Studie auf text-
basierten Anwendungen liegt, wird diese Kategorie nicht weiter
vertieft.

4 Methodisches Vorgehen der Studie

4.1 Ableitung und Kategorisierung der Anwendungsfille

Die Entwicklung konkreter Anwendungsfille erfolgte durch
ein mehrstufiges methodisches Vorgehen. Ausgangspunkt war die
systematische Identifikation relevanter textbasierter Datenquellen
in produzierenden Unternehmen (wie etwa Arbeitsanweisungen,
Materialzeugnisse, Schichtprotokolle, Lastenhefte, Kundenrekla-
mationen und Begleitscheine), basierend auf einer Kombination
aus Literaturrecherche und Praxiserfahrung der Autoren. Diese
Analyse erlaubte eine erste Einschitzung dazu, welche textuellen
Datenbestinde prinzipiell fir den Einsatz von LLMs geeignet
sind.

Zudem wurden bereits publizierte Anwendungsbeispiele (siehe
Kapitel 3) hinsichtlich ihrer Ubertragbarkeit auf das Produkti-
onsumfeld analysiert und anhand funktionaler Prinzipien katego-
risiert. In einem weiteren Schritt wurden die charakteristischen
Fahigkeiten aktueller LLMs beriicksichtigt (Kapitel 2), um die
technische Machbarkeit und Anwendungsrelevanz einzugrenzen.

Aus der Integration dieser drei Perspektiven konnten vier
iibergeordnete Funktionskategorien mit insgesamt 18 exemplari-
schen Anwendungsfallen abgeleitet werden (Bild 1):
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+ Imitierung menschlicher Kommunikation: Automatisierte
Korrespondenz und Interaktion

» Semantische und logische Verbindung mehrerer Textquellen:
Verkniipfung und Analyse verschiedener Dokumente

+ Textgenerierung: Erstellung neuer Inhalte auf Basis
vorhandener Daten

«+ Textinterpretation: Analyse und Extraktion von Informationen
aus bestehenden Texten

4.2 Bewertungssystem

Zur systematischen Bewertung der identifizierten Anwen-
dungsfille wurde ein Bewertungsschema mit neun Kriterien ent-
wickelt:

» Nutzenaspekte
- Relevanz: bewertet die strategische Bedeutung
des Anwendungsfalls fiir das jeweilige Unternehmen

- Effizienzsteigerung: misst das Potenzial fiir Zeiteinsparungen

durch Automatisierung von Aufgaben

- Qualitdtssteigerung: erfasst die Verbesserung der Ergebnis-

qualitidt durch konsistentere und prizisere Verarbeitung

- Kostensenkung: quantifiziert die Einsparung von konkreten

Kosten, vor allem externen wie beispielsweise Beratungs-
oder Ubersetzungsleistungen.
+ Umsetzbarkeitsaspekte
- Datenverfiigbarkeit: priift das Vorhandensein und die
Qualitdt der fiir den Anwendungsfall erforderlichen Daten
- Mitarbeiterakzeptanz: schitzt die voraussichtliche Akzeptanz
der Losung durch die Mitarbeitenden im befragten
Unternehmen ein
— Technische Eignung: analysiert, ob ein LLM die optimale
technische Losung darstellt oder kostengiinstigere
Alternativen existieren
+ Risikoaspekte

— Datenkritikalitat: beurteilt die Sensibilitéit der

verarbeiteten Informationen beziiglich Datenschutz
und Betriebsgeheimnissen

— Fehlertoleranz: untersucht die Auswirkungen moglicher

LLM-Halluzinationen und Fehlaussagen auf Geschifts-
prozesse
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Tabelle. Ubersicht der beteiligten Unternehmen und Experten.

Abteilung der interviewten
u Srenehe Feriotnostete
Person
1

roRRe (Mitarbeitende weltweit)
120

Maschinenbau hoch Digitalisierung
2 Lebensmittel 3.000 hoch IT
B Landtechnik 5.400 hoch Digitalisierung
4 Haushaltsgerate 2.200 hoch Prozessmanagement
5 Maschinenbau 8.800 mittel Innovationsmanagement
6 Pharmaindustrie 1.000 hoch Produktionsplanung
7 Baustoffindustrie 500 hoch IT
8 Landtechnik 12.000 hoch Digitalisierung
9 Haushaltsgerate 23.300 hoch Digitalisierung
10 Maschinenbau 92.000 mittel Digitalisierung
1 Maschinenbau 14.000 niedrig IT
Kategorie  Nr. Anwendungsfall Nennungen O Relevanz
Beantwortung von Fragen zu einer Anweisung oder einem Prozess 6 3,17
Unterstlitzung bei der Durchfiihrung einer Analyse basierend auf definierten Frameworks 4 2,75
1 Erstellung von Testfallen fiir IT-Systeme 1 4
2 Erstellung von Lastenheften und Pflichtenheften 1 2
B 3 Fehler- bzw. Abweichungsanalyse, die textbasierte Informationen beriicksichtigt 5 3,4
4 (Stamm-)Datenanalyse und -qualitatserhéhung fiir Freitextfelder 4 3,75
5 Machbarkeitspriifungen / Abfrage historischer Erfahrungen 1 2
1 Generierung von ausfiihrlichen Anweisungen fiir Prozesse und Aufgaben 8 8
2 Generierung von Produktbeschreibungen und -broschiiren 1 4
C ) Generierung von Berichten 1 3
4 Generierung von Protokollen (z. B. Produkt- oder Prozessanderungen) 3 2,67
5 Generierung von gesetzlich angeforderten Unterlagen 1 2
1 Vereinfachung und Erklérung langer oder komplexer Anweisungen 2 25
2 Zusammenfassen von Kundenanforderungen 2 25
= Zusammenfassen von Berichten und Protokollen 2 3
D
4 Zusammenfassung von Besprechungen 1 4
5 Unterstlitzung bei der Deutung von gesetzlichen Unterlagen 2 3
6 Analyse von KVP-Vorschlagen seitens der Mitarbeitenden - -

Bild 2 Ubersicht der Anwendungsfélle mit der Anzahl der Nennungen des Anwendungsfalls und der durchschnittlichen Relevanz. Grafik: eigene Darstellung

4.3 Bewertung der Anwendungsfalle
mit Unternehmen durch Interviews

Die entwickelten Anwendungsfille wurden in Experteninter-
views mit elf produzierenden Unternehmen (Tabelle) validiert,
priorisiert und bewertet. Jedes Unternehmen hat bis zu vier fiir
sie besonders relevante Anwendungsfille ausgewdhlt und diese in
absteigender Relevanz priorisiert. Anschliefend erfolgte eine
detaillierte Bewertung anhand zuvor definierter Bewertungskrite-
rien. Diese praxisorientierten Einschidtzungen bildeten die
Grundlage fiir das finale Relevanzranking sowie die systematische
Bewertung siamtlicher Anwendungsfille.

648

5 Bewertung der Anwendungsfille

Bild 2 zeigt das Relevanzranking aller 18 identifizierten
Anwendungsfille basierend auf den Bewertungen der elf befrag-
ten Unternehmen. Bei der Bewertung konnte jedes Unternehmen
bis zu vier fiir sie relevante Anwendungsfille auswihlen und nach
Prioritit ordnen. Das Bewertungssystem basiert auf einer inver-
sen Punkteskala: Der relevanteste Anwendungsfall erhilt vier
Punkte, der viertwichtigste einen Punkt. Da nicht alle Anwen-
dungsfille von jedem Unternehmen ausgewihlt wurden (einige
Fille erhielten nur eine oder gar keine Bewertung), basiert das
finale Ranking auf einer gewichteten Kombination aus Bewer-
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tungshiufigkeit (mindestens drei Nennungen) und durchschnitt-
licher Relevanz (4 ist die hochste Bewertung). Diese Methodik
verhindert, dass hochspezifische Anwendungsfille einzelner Bran-
chen das Gesamtranking verzerren, wihrend gleichzeitig bran-
cheniibergreifend relevante Szenarien entsprechend ihrer tatsich-
lichen Bedeutung fiir die produzierende Industrie gewichtet wer-
den.

5.1 (Stamm-)Datenanalyse und -qualitatserhohung
fiir Freitextfelder

Unternehmen erstellen und sammeln Daten, die teilweise auch
als Freitext eingegeben werden. Solche Eingaben konnen Tipp-
und Formulierungsfehler enthalten, was fiir die aktuell verfiig-
baren Analysetools oder Filterverfahren Probleme bereithilt.
LLMs konnen hier sowohl wihrend als auch nach der Eingabe
helfen, die Eingabe zu standardisieren und die entstandenen
Fehler zu beheben.

Die Effizienzsteigerung dieses Anwendungsfalls wird als ge-
ring eingeschitzt, da die Freitexteingabe zwar prizisere Formulie-
rungen erlaubt, aber mehr Zeit erfordert als vordefinierte Drop-
down-Eingaben. Dennoch erwarten Unternehmen eine Qualitits-
steigerung, da sie sich von der Nutzung von Freitextfeldern und
-eingaben eine hohere inhaltliche Prizision und Detailtiefe ver-
sprechen. Hinsichtlich der Kostensenkung gehen die Unterneh-
men nicht von einer direkten Reduktion expliziter Kosten aus.

Bei den Daten existieren in den befragten Unternehmen unter-
schiedliche Verfiigbarkeiten: Wihrend die Hilfte der befragten
Unternehmen iiber eine ausreichende Datenbasis verfiigt, fehlen
der anderen Hilfte oft essenzielle Metadatenbeschreibungen,
passende Vorschlige oder vollstindige Formulierungen. Weiterhin
ist die Akzeptanz bei den Mitarbeitenden grundsitzlich gegeben,
solange die Taktzeiten nicht beeintrichtigt werden und die Aus-
wertungen schnelle sowie sinnvolle Erkenntnisse liefern.

In Bezug auf die Losungseignung zeigen sich in diesem An-
wendungsfall vordefinierte Griinde, Kategorien, Textbausteine
oder Drop-down-Eingaben als Alternativen zu LLMs. Allerdings
sind LLMs fiir nachgelagerte Auswertungsmoglichkeiten aktuell
alternativlos. Die Kritikalitit der Daten ist jedoch hoch, da es sich
um prizise Produkt- und Materjalbeschreibungen oder um Riick-
meldungen zu Prozessen und Qualitit handelt, die eine besonders
sorgfiltige Behandlung erfordern. Ebenso ist die Kritikalitit von
Fehlaussagen nicht zu unterschitzen: Wihrend Echtzeiteingaben
und -ergidnzungen stets zuverldssig sein miissen, sind Fehler in
nachgelagerten Analysen oder Anpassungen bis zu einem gewis-
sen Grad tolerierbar.

Ein wesentlicher Vorteil ist demnach die erhohte Qualitit der
erfassten Daten. Durch mehr Standardisierung, eine gezielte Aus-
filllunterstiitzung und die Reduzierung von Copy-&-Paste-Feh-
lern wird sichergestellt, dass die Eingaben priziser und konsisten-
ter erfolgen. Dies triagt dazu bei, die erfassten Informationen ver-
lasslicher und besser nutzbar zu machen. Zusitzlich eréffnen sich
neue Analysemoglichkeiten. Grofle Mengen an Textdaten kénnen
durch automatisierte Auswertungen schnell analysiert werden,
wodurch eine verbesserte Transparenz iiber die Inhalte der Frei-
textfelder entsteht. Dies erlaubt es Unternehmen, aus unstruktu-
rierten Daten wertvolle Erkenntnisse zu gewinnen und gezieltere
Entscheidungen zu treffen.

Den Vorteilen stehen Herausforderungen gegeniiber, vor allem
der erhohte Zeitaufwand. Da die Eingabe in Freitextfeldern sonst
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oft ausbleibt, fithrt die fiir den Anwendungsfall notwendige Nut-
zung zu einer Verlangsamung des Prozesses. Dieser Mehraufwand
muss durch eine spiirbare Qualititssteigerung der erfassten Daten
ausgeglichen werden, um eine sinnvolle Umsetzung zu gewihr-
leisten. Zudem besteht das Risiko des Strukturverlusts. Wenn
benétigte Daten nicht mehr vorstrukturiert gespeichert werden,
droht Verlust von Strukturen und Ubersichtigkeit von Daten.
Langfristig kann dies erhebliche Probleme in der Datenhaltung
und Arbeitsweise verursachen, da unstrukturierte Daten schwerer
auszuwerten und in bestehende Systeme zu integrieren sind.

Zur Verbesserung der Datenqualitit und Fehlererkennung von
Freitextfeldern eignen sich LLMs gut. Jedoch sollte eine Balance
zwischen erhohter Datenqualitit und dem Zeitaufwand fiir die
Eingabe gewihrleistet sein, um die Akzeptanz der Mitarbeitenden
zu gewihrleisten. Fiir manche Riickmeldungen eignen sich nach
wie vor am besten vorformulierte Kategorien und die Moglichkeit
zum Anhingen von Bildern.

5.2 Fehler- oder Abweichungsanalyse,
die textbasierte Informationen beriicksichtigt

In Produktionsprozessen treten regelmiflig Fehler und Abwei-
chungen auf, deren Ursachen oft in textbasierten Informationen,
beispielsweise in Wartungsprotokollen, Qualititsberichten oder
Fehlermeldungen, verborgen sind. Mithilfe von LLMs kénnen in
diesem Anwendungsfall Analysen durchgefithrt werden, welche
schnell Fehlerursachen aus vielen textbasierten Daten und Unter-
lagen identifizieren konnen.

Die somit von den Unternehmen erwartete Effizienzsteigerung
ist hoch, da solche Aufgaben derzeit manuell durchgefiihrt
werden. Eine Automatisierung durch LLMs kénnte den Prozess
erheblich beschleunigen und die Arbeitsbelastung der Mitarbei-
tenden reduzieren. Auch die Qualititssteigerung ist gegeben, da
weitere, bislang verborgene Fehlerursachen schneller identifiziert
und behoben werden konnen. Dies ermdoglicht eine prizisere
Analyse und tragt dazu bei, potenzielle Probleme frithzeitig zu
erkennen. Eine direkte Kostensenkung wird dagegen nicht erwar-
tet. Zwar konnen Effizienzgewinne erzielt werden, doch eine
Reduktion expliziter Kosten durch den Einsatz von LLMs ist
nicht unmittelbar absehbar.

Die Datenverfiigbarkeit stellt in diesem Fall keinen grund-
legenden Engpass dar. Fiir die Nutzung und Analyse sind relevan-
te Daten wie Berichte bereits vorhanden, miissen jedoch manuell
zusammengesucht werden. Vor allem fir das Modelltraining ist
eine zusitzliche Priifung der Aussage- und Formqualitit dieser
Textdateien erforderlich, um eine sinnvolle Grundlage fiir LLMs
zu schaffen. Die Mitarbeitendenakzeptanz wird als hoch einge-
schitzt, da der Einsatz von LLMs monotone und repetitive Titig-
keiten reduzieren kann. Durch die Automatisierung von Routine-
aufgaben wird den Beschiftigten mehr Zeit fir wertschopfende
Tatigkeiten eingerdumt.

Die Losungseignung ist ebenfalls hoch, da die betroffenen
Textdaten und Berichte bislang nur manuell ausgewertet werden
konnen. Eine automatisierte Analyse mittels LLMs konnte diesen
Prozess erheblich erleichtern und beschleunigen. Die Kritikalitat
der Daten ist hoch, da es sich um Riickmeldungen zu Prozessen
oder zur Produktqualitit handelt. Daher miissen diese besonders
geschiitzt und sorgfiltig verarbeitet werden, um Fehlschliisse oder
falsche Bewertungen zu vermeiden. Die Kritikalitit von Fehl-
aussagen variiert je nach Branche. In den meisten Fillen sind
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Fehlaussagen in nachgelagerten Analysen tolerierbar. Eine Aus-
nahme bildet die Pharmaindustrie, in der Fehlinformationen nicht
akzeptabel sind. Falls Fehlaussagen auftreten, muss dort eine
manuelle riickwirkende Priifung aller Daten erfolgen, was die
potenziellen Effizienzgewinne erheblich reduzieren konnte.

Ein grofler Vorteil dieses Anwendungsfalls ist die Moglichkeit,
verschiedene Datenquellen zusammenzufithren. Informationen
aus Berichten, Schichtiibergabeprotokollen und Freitexteingaben
aus IT-Systemen konnen gemeinsam verarbeitet werden, wodurch
Zusammenhinge besser erkennbar und Analysen umfassender
werden. Zusitzlich bieten LLMs die Chance, umfangreiche Text-
daten effizient zu analysieren. Automatisierte Auswertungen
ersetzen zeitaufwendige manuelle Titigkeiten und ermoglichen
eine schnellere Gewinnung relevanter Erkenntnisse. Somit lassen
sich Abldufe optimieren und Fachkrifte konnen sich auf stirker
wertschopfende Aufgaben konzentrieren.

Dennoch gibt es Herausforderungen, vor allem im Umgang
mit kritischen Daten. Prozessinformationen miissen besonders
geschiitzt werden, sodass die Verarbeitung moglichst lokal erfol-
gen sollte, um Sicherheitsrisiken zu minimieren. Eine weitere
Schwierigkeit liegt in der Auswahl geeigneter Datenquellen. Um
verldssliche und prizise Ergebnisse zu erhalten, ist es essenziell,
vorab festzulegen, welche Quellen fiir die Analyse relevant sind.
Ohne eine klare Struktur besteht die Gefahr, dass wichtige Infor-
mationen ungenutzt bleiben oder unpassende Daten in die Aus-
wertung einflieflen.

Dieser Anwendungsfall erlaubt die Analyse von bisher selten
analysierten Unterlagen oder die Verkniipfung mehrerer Daten-
quellen (sowohl Zahlenwerte als auch Texte) zur Generierung
neuer Erkenntnisse zur Prozess- oder Qualititsverbesserung.

5.3 Beantwortung von Fragen
zu einer Anweisung oder einem Prozess

Dieser Anwendungsfall ermoglicht es den Mitarbeitenden,
schnell Antworten auf ihre spezifischen Fragen zu erhalten, die in
Arbeitsanweisungen und Prozessen beschrieben sind. Dies redu-
ziert Suchzeiten und stellt sicher, dass die Anweisungen korrekt
und effizient befolgt werden.

Der Einsatz von LLMs kann die Effizienz steigern, da die
manuelle Suche nach den richtigen Antworten erheblich reduziert
wird. Mitarbeitende erhalten schneller prizise Informationen,
wodurch Arbeitsprozesse beschleunigt und unnétige Verzogerun-
gen vermieden werden. Besonders positiv wirkt sich die Techno-
logie auf die Qualitit der Prozesse aus. Da relevante Antworten
schneller zur Verfiigung stehen, konnen Fehler reduziert und Ab-
laufe optimiert werden. Dies fiithrt zu einer spiirbaren Verbesse-
rung der Prozessqualitit und einer hoheren Zufriedenheit der
Mitarbeitenden. Ein weiteres Potenzial liegt in der moglichen
Kostensenkung, vor allem durch die Reduktion von Support-
zeiten. Kénnen Anfragen durch ein LLM automatisiert beantwor-
tet werden, reduziert sich der Bedarf an personellem Support,
was gerade in Zeiten mit geringer Personalverfiigbarkeit — etwa
an Feiertagen oder wihrend Nachtschichten — von Vorteil ist.

Die Datenverfiigbarkeit ist jedoch eine Herausforderung: Viele
Unternehmen verfiigen bereits tiber umfassende Prozessbeschrei-
bungen und Arbeitsanweisungen, die als Grundlage fiir ein LLM
dienen konnten. Allerdings sind diese Dokumente oft veraltet
oder widerspriichlich, sodass eine vorherige Aktualisierung und
Harmonisierung erforderlich sind. Zudem sind wertvolle Erfah-
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rungswerte und implizites Wissen der Mitarbeitenden oft nicht
schriftlich festgehalten. Weiterhin hiangt die Akzeptanz unter den
Mitarbeitenden stark vom wahrgenommenen Nutzen der Losung
ab. Wihrend einige die Erleichterung bei der Informations-
beschaffung begriiffen, gibt es auch Bedenken hinsichtlich einer
moglichen Uberwachung, was in einem Fall explizit als Sorge ge-
nannt wurde.

Die Losung eignet sich besonders gut fiir die gezielte Suche
nach Informationen. Allerdings gibt es alternative Methoden wie
klassische FAQ-Bereiche, Keyword-Suchen oder visuelle An-
leitungen in Form von Bildern und Videos, die je nach Anwen-
dungsfall sogar sinnvoller sein konnen. Bei der Kritikalitit der
Daten ist das Risiko in den meisten Fillen gering. Nur wenn
Arbeitsanweisungen oder Prozessdokumentationen spezifisches,
geschiitztes Know-how enthalten, muss auf eine angemessene
Absicherung geachtet werden. Besonders kritisch ist die Verlass-
lichkeit der generierten Antworten. Wihrend kleinere Ungenauig-
keiten in allgemeinen Anfragen tolerierbar sein konnen, diirfen
im laufenden Produktionsprozess keine Fehlaussagen auftreten.
Falsche oder missverstindliche Anweisungen konnten dazu
fithren, dass Prozessschritte fehlerhaft ausgefithrt werden, was
direkte Auswirkungen auf die Produktqualitit sowie nachfolgen-
de Abldufe hitte.

Ein wesentlicher Vorteil des Anwendungsfalls ist der schnelle
Zugang zu Informationen. Statt lange Anweisungen zu lesen oder
zeitaufwendig nach relevanten Dokumenten im Intranet zu
suchen, konnen Mitarbeitende gezielt Fragen stellen und erhalten
sofort passende Antworten. Dies macht die Informationsbeschaf-
fung deutlich effizienter und attraktiver. Auflerdem bieten LLMs
neue Trainingsmoglichkeiten fiir das Personal. Durch individuali-
sierte Inhalte, die sich sowohl thematisch als auch zeitlich an den
individuellen Lernfortschritt anpassen, konnen neue Mitarbeiten-
de effektiver eingearbeitet werden. Dies ermoglicht flexibles und
bedarfsgerechtes Lernen, ohne dass feste Schulungstermine erfor-
derlich sind.

Zu den Herausforderungen zihlen vor allem Fehlaussagen, die
ein erhebliches Risiko darstellen, insbesondere wenn falsche oder
missverstindliche Informationen im laufenden Produktions-
prozess zu Qualititsproblemen oder Verzogerungen fithren. Eine
sorgfiltige Validierung der generierten Antworten ist daher essen-
ziell. Auch kann ein LLM den personlichen Austausch mit erfah-
renen Mitarbeitenden nicht ersetzen. In vielen Unternehmen
steckt das entscheidende Prozesswissen ausschliefflich in den
Kopfen erfahrener Fachkrifte. Daher bleibt der direkte Austausch
mit Vorgesetzten sowie Kolleginnen und Kollegen weiterhin
unerldsslich, um praktisches Wissen zu vermitteln und kritische
Fragen zu klédren.

Eine weitere Schwierigkeit ergibt sich aus aufwendigen oder
nicht offensichtlichen Beschreibungen. Manche Fragestellungen
lassen sich nur schwer in Worte fassen, besonders wenn sie sich
auf sensorische Wahrnehmungen wie Gerdusche oder bestimmte
visuelle Merkmale beziehen. Aulerdem miissen Mitarbeitende
wissen, wie sie ihre Fragen formulieren konnen, um zielfithrende
Antworten zu erhalten. Eine intuitive und gut strukturierte Nut-
zung des Systems ist daher entscheidend, um Missverstindnisse
und Frustration zu vermeiden.

LLMs bieten in diesem Anwendungsfall eine Mdglichkeit,
schnell auf individuell bendétigte Informationen zuzugreifen. Es
bedarf jedoch qualitativ hochwertiger Anweisungen und Prozess-
beschreibungen. Da Fehlaussagen im laufenden Produktions-
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prozess sehr kritisch sind, eignet sich der Anwendungsfall vor
allem fiir Trainingszwecke oder fiir Situationen, in denen sonst
keine Hilfe verfiighar wire (zum Beispiel an Feiertagen oder
wihrend Nachtschichten).

6 Zusammenfassung

Die Studie zeigt, dass Unternehmen ein hohes Potenzial in der
Automatisierung manueller Texterfassung und -auswertung durch
LLMs erkennen, was vor allem zu Effizienz- und Qualitétssteige-
rungen fithren kann. Die Akzeptanz bei Mitarbeitenden ist hoher,
wenn LLMs vorbereitende statt finaler Arbeitsschritte iiberneh-
men, um Risiken durch mogliche Fehlaussagen zu minimieren
und Doppelarbeit zu vermeiden. Obwohl Datensicherheit als es-
senziell bewertet wird, fehlt es vielen Unternehmen noch an einer
klaren Governance im Umgang mit produktionsbezogenen Daten.

Bezogen auf die Frage der Studie lidsst sich festhalten, dass
LLMs im Produktionsumfeld vorrangig bei unterstiitzenden
Tatigkeiten sinnvoll eingesetzt werden kénnen — etwa in den Be-
reichen Dokumentation, Schulung, Wissensmanagement oder bei
der Auswertung textbasierter Informationen. In den direkten Pro-
duktionsprozessen hingegen, die hiufig stark strukturiert, zeitkri-
tisch und auf prizise Eingaben angewiesen sind, besteht aktuell
noch ein zu hohes Risiko durch fehlerhafte oder ungenaue Aus-
gaben. Der Priif- und Anpassungsaufwand von LLM-Vorschligen
nivelliert in schnell getakteten und zeitkritischen Produktions-
prozessen die Vorteile von LLMs.

Angesichts der dynamischen Weiterentwicklung von LLMs
erscheint es zwar denkbar, dass operative Produktionsaufgaben
kiinftig direkt unterstiitzt werden konnen. Gegenwirtig sollten
Unternehmen jedoch vorrangig auf etablierte IT-Systeme zuriick-
greifen und zugleich eine klare, strukturierte Datenbasis schaffen,
um LLMs gezielt fiir textbasierte Assistenzfunktionen zu nutzen.
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