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Der Normungsbedarf von KI-Systemen

Wenn sozialarbeiterische Arbeitsprozesse digital unterstützt und in ihrem

Kontext ethisch wie rechtlich begründete Entscheidungen getroffen werden

sollen,müssen Systeme,die auf künstlicher Intelligenz (KI) basieren, strengen

Standards entsprechen.Geradewenn es umEinschätzungen vonKindeswohl-

gefährdung und die Bewertung von Risikopotential geht, ist eine Ausrichtung

an fundierten Normen unumgänglich.

Dieser Artikel befasst sich mit der Normung von KI. Normung ist ein

wichtiger Schritt, um eine verantwortungsvolle und ethische Anwendung

von KI-Technologien zu gewährleisten. Allerdings kann die digitale Opera-

tionalisierung in der Normung auch ethische Herausforderungen mit sich

bringen, wie z.B. eine ungleiche Beteiligung von Interessengruppen oder die

Verstärkung von bestehenden Vorurteilen und Diskriminierungen.

Die genanntenHerausforderungenwerden indiesemArtikel vor demHin-

tergrund des EU-AI-Acts (AI-Act) und der DIN-KI-Normungsroadmap (DIN-

KI) betrachtet. Eswird der Frage nachgegangen, ob die Vorgaben der Standar-

disierung und Normung eine Basis für die Umsetzung der in KAIMo verhan-

delten Fragestellung, ob ein Algorithmus moralisch kalkulieren kann, bieten

können.
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168 Künstliche Intelligenz und ethische Verantwortung

KI-Normung auf europäischer und nationaler Ebene – EU-AI-Act und
DIN-KI-Normungsroadmap

Der EU-AI-Act ist ein 2021 von der Europäischen Kommission vorgestellter

Vorschlag für eine neue Gesetzgebung zur Regulierung von KI. Der Gesetzes-

entwurf unterteilt KI-Systeme in drei Risikokategorien: Anwendungen, die

ein nichtakzeptables Risiko darstellen (und folglich nicht in Umlauf gebracht

werden dürfen), Hochrisikoanwendungen mit Regulierungsbedarf und An-

wendungen mit geringem Risiko, die keiner weiteren Regulierung bedürfen.

Der AI-Act sieht unter anderem die Einführung von verpflichtenden Anfor-

derungen für Hochrisiko-KI-Anwendungen vor sowie die Verpflichtung für

Anbietende von KI-Systemen, eine Risikoanalyse durchzuführen und eine

umfassende Dokumentation über ihr KI-System bereitzustellen.

Die DIN-KI-Normungsroadmap hingegen ist eine Initiative des Deut-

schen Instituts für Normung (DIN) zur Entwicklung von Normen und Stan-

dards für Künstliche Intelligenz. Die Roadmap wurde 2020 erstmals veröf-

fentlicht und definiert die wichtigsten Handlungsfelder für die Normung von

KI-Technologien in Deutschland. Hierzu gehören unter anderem Themen

wie Ethik und Sicherheit von KI-Systemen, Datenqualität und -zugang sowie

Bildung und Qualifizierung im Bereich Künstlicher Intelligenz.

Beide Initiativen, der EU-AI-Act und die DIN-KI-Normungsroadmap,

sind wichtige Schritte zur Entwicklung einer verantwortungsvollen und

moralischen Anwendung von KI-Technologien und zeigen das wachsende Be-

wusstsein für die Bedeutung von KI-Normen und -Standards auf nationaler

und internationaler Ebene. Im Kontext von Algorithmen, die im Konfliktfall

moralisch kalkulieren sollen, muss ein Framework für eine ethische digitale

Operationalisierung in der KI-Normungherausgearbeitetwerden,das sowohl

theoretisch fundiert als auch praktisch anwendbar ist. Dieses Framework soll

dazu beitragen, dass die Normung von KI-Technologien nicht nur technisch

korrekt, sondern auch ethisch verantwortungsvoll und gerecht erfolgt.

Esgibtbereits einzelne internationaleStandardszuKI: ISO/IEC22989:2022

(Informationstechnik – Künstliche Intelligenz), ISO/IEC DIS 23894:2022 (In-

formationstechnik – Künstliche Intelligenz – Risikomanagement), ISO/IEC

23053:2022 (Framework für Systeme der Künstlichen Intelligenz (KI) ba-

sierend auf maschinellem Lernen (ML), ISO/IEC DIS 42001 (Information

Technology – Artificial intelligence – Management system), ISO/IEC 5259

(Artificial intelligence – Data quality for analytics and machine learning). Für

die Implementierung von KI-Systemen in unterschiedlichen betrieblichen
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Kontexten muss jedoch auch auf andere Normen und Standards zurück-

gegriffen werden, wie etwa DIN-Normen zu Ergonomie (z.B. DIN EN ISO

9241–112:2017, DIN EN ISO 9241–110:2020).

Im Folgenden werden Inhalte der DIN-KI-Normungsroadmap und des

EU-AI-Acts referiert, die an diesen Anspruch anknüpfen und ein entspre-

chendes Framework bereitstellen können. Der Fokus liegt hierbei auf Kapitel

4.4 der DIN-KI-Normungsroadmap »Soziotechnische Systeme«. Es sei voran-

gestellt, dass es in der Normungsroadmap vor allem umdie Implementierung

von KI-Systemen in Unternehmen geht. Auf Institutionen und Behördenwird

nicht gesondert eingegangen und es ist zu prüfen, ob sich die entsprechenden

Normen auch auf das im Rahmen von KAIMo untersuchte Feld anwenden

lassen.

Soziotechnische KI-Normung

»Vom Produktentstehungsprozess über Inbetriebnahme und alltäglicher

operativer Anwendung bis hin zur Außerbetriebsetzung sind nicht nur der

Stand der technologischen Entwicklung sowie der spezifische Anwendungs-

fall zu berücksichtigen, sondern auch die Grundsätze und Prinzipien einer

menschengerechten und partizipativen soziotechnischen Gestaltung. Die-

ses Erfordernis spiegelt sich bislang meist nicht in den korrespondierenden

Normen wider.« (DIN-KI, 162)

Da es im hier verhandelten Kontext um den Gebrauch von Algorithmen in so-

zialen Konfliktfällen geht, werden die technischen Aspekte der KI-Normung

ausgespart und dafür die soziotechnischen Zusammenhänge prominent her-

vorgehoben. Als soziotechnische Systeme werden solche Systeme bezeichnet,

in denen Mensch und Technik miteinander verknüpft sind und in Wechsel-

wirkung zueinander stehen (Zweig et al. 2021, Schlick et al. 2010, Suchman

2009). Auch KI-Technologien sind in diesem Kontext zu betrachten. Der ein-

zelne Mensch, sein organisatorisches Umfeld und die Gesellschaft als Ganzes

müssen in den Blick genommen werden, wenn Regeln und Normen hierfür

aufgestellt werden sollen.

Im EU AI-Act wird gefordert, dass Hochrisikosysteme mit Funktionen

ausgestattet werden, die den Menschen aktiv einbinden. So soll es für al-

le Betroffenen und Beteiligten ein hohes Maß an Transparenz geben, die

menschliche Aufsicht soll gewährleistet und eine Art »Stopptaste« eingerich-
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tet werden, die vom Menschen ausgelöst werden kann (EU AI-Act, Artikel 14,

4d). Der Mensch steht also immer im Mittelpunkt. Alle technischen Kompo-

nenten müssen sich an den soziotechnischen Anforderungen ausrichten und

an der gesamten Entwicklung müssen alle relevanten Akteur*innen beteiligt

werden (partizipative Forschung und Design).

In ihrer zweiten Ausgabe adressiert die DIN-KI-Normungsroadmap

soziotechnische Aspekte wie die Mensch-Technik-Interaktion, die huma-

ne Arbeitsgestaltung sowie Anforderungen an Unternehmensstrukturen

und -prozesse in einem eigenen Kapitel (DIN-KI, 153–175). Bereits in den

allgemeinen Handlungsempfehlungen zu Beginn wird die Empfehlung aus-

gesprochen, »[d]en Menschen als Teil des Systems [zu] begreifen, und zwar

in allen Phasen des KI-Lebenszyklus.« (DIN-KI, 35). Die Normungsroadmap

fordert außerdem, »[g]esellschaftliche und ethische Fragestellungen mithilfe

etablierterModelle […] zu operationalisieren,messbar bereits bei derEntwick-

lung der Technologie zu verankern und dabei auf dem Stand der Forschung

zu Diskriminierungssensibilität aufzubauen« (DIN-KI, 36). Des Weiteren ist

vorgesehen,dass eine »adäquateOrganisationskultur« etabliert wird.Konkret

bedeutet das, dass in den individuellen Unternehmen oder Institutionen die

relevanten Akteur*innen sensibilisiert, qualifiziert und in einem geeigneten

ChangeManagement im Prozess mitgenommen werden (DIN-KI, 36).

EinweitererAnspruch,dendieRoadmap indiesemKontext formuliert, ist,

dass die beteiligten Menschen über den gesamten Lebenszyklus von KI-Sys-

temen hinweg mit Prozessen, Methoden und Tools unterstützt werden sol-

len. Das setzt voraus, dass die vom System betroffenen und daran beteilig-

ten Menschen auch in alle Phasen des KI-Lebenszyklus eingebunden werden.

Normungsgremien müssen dafür konkrete Normen erarbeiten, die gewähr-

leisten, dass die notwendigen Transparenzanforderungen und vor allem die

menschliche Aufsicht über KI-Systeme eingehalten werden. Auch in der Erar-

beitung dieser Normen müssen Menschen aus den unterschiedlichen betrof-

fenen Zielgruppen berücksichtigt werden (z.B. Zivilgesellschaft).

Die soziotechnischePerspektive zeigt auf,dass es beiKI nicht allein umdie

technischeMachbarkeit geht, sondern dass derKontext der jeweiligenAnwen-

dung beachtetwerdenmuss. Sie ist das »multiperspektivische ›Gegengewicht‹

zu einer rein technikzentrierten Sicht auf KI« (DIN-KI, 156).
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Entwicklung von KI-Systemen nach soziotechnischen Kriterien

Laut der KI-Normungsroadmap reicht es nicht aus, die soziotechnische Per-

spektive nur in der Entwicklung von KI-Systemen einzunehmen. Sie muss

vielmehr über den gesamten Lebenszyklus des Systems betrachtet werden

(vgl. ISO/IEC 22989:2022, ISO/IEC 23053:2022), da sich KI-Systeme in einem

gewissen Rahmen weiterentwickeln. Dieser Rahmen muss in der Designpha-

se abgesteckt werden. Ist das System bereits in Betrieb, kann immer nur ein

Ausschnitt des Systemzustands zu einem bestimmten Zeitpunkt abgebildet

werden.

In der ersten Phase des KI-Systems, der Initialisierung, werden Ziel und

Zweck der Anwendung definiert (vgl. ISO/IEC 22989:2022). Es wird geklärt,

welcheAnforderungendieKI innerhalb des soziotechnischenSystems erfüllen

muss, also welches Problem sie lösen soll, welche Bedürfnisse ihre Zielgrup-

pe hat und welche Erfolgsparameter es gibt. Dabei geht es nicht (nur) um

die technische Machbarkeit, sondern »darum, auf Basis einer eingehenden

Problemanalyse in einer gegebenen Situation von der Idee zur Entscheidung

für ein KI-System zu gelangen und den Entwicklungsprozess anzustoßen«

(DIN-KI, 159). Hier müssen auch ethische Aspekte einbezogen werden, z.B.

anhand von ethics-by-design-Katalogen wie dem der Bertelsmann Stiftung

(Puntschuh und Fetic 2020). Auch das WKIO-Modell der AI Ethics Impact

Group liefert eine Methode, vorab definierte ethische Werte zu operationa-

lisieren (VDE, Bertelsmann Stiftung 2020). Teil dieser Initialisierungsphase

ist außerdem eine erste Risikoanalyse, die die soziotechnischen Folgen aus

Sicht mehrerer Stakeholder identifiziert (ISO/IEC 23894:2022). Hier geht es

nicht nur um technische und rechtliche Fragen, sondern auch und vor allem

um ethische und soziale Folgen. Somüssen die Fragen geklärt werden,welche

Grundrechte oder -werte durch den Einsatz der Software potenziell berührt

werden, was die beabsichtigten Auswirkungen der Software sind, wer vom

Einsatz des algorithmischen Assistenzsystems betroffen ist, welche poten-

ziellen Auswirkungen der Einsatz der Software auf die unterschiedlichen

Stakeholder, Gesellschaft, Wirtschaft oder Umwelt hat, welche Risiken durch

mögliche Fehler bei der Entwicklung oder demEinsatz der Software entstehen

können und welche Szenarien hier denkbar sind (Puntschuh und Fetic 2020).
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Participation is Key

Bevor die Entscheidung für ein KI-System getroffen wird, muss definiert

werden, welche Personen (-gruppen) überhaupt davon betroffen sein werden

und welche Bedürfnisse sie haben. Diese Personen müssen an der Entwick-

lung und Implementierung des Systems unbedingt beteiligt werden (DIN-

KI, 160). Nur, wer die Zielgruppe kennt, kann ein System entwickeln, das

divers ist und keine stereotypischen Vorstellungen von Menschen (-gruppen)

reproduziert. Einmöglicher Ansatz für die Einbindung von unterschiedlichen

Betroffenen ist der Participatory-Design-Ansatz (vgl. Simonsen und Robert-

son 2013). Gemeinsam werden Szenarien erarbeitet, die sich im jeweiligen

Kontext mit Implementierung des KI-Systems ergeben können. So werden

z.B. gemeinsamPrototypen entwickelt oder bestimmte Situationen simuliert.

Nutzende erhalten auf diese Art ein besonderes Mitspracherecht, ohne selbst

entsprechende technische Fachkenntnisse haben zu müssen. Im folgenden

Entwicklungsprozess werden sie an der Evaluation des Systems beteiligt.Hier

bieten sich Ansätze von XAI (Explainable AI) an, die über Visualisierung einen

Zugang zu den zugrunde liegenden Softwarelogiken ermöglichen oder kriti-

sche Entscheidungspunkte offenlegen. Grundsätzlich wäre die idealtypische

Forderung bei der Planung und Gestaltung einer KI-Lösung, eine Vertretung

aller Stakeholder zu beteiligen.

Die ISO/IEC 22989:2022 unterteilt Stakeholder in: »AI-Provider«, »AI-

Producer«, »AI-Customer«, »AI-Partner*innen«, »AI-Subject« und »Relevant

Authorities«. Einzubeziehen sind z.B. Expert*innenmit Domänenwissen (KI-

Expert*innen, Data Scientists, Informatiker*innen usw., Prozessgestaltende,

Usability- Expert*innen, Produktgestaltende usw., Softwaretester*innen, Er-

gonom*innen, Psycholog*innen usw., Sicherheitsexpert*innen in der jeweili-

gen Domäne, Expert*innen für Ethik, Diversity, Fairness usw.), Expert*innen

aus den betroffenen Fachabteilungen, Nutzende des KI-Systems, Interes-

sensvertretungen von Betreibenden und Nutzenden, Entscheider*innen über

den Einsatz der KI-Lösung, Vertreter*innen der Zivilgesellschaft, aber auch

»überraschende« Stakeholder, also solche Personen, die nicht unmittelbarmit

dem jeweiligen System zu tun haben, aber mittelbar betroffen sein können.

Wie und inwelchemKontext die jeweiligen Stakeholder eingebundenwerden,

ist abhängig vom Zeitpunkt im Projektlebenszyklus, also während der Zielfin-

dung, während der Planung und Gestaltung, während der Inbetriebnahme,

im laufenden Betrieb bzw. im kontinuierlichen Verbesserungsprozess.
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Die Kommunikation muss dabei immer zielgruppengerecht und inklusiv

sein. So ist die Kommunikation zwischen den Expert*innen mit Domänen-

wissen untereinander, zwischen den Expert*innen mit Domänenwissen und

den Nutzenden, zwischen Nutzenden und Technik, zwischen Expert*innen

und sonstigen Beteiligten jeweils unterschiedlich. Um die Beteiligung gut

durchzuführen, können einschlägige Normen und Standards (z.B. VDI-MT

7001:2021) herangezogen werden. Zu beachten ist darüber hinaus, dass die

Beschäftigten entsprechende Kompetenzen erwerben müssen, um mit dem

System richtig umgehen zu können. Entsprechende Schulungen müssen

frühzeitig durchgeführt und amWissensstand der Beschäftigten ausgerichtet

werden.

KI-Systeme – Werkzeuge oder Agenten?

Wenn IT-Systeme (insbesondere KI) soziotechnisch gestaltet werden,müssen

sie geeignet sein, (Arbeits-)Aufgaben vonMenschen in unterschiedlichen Rol-

lenund imNutzungskontext zuunterstützen.Dasbedeutet zumBeispiel,dass

die Schnittstellen ergonomisch gestaltet werden müssen. Die Nutzenden sol-

len vomKI-System dabei unterstützt werden, Aufgaben effektiv, effizient und

zufriedenstellend zu erledigen. Dabei müssen zunächst die Bedürfnisse der

Nutzenden erkannt und analysiert werden. Methoden der partizipativen So-

zialforschung sind hier das Mittel derWahl.

In der Normungsroadmap wird konstatiert, dass KI-Systeme nicht nur

als technische Werkzeuge wahrgenommen werden. Vielmehr sollen sie als

»eine neue Klasse von Agenten in der Organisation« (Raisch und Krakowski

2020) betrachtet werden. Die Interaktion zwischen Menschen und diesen

neuen nichtmenschlichen Agenten wird in Autonomiestufen unterteilt. So

soll die KI etwa nur dann eine Aufgabe erledigen können, wenn ein Mensch

die Bestätigung dafür gibt, oder es muss möglich sein, dass der kontrollie-

rende Mensch ein Veto gegen die Entscheidungen einer KI einlegt. Auf einer

höheren Autonomiestufe handelt die KI vollständig autonom und derMensch

wird nur dann informiert, wenn er konkret nachfragt. Die höchste Stufe von

Autonomie ist dann erreicht, wenn die KI handeln kann, ohne den Menschen

einzubeziehen.

Bislang wurden in Konzepten wie Ergonomics/Human Factors (EHF) sta-

tische technische Systeme betrachtet (z.B. stationäreMaschinen).KI-Systeme

sind jedoch inhaltlich und zeitlich dynamisch.Deshalbmuss das EHF-Gestal-
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tungskonzept erweitert werden, damit die Dynamik von Schnittstellen, Funk-

tionsweisen und Auswirkungen auch für Menschen passend gestaltet werden

können. So werden etwa auch menschliche Eigenschaften wie Empathie mit

einbezogen (André und Bauer 2021, Höddinghaus et al. 2021, Brynjolfsson et

al. 2018, Moray 1989). Werden Systeme nach soziotechnischen Grundsätzen

gestaltet, werden Technologieeinsatz undOrganisation gemeinsam optimiert

(»joint optimization«) (vgl. Cherns 1976&1987, Ulich 2013).

Die KI als gesellschaftliche Akteurin

Neben der Organisation und dem (individuellen) Menschen, spielt in sozio-

technischen Systemen auch die umgebende Gesellschaft eine entscheidende

Rolle. Sie bildet die Schnittstelle von Individuum und Organisation. Be-

stehende Ungleichheitsverhältnisse oder Diskriminierung, die innerhalb der

Gesellschaft bestehen, können sich in KI-Anwendungen verfestigen. Tech-

nologien, die menschliche Intelligenz nachahmen sollen, können deshalb

niemals objektiv oder neutral sein (Benjamin 2019), da sie eben immer in

eine von bestimmten Werten – und damit einhergehend: sozialen Heraus-

forderungen – geprägten Gesellschaft eingebettet sind. Nutzen Menschen

solche Technologien, beeinflussen sie diese und umgekehrt (Suchman 2007).

Besonders deutlich wird das beim Maschinellen Lernen: Hier reagieren Soft-

wareprogrammedynamisch und adaptiv auf ihreNutzer*innen (Pentenrieder

et al. 2020). Betrachtet man Mensch und Maschine auf diese Weise, wird

die bisherige Konzeption von autonomen und strikt trennbaren Entitäten

in Frage gestellt. Menschliche und maschinelle Akteur*innen ergeben durch

Kollaboration und Interaktion ein Ganzes (Suchman 2007).

Training des KI-Systems: Das Datenset

Wird ein konsistentes soziotechnisches Mensch-Technik-Organisation-

Modell verwendet,müssen zentrale Fragen der Einführung,Nutzung und Fol-

geabschätzung von KI bearbeitet werden (Huchler et al. 2020, Stowasser und

Suchy 2020). Die erste Frage betrifft dabei die Daten, auf deren Grundlage die

KI entwickelt wird und den Zweck, dem sie dienen soll. Als zweites stellt sich

die Frage,wie dasmenschliche Verhalten durch den Einsatz der KI beeinflusst

wird z.B. Autonomie oder Entscheidungsdilemmata. Die dritte Frage betrifft
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das Verhältnis zwischen KI und menschlichen Bedürfnissen und die vierte

Frage die systemischen Folgewirkungen.Hier geht es sowohl um dieWirkun-

gen innerhalb des Systems als auch in den Subsystemen, der Systemumwelt

und Gesellschaft (DIN-KI, 155). Zur ersten Frage sei erläutert: KI-Systeme

müssen anhand spezifischer Daten trainiert werden, um in den betrieb-

lichen Einsatz überführt werden zu können. Die Auswahl der Trainings-,

Validierungs- und Testdaten muss dabei so erfolgen, dass Diskriminierung

vermieden wird. Außerdem müssen die Daten auf ihre Qualität hinsichtlich

des geplanten Einsatzes überprüft werden: Sind genug Daten vorhanden,

sind sie konsistent, sind die Daten aktuell, befinden sich falsche Daten im

Set etc.? Auswahl, Training, Verifizierung und Validierung der verwendeten

Datensätze und die Testung der KI-Lösung sind adäquat zu dokumentieren.

Es ist hinlänglich bekannt, dass Menschen systematisch Entscheidungs-

fehler machen (Kahnemann und Tversky 1982). In dieser Hinsicht sind ihnen

KI-Systeme ähnlich, denn auch sie können in ihrer Entwicklung und im

Einsatz Bias-Effekte oder Entscheidungsfehler bezüglich der Fairness ver-

ursachen. Als »Bias« werden unerwünschte Verzerrungen bezeichnet, die

entweder bereits bei der Erhebung der Datensätze oder durch die Selektion

bzw. Art ihrer Verarbeitung aufkommen können. Diese Bias-Effekte sind

jedoch bedingt durch menschliche Designentscheidungen (z.B. Datenbank

und Logik) und die dem jeweiligen Einsatzgebiet zugrunde liegenden Vor-

annahmen. Die Rechenschaftspflicht und die Gewährleistung von Fairness

liegen also beim Menschen. Bei Bias-Effekten sind die Faktoren Unsicherheit

und Risiko zu beachten. Als Risiko wird bezeichnet, wenn ein bestimmter

bekannter Umweltzustand mit einer empirisch ermittelten Wahrscheinlich-

keit eintreffen kann. Risiko ist also quantifizierbar und potentiell steuerbar.

Unsicherheit hingegen bedeutet, dass weder die möglichen Umweltzustände

noch die mögliche Eintrittswahrscheinlichkeit bekannt sind (DIN-KI, 156). Al-

gorithmen für Risikosituationen und -abschätzung wägen das Risiko in Form

von Eintrittswahrscheinlichkeiten und gewünschten Optimierungslevels ab

(Kahnemann und Tversky 1982). Dabei wird deutlich, dass die menschliche

Wahrnehmung bei der Analyse, Gestaltung und Bewertung von KI-Systemen

eine entscheidende Bedeutung hat. Zur Einschätzung der Risiken gehört

auch, Ansprüche an Transparency und Rechenschaftspflicht zu formulieren.

Welche Informationenmüssen für wen offengelegt werden?Mit welcher tech-

nischen Tiefe müssen Informationen angereichert werden, um gleichzeitig

hilfreich und verständlich zu sein? Wer ist rechenschaftspflichtig im Scha-

densfall? Im Anschluss an das Risiko-Assessment müssen Kosten, Aufwand
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und Ressourcen für die Umsetzbarkeit der Anwendung ermittelt werden (vgl.

ISO/IEC 22989:2022).

Soziale Nachhaltigkeit im soziotechnischen Kontext

KI-Anwendungenmüssen bestimmtenNachhaltigkeitskriterien genügen und

parametrisierbar sein in Bezug auf quantitative Zielsetzungen.

»Im Hinblick auf die Entwicklung, Nutzung und den Einsatz von KI-Sys-

temen bedeutet Nachhaltigkeit vor allem, dass die Würde des Menschen

respektiert wird, keine Menschen ausgeschlossen, benachteiligt oder dis-

kriminiert werden und die menschliche Autonomie und Handlungsfreiheit

durch KI-Systeme nicht eingeschränkt werden dürfen. In einer erweiterten

Perspektive auf Nachhaltigkeit bedeutet soziale Nachhaltigkeit auch, dass

neben körperlicher Unversehrtheit und menschenwürdigen Lebensbedin-

gungen auch die Fähigkeit, auf menschliche Art und Weise zu denken, zu

argumentieren und zu handeln, nicht eingeschränkt werden sollte. Hier

zeigt sich schon, dass ein umfassendes Verständnis von sozialer Nachhaltig-

keit sehr weitreichende Konsequenzen für die Gestaltung von KI-Systemen

hat.« (Rohde et al. 2021).

Gesetze und Normen können nicht jedes Detail regeln. Subsidiäre Aus-

handlungssysteme, z.B. auf betrieblicher Ebene und individuelle Entschei-

dungsrechte müssen hier ergänzend eingesetzt werden. Muhammad (2022)

konstatiert, dass KI-Systeme Individuen und Gruppen Schaden zufügen

können und etabliert verschiedene Typen von Fehlern, die in diesem Kontext

passieren können:

• »Vergabe-Fehler«: Das System hält Möglichkeiten, Ressourcen oder Infor-

mationen zurück oder stellt sie unfair zur Verfügung.

• »Servicegüte-Fehler«: Das System arbeitet nicht für alle Gruppen ähnlich

gut.

• »Repräsentations-Fehler«: Die Entwicklung oder die Verwendung eines

Systems repräsentiert Gruppen unterschiedlich.

• »Stereotyp-Fehler«: Das System reproduziert und verstärkt Stereotypen,

indem beispielsweise stereotypische Charakteristika unreflektiert allen

Angehörigen einer Gruppe zugewiesen werden.
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• »Verunglimpfungs-Fehler«: Das System wird aktiv abwertend oder belei-

digend.

• »Prozess-Fehler«:DasSystem trifft EntscheidungenaufgrundvonCharak-

teristika, die nicht für die Aufgabe relevant sein sollten (DIN-KI, 156f.)

Im Datenschutz müssen die Grundprinzipien Zweckfeststellung bzw. Zweck-

bindung von Daten, Erforderlichkeit der Datensammlung, Transparenz, Da-

tenvermeidung und Datensparsamkeit eingehalten werden. Diese Prinzipien

gelten auch für die Gestaltung soziotechnischer Systeme.

Für ethische Betrachtungen wurden Gütesiegel vorgeschlagen, die auf

Wertanalyseverfahren aus einer Kombination von Zielkriterien, Indikatoren

und messbaren Größen beruhen. Die Bewertung dieser normativen Anforde-

rungen sollten sich auf technische Prüfungen stützen können.

Anwendungsspezifische Anforderungen bringen normative Grundsätze

in die konkrete Anwendung und fügen spezielle Einsatzanforderungen hinzu.

Sie bilden die Grundlage der Risikoeinstufung gemäß AI Act, greifen dabei

relevante ethische Aspekte auf, nutzen das New Legislative Framework, um

komponentenweise die Konformitätsvermutung von Herstellenden zu un-

terstützen und formulieren im Grundsatz Anforderungen an das gesamte

technische System, in das KI eingebettet ist. Hierbei geht es um die vertikale

Bewertung von KI, bei der geprüft wird, ob die KI für einen bestimmten

Einsatzzweck geeignet ist (DIN-KI, 128).

Funktionsteilung Mensch-Technik

In der Funktionsteilung zwischen Mensch und KI-System gilt das Primat der

(Arbeits)Aufgabe. Die Gestaltung der Aufgabe steht also am Anfang des Ge-

staltungsprozesses und ordnet ihr die Gestaltung der Ausführungsbedingun-

gen unter (Hacker und Sachse 2014, Ulich 2011, DIN EN 614–2:2008). Der Au-

tonomiegrad des KI-Systems wird repräsentiert durch die Funktionsteilung.

Die einschlägigenNormen sind dahingehend zu prüfen, ob sie die verschiede-

nen Autonomiegrade berücksichtigen. Für die Funktionsteilung wird die von

Fitts (1951) entwickelte HABA MABA-Liste (= »humans are better at« – »ma-

chines are better at«) herangezogen. Es kann aber keine starre Funktionszu-

teilung zwischen Mensch und Technik vorgenommen werden, da diese Sub-

systeme nicht mechanistisch zusammenwirken. Außerdem pauschaliert eine

solche verkürzende Dartstellungsweise Fertigkeiten, Fähigkeiten und Wissen
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des Subsystems Mensch und beachtet die Dynamik und Weiterentwicklung

der Subsysteme nicht. Auch wird die Lebenszyklusperspektive für beide Sub-

systeme nicht berücksichtigt. Die Funktionsteilung kann sich aber abhängig

von der Situation dynamisch ändern, z.B. wenn der Mensch in einer Gefah-

rensituation eingreifen muss. Zu dieser Adaptivität gibt es aktuell noch keine

Normung.

In der dynamischen Funktionsallokation kann es zu »Ironien der Automa-

tisierung« kommen (vgl. Bainbridge 1987). Das bedeutet, dass mit der Auto-

matisierung die Systemkomplexität steigt und neue Aufgaben der Überwa-

chung, Steuerung und Korrektur entstehen, für die der Mensch nicht ausrei-

chend qualifiziert ist. Wenn Funktionsteilung und Automatisierung gestaltet

werden,muss diese »Ironie« berücksichtigtwerden und in die relevantenNor-

men und Standards einfließen.

Entscheidend ist außerdem das Menschenbild:

»Wird der Mensch vom Entwickelnden als Fehlerquelle gesehen, so wird die

Gestaltung tendenziell versuchen, den Einfluss des Menschen im KI-System

weitgehend zu reduzieren. Wird das KI-System hingegen als Unterstützung

für den Menschen betrachtet, so wird die Funktionsteilung eher komple-

mentär erfolgen.« (DIN 166)

Im Interesse einermenschenzentrierten KI-Nutzung sollte demLeitbild einer

komplementären Funktionsteilung der Vorzug gegeben werden.

Um ein KI-System sinnvoll nutzen zu können,müssen auch die Organisa-

tion und Prozesse, in die es eingebettet ist, auf eine bestimmteWeise gestaltet

werden: So muss ein Vertrauen in die Automation etabliert werden und die

Potentiale für Belastung und Beanspruchung durch die Nutzung des KI-Sys-

tems (z.B. Technikstress) erhobenwerden (vgl. DIN-EN-ISO-10075-Reihe). Es

müssen systemische Effektemitbedacht werden (z.B. Aufschaukelungseffekte

durchdenEingriff desMenschen indasKI-System) unddie veränderteRisiko-

kompensation derNutzenden sowie deren Folgen beim (unbemerkten) Ausfall

des Systems.

Die Qualifizierung der Nutzenden, die partizipative Gestaltung und ein

geeignetes Change Management sind hier entscheidend. Es ist zu prüfen, in-

wieweit diese Aspekte in den relevanten Normen und Standards (z.B. DIN EN

ISO 27500:2017, VDI/VDE-MT 7100, DIN EN ISO 9001:2015) abgebildet sind.

Grundsätzlich sind bezogen auf Mensch-Technik-Interaktionen in so-

ziotechnischen Systemen drei hierarchisch strukturierte Schnittstellen mit
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jeweils darauf bezogenen Gestaltungsprinzipien von besonderem Interesse:

Aufgabenschnittstelle, z.B. nach DIN EN 614–2:2008, Reihe DIN EN ISO

11064:2011, Interaktionsschnittstelle, z.B. nach DIN EN 894–1:2009, DIN EN

ISO 9241–11:2018, DIN EN ISO 9241- 110:2020, ISO/IEC 29138–1:2018, Infor-

mationsschnittstelle, z.B. nach VDI/VDE 3850–1:2014, ISO 9241–112:2017).

Implementierung der KI-Lösung im soziotechnischen System

Ist die Entscheidung für den KI-Einsatz gefallen und die Grob- und Feinpla-

nung der KI-Lösung abgeschlossen, muss ihre Inbetriebnahme anhand von

Projektmanagement-Normengeplantwerden (z.B.DINISO21500:2016,Reihe

DIN69901,ReiheDIN69909).Dabeimuss geprüftwerden,obKI-Projekte hin-

sichtlich des Projektmanagements Besonderheiten aufweisen, die bei Bedarf

in der Normung abzubilden sind.

Die weiteren Entwicklungsschritte erfolgen iterativ. So können Informa-

tionen, die im Betrieb des Systems neu hinzukommen, eine Rückkehr zu den

Schritten inder Initialisierungsphase erforderlichmachen.DerProzess orien-

tiert sich an den Schritten »Design und Entwicklung« und »Verifikation und

Validierung« der ISO/IEC 22989:2022. Die in dieser Phase entwickelte Grob-

lösung des KI-Systems wird für die Inbetriebnahme vorbereitet. Alle Betei-

ligten, etwa die Betreibenden des KI-Systems, spätere Nutzende des KI-Sys-

tems, Interessensvertretungen von Betreibenden und Nutzenden, Vertreten-

de der Zivilgesellschaft, aber auch »überraschende Stakeholder«, müssen in

dieser Phase einbezogen werden. Nur so kann die Umsetzung von ergonomi-

schen Grundsätzen und Prinzipien sowie eine gebrauchstaugliche Gestaltung

von Produkten und Arbeitsmitteln gewährleistet werden.

Mensch, Technik, Organisation

Soziotechnische Systeme werden immer von sachlichen (technisch-organisa-

torischen) und menschlichen (persönlichen) Gegebenheiten beeinflusst (z.B.

DINEN ISO 6385:2016).Deshalb sindMensch, Technik undOrganisation stets

in ihrer gegenseitigenAbhängigkeit und ihremZusammenwirkenzu reflektie-

ren (MTO-Konzept). Die Gestaltungsdimensionen eines KI-Systems ergeben

sich daher also aus den Elementen Mensch, Technik und Organisation sowie

aus derenSchnittstellen (Mensch-Technik,Mensch-OrganisationundOrgani-
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sation-Technik). Aus den identifizierten Gestaltungsdimensionen resultieren

verschiedene Normen und Standards, die für die Planung und Gestaltung des

jeweiligen Systems heranzuziehen sind.

Bei der Planung und Gestaltung jedes KI-Systems ist zwingend eine

Analyse des zugrunde liegenden soziotechnischen Systems durchzuführen.

Im Arbeitskontext ist das soziotechnische System das »Arbeitssystem« (vgl.

Ulich 2013). Laut DIN EN ISO 6385:2016 ist das Arbeitssystem ein »System,

welches das Zusammenwirken eines einzelnen oder mehrerer Arbeiten-

der/Benutzer*innen mit den Arbeitsmitteln umfasst, um die Funktion des

Systems, innerhalb des Arbeitsraumes und der Arbeitsumgebung unter den

durch die Arbeitsaufgaben vorgegebenen Bedingungen, zu erfüllen«.

Ethische Aspekte sind bei der Planung und Gestaltung des soziotech-

nischen Systems stets zu beachten und für den gesamten Lebenszyklus des

KI-Systems zu gestalten. Dazu zählen z.B. Transparency, Accountability, Pri-

vacy, Justice, Reliability und Sustainability (z.B. AI Ethics Label der AI Ethics

Impact Group, VDE 2020).

Die einschlägigen Normen bzw. Standards zu KI (z.B. ISO/IEC 22989,

ISO/IEC 42001, DIN SPEC 92001 Reihe, DIN SPEC 92001–2:2020, DIN SPEC

92001–3, ISO IEC 25059:2022), Ergonomie & Organisation (z.B. DIN EN ISO

6385:2016, DIN EN ISO 26800:2011, DIN EN ISO 9241 Reihe, Reihe, DIN EN

ISO 27500:2017, VDI/VDE-MT 7100) und Ethik (VDE SPEC 90012, IEEE 7000

Serie, ISO IEC/TR 24028) berücksichtigen die resultierenden Anforderungen

aus der soziotechnischen Gestaltung eines KI-Systems noch nicht hinrei-

chend und lassen oft die Wechselwirkungen zwischen Mensch, Technik und

Organisation außer Acht.

Überprüfung des KI-Systems im Regelbetrieb

In regelmäßigen Abständen muss überprüft und entschieden werden, ob die

gewünschte Funktionsweise an geänderte Rahmenbedingungen angepasst

werden muss. Im Betrieb können Echtdaten (je nach Anwendungsfeld anony-

misiert oder pseudonymisiert) gesammelt und für die relevanten Akteur*in-

nen im soziotechnischen System verständlich und transparent aufbereitet

werden. So kann das System kontinuierlich verbessert werden.

Auch in diese kontinuierliche Evaluierung und Anpassung des Systems

sollten die Betroffenen eingebunden werden. Ihre Erfahrungen sind die

Grundlage für nötige Verbesserungen (Stowasser und Suchy 2020). Da-
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für wird eine technische Lösung mit einem Transparency-by-Design- bzw.

Transparency-by-Default-Ansatzes benötigt, die Menschen ermöglichen, den

Überblick zu behalten. Das kann als Modul im System erfolgen oder durch ein

eigenständiges Command Tool.

Die Stopptaste

Personen, die innerhalb des Systems eine Expert*innenrolle einnehmen,wer-

den unter dem Begriff High Level Expert Group (HLEG) zusammengefasst.

Sie gewährleisten die menschliche Aufsicht über das KI-System und werden

dann als »Human-in-the-Loop (HITL, im Entscheidungszyklus der KI invol-

viert), Human-on-the-Loop (HOTL, beim Design der KI und im Monitoring

involviert) oder »Human in Command« (HIC, soll die Gesamtaktivität inklusi-

ve breitere ökonomische, soziale, rechtliche und ethische Auswirkungen über-

blicken können)« (DIN-KI, 169) bezeichnet. Der HIC wird im EU-AI-Act pro-

minent vorgestellt und soll v.a. für Hochrisikosysteme, über geeignete Inter-

ventionsmöglichkeiten verfügen. Dazu zählt auch das Auslösen einer »Stopp-

taste« für die KI (Heesen et al. 2021). »Stopptaste« bedeutet nicht, eine KI-Pro-

zedur bei Zweifeln zu unterbrechen, sondern »die Möglichkeit, einer durch

KI getroffenen Entscheidung nicht zu folgen oder die KI-Nutzung für einen

bestimmten Zeitraum auszusetzen und stattdessenMenschen entscheiden zu

lassen«. (DIN-KI, 169)

Menschliche Interventionen sollten immer möglich sein. Etwa sollten

Menschen Ausnahmen von den Entscheidungen der KI treffen können, oder

Parameter des Systems (Schwellenwerte, Eingangsgrößen) rekonfigurieren.

Der Ansatz »keep the human in the loop« betrachtet einzelne Individuen im

Verhältnis zur KI. Demgegenüber steht das Gestaltungsprinzip »keep the

organization in the loop«. Es sollen also auch die Interaktion der relevanten

Stakeholder betrachtet und laufend optimiert werden (Hermann 2020).

Erklärbarkeit

Es ist von großer Bedeutung, dass KI-Systeme erklärt werden können (Exp-

lainable AI, XAI). Nutzende sollten verstehen können, welche Inputs zu wel-

chen Outputs führen, welche Aspekte im Vorhinein festgelegt werden können

und welche durch Erklärbarkeitsmetriken identifiziert oder im Nachhinein
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über Zielkorridore ermittelt werden. Bei der Entwicklung von soziotechni-

schen Systemen werden Ziele und Maßnahmen unter Berücksichtigung von

Folgeabschätzungen definiert, aber nicht alle Entscheidungen können im

Voraus getroffen werden, da sich Rahmenbedingungen ändern können und

unbeabsichtigte Effekte auftreten können. Veränderungen des Datensatzes

im Betrieb des KI-Systems können durch Methoden im Bereich »Drift« er-

kannt werden und sollten eine Standardfunktion im KI-System sein. Eine

kontinuierliche Überprüfung und Bewertung der Ziele und Entscheidungen

inBezug auf das KI-System ist notwendig und sogar verpflichtend fürHochri-

sikosystemegemäßAIAct,Art. 61.Dabeimüssenwichtige Fragen beantwortet

werden,wie z.B. obweitere Ziele berücksichtigt werdenmüssen, ob die Funk-

tionsweise noch korrekt ist und ob Probleme erkannt werden können. »Near

Misses« (beinahe Ausfälle) sind oft wertvolle Einblicke in das System, wenn es

an seinen Grenzen betrieben wurde. Es ist wichtig, Berichtsstrukturen über

Ausfälle oder fast-Ausfälle zu schaffen, um KI-Systeme zu verbessern und

zukünftige Systemresilienz sicherzustellen oder Risiken zu simulieren. Es

ist auch ratsam, regelmäßig zu überprüfen, ob es grundlegende Änderungen

in der KI-Technologie gibt, die die eigene Lösung verbessern oder ersetzen

könnten.

Zusammenfassung und Ausblick

Wie der EU-AI-Act und die DIN-Normungsroadmap KI zeigen, ist die Not-

wendigkeit von Normung und Standardisierung im Kontext von KI von

den zuständigen Gremien erkannt worden. Wie bei allen technischen Ent-

wicklungen zuvor, wird es auch für KI-Anwendungen unvermeidbar sein,

Zertifizierungen und entsprechende Audits durchzuführen. KI-Systeme, die

dabei helfen sollen, im Konfliktfall moralisch zu kalkulieren, fallen in die

Kategorie »Hochrisikosystem« und müssen strengen Normen und Standards

entsprechen. Diese müssen mit Bedacht festgesetzt werden. Wie in diesem

Beitrag dargelegt wurde, ist es entscheidend, vor Einführung eines KI-Sys-

tems die tatsächlichen Bedarfe zu identifizieren. Allen voran muss die Frage

geklärt werden, ob der Einsatz einer KI wirklich notwendig und sinnvoll ist,

oder ob eine andere Lösung gefunden werden kann. Fällt die Entscheidung

zugunsten der KI aus, müssen die davon Betroffenen in jeden Schritt der

Entwicklung der individuellen KI-Lösung einbezogen werden.
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