Von Datenknappheit zur Datenhoheit'’

Endkonsument*innen als aktive Gestalter*innen fur mehr Fairness in der
Datensammlung

K. Valerie Catl

1 Einleitung

Daten spielen fiir die Entwicklung Kinstlicher Intelligenz (KlI)-basierter Systeme eine zentrale
Rolle. Insbesondere im Kontext fairer KI wird die Bedeutung von Daten zunehmend diskutiert,
da Daten eine zentrale Quelle fiir Unfairness darstellen kbnnen (z. B. Feuerriegel et al. 2020).
Dabei spielt beispielsweise das Set an Trainings- und Testdaten eine grofie Rolle, um méglichst
diskriminierungsfreie Systeme zu entwickeln. Auch die Art des Trainings, die Wahl der Modelle
und wie diese Systeme implementiert werden, sowie die Wahl entsprechender Algorithmen (z. B.
Wahl von Pre- oder Post-Processing Algorithmen) werden im Sinne fairer KI vielfach diskutiert
(z. B. von Zahn et al. 2022).

! Am Projekt COMET arbeiten das Deutsche Forschungszentrum fiir Kiinstliche Intelligenz (DFKI) und die Goe-
the Universitit Frankfurt/Main (GU) zusammen. An der Entwicklung der Mechanismen haben Prof. Dr. Oliver
Hinz (GU), Prof. Dr. Oliver Thomas (DFKI), Constantin Brincoveanu (GU), Dr. K. Valerie Carl (GU), Léon
Dankert (DFKI), Dr. Tobias Dreesbach (DFKI), Rebecca Heigl (GU) und Aaron Witzki (GU) zusammengear-
beitet. Das Projekt COMET wird vom Bundesministerium fiir Wirtschaft und Energie (BMWE) im Rahmen des
Technologieprogramms ,,SmartLivingNEXT — Kunstliche Intelligenz fiir nachhaltige Lebens- und Wohnumge-
bungen® geférdert. Mit SmartLivingNEXT entsteht ein universelles, Kl-basiertes Okosystem fiir die einfache und
kostengiinstige Entwicklung intelligenter und an Nachhaltigkeit ausgerichteter Smart Living-Dienste und -An-
wendungen. Insbesondere der unkomplizierte und sichere Datenaustausch zwischen allen Beteiligten wird damit
erméglicht.
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Fairness kann in Bezug auf Daten noch weitergedacht werden. So kann faire KI bereits einen
Schritt davor beginnen und auch eine faire Akquise von Daten von Endkonsument*innen, also
den Datenerzeuger*innen, beinhalten (siche Abbildung 1). Dabei gehen Gedanken hinsichtlich
Fairness Uber diverse und diskriminierungsfreie Daten hinaus und beinhalten auch die Art und
Weise wie Daten fiir das Training Kl-basierter Systeme gesammelt werden. Das hei3t beispiels-
weise, dass sich Endkonsument*innen tatsidchlich bewusst sind, dass gerade Daten von ihnen
gesammelt werden, an wen diese weitergegeben werden und wofir (bspw. fir das Training KI-
basierter Systeme) diese Daten eingesetzt werden. Oftmals ist dies in der Praxis nicht der Fall (vgl.
Acquisti et al. 2018).

Validierung Implementierung
Daten- Daten- Algorithmus- Algorithmus-
sammlung | verarbeitung Entwicklung Einsatz
Feedback

Bias?

Nachvollziehbarkeit?

ABBILDUNG 1: BEISPIELHAFTE ENTSCHEIDUNGEN FUR FAIRE KI
(QUELLE: EIGENE DARSTELLUNG IN ANLEHUNG AN
VAN HOUTEN 2020)

Endkonsument*innen-Daten werden nicht nur in den Unternehmen genutzt, mit denen Endkon-
sument*innen eine direkte Interaktion haben, sondern teilweise auch tiber Unternehmensgrenzen
weitergegeben. So werden sie beispielsweise zwischen T6chtergesellschaften und der Mutterge-
sellschaft geteilt. Aber auch unabhingige Unternehmen kénnen ein Interesse an diesen Endkon-
sument*innen-Daten haben. Insbesondere kleine und mittelstindische Unternehmen (KMUs)
und Startups stehen oftmals vor einem Henne-Ei-Problem: Fir das Training KI-basierter Systeme

werden zumeist (groflere) Datenmengen bendtigt und stellen damit eine Voraussetzung fiir das
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Angebot innovativer digitaler Dienste und Produkte dar. Gleichzeitig sind derartige Daten vor
Angebot solcher Produkte und Dienstleistungen in KIMUs und Startups hiufig nicht vorhanden
(vgl. Witzki et al. 2025a). Entsprechend stellt sich die Frage, wie Daten fiir Kl-basierte Services
(extern) akquiriert werden kénnen. Oftmals werden diese nicht tber Unternehmensgrenzen hin-
weg zur Verfigung gestellt. Dafiir kdnnen Datenschutzbedenken, Wettbewerbsvorteile, Interope-
rabilititsprobleme oder Vertrauen in fremde Organisationen Griinde sein. Zudem ist die Weiter-
gabe von Daten Giber Unternehmensgrenzen hinweg auch aus Fairness-Perspektive kritisch zu
evaluieren. Ohne eine ausreichende Datengrundlage ist allerdings das Training Kl-basierter Sys-
teme nicht méglich. Gerade im Sinne eines fairen Wettbewerbs und Chancen fiir KMUs und
Startups sowie das Aufbrechen sogenannter Datensilos (vgl. Tallon 2013) ist die Verfiigbarkeit
von Daten iiber Unternehmensgrenzen hinweg in einer fairen Art und Weise ein Schlissel fiir
innovative, verantwortungsvolle Systeme der Zukunft, und damit die Verfiigbarkeit von Daten

aulerhalb einiger weniger Unternchmenskonglomerate.

Digitale Okosysteme, speziell Datendkosysteme, bieten eine sich stetig entwickelnde Platt-
form, Daten zu akquirieren (vgl. Oliveira et al. 2019; Scheider et al. 2023). Sie kénnen einen recht-
lichen sowie Werte-Rahmen fiir den Austausch von Daten bieten sowie spezifische Mechanismen
bereitstellen, die den Datenaustausch tiber Unternehmensgrenzen hinweg gesichert ermdéglichen.
Derartige Datenékosysteme entwickeln sich zunehmend in der Realitit, beispielsweise in den Do-
minen Smart Living und Mobilitit.

Bisher teilen im Rahmen von Datendkosystemen insbesondere Unternehmen untereinander
Daten, die oftmals von Endkonsument*innen erzeugt werden (vgl. Scheider et al. 2023). Im Sinne
von mehr Fairness, ist die Einbindung von Endkonsument*innen als aktive Akteure in diesen
Austausch méglich. Fiir eine faire Akquise kénnen in diesen Okosystemen zusitzliche Mechanis-
men implementiert werden, die Endkonsument*innen ermichtigen, aktiv zu handeln und damit
Daten fair und informiert bereitzustellen (vgl. Dreesbach et al. 2025). So behalten Endkonsu-
ment*innen die Hoheit tiber ihre eigenen Daten, werden in ihrer Souverinitit gestirkt und gleich-
zeitig werden so gegebenenfalls mehr Daten tiber Unternechmensgrenzen hinweg fair und verant-

wortungsvoll verfligbar.

Im Folgenden werden zunidchst Faktoren und Einfliisse auf eine faire Datensammlung tiber

Unternehmensgrenzen hinweg im Kontext Kl-basierte Systeme aufgezeigt, um ein Verstindnis
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zu ermoglichen, welche Aspekte zu einer fairen Datensammlung fir Kl-basierte Systeme beitra-
gen kénnen. Darauf aufbauend werden spezifische Mechanismen sowie Design-Entscheidungen
in einem digitalen Datendkosystemen beleuchtet, die eine solche faire Datenbereitstellung in der
Praxis unterstiitzen und flichendeckend méglich machen kénnen. So witd fiir die Domine Smart
Living exemplarisch gezeigt, wie eine fairere Datensammlung sichergestellt werden kann. Die ent-
wickelten Mechanismen sind dominenunabhingig anwendbar und sollen exemplarisch notwen-
dige Entscheidungen und mdégliche Designvorschlige aufzeigen. Zuletzt wird ein Ausblick auf

mogliche weitere Entwicklungen gegeben.

2. Faire Datensammlung fiir KI-basierte Systeme

Im Sinne fairer KI und der freiwilligen Ubernahme zusitzlicher Verantwortung, kénnen Organi-
sationen Uber gesetzliche Anforderungen hinausdenken und stirker im Sinne fairer KI handeln,
als sie verpflichtet sind (vgl. Mihale-Wilson et al. 2021). Soll also die Datensammlung fiir KI-
basierte Systeme besonders fair und verantwortungsvoll ausgestaltet werden, bieten rechtlich bin-
dende Anforderungen einen guten Ausgangspunkt. Die Deutsche Datenschutz-Grundverord-
nung (DSGVO) hat fiir informiertes Einverstindnis von Endkonsument*innen den rechtlichen
Grundstein gelegt. In der Praxis geben Endkonsument*innen jedoch zumeist zu (lingeren, teil-
weise sehr komplizierten) Datenschutzerklirungen per Checkmark die Zustimmung — oftmals
ohne diese wirklich zu lesen.? Damit erfolgt zwar eine informierte Einwilligung, die Frage ist al-
lerdings, wie bewusst und fair diese Zustimmung ist und ob Endkonsument*innen immer die
Tragweite ihrer Entscheidungen bewusst ist. Unternehmen kénnen zudem Interfaces so gestalten,
dass Endkonsument*innen zur Zustimmung zusitzlich incentiviert (,,nudging®) werden (vgl. Ac-
quisti et al. 2018). Insbesondere im Fall digitaler (Daten-)Okosysteme erfolgt diese Zustimmung
gegebenenfalls nicht nur fir das Unternehmen, mit dem direkt eine Geschiftsbezichung besteht,
sondern im Rahmen der Datenschutzerklirung wird gegebenenfalls der Weitergabe an Unterneh-
men im gréBeren Unternehmensverband oder sogar fiir das ganze Okosystem zugestimmt. Im

Sinne einer méglichst fairen Datensammlung ist also die Frage, ob die Zustimmung zu reguliren

2 Einige Unternchmen ergreifen hier bereits zusitzliche MaB3nahmen, um eine informierte Einwilligung zu unter-
stitzen (z. B. One-Pager, FAQs, cinfache Erlduterungen). Jedoch sind solche zusitzlichen Informationen und

unterstiitzenden Angebote noch nicht flichendeckend verfiigbar.
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Datenschutzerklirungen (und AGBs) wirklich die volle Souverinitit von Endkonsument*innen

gewihrleistet und eine faire Datenweitergabe tber Unternechmensgrenzen hinweg sicherstellt.

Selbst wenn diese Erkldrungen gelesen werden, ist die Frage, ob Endkonsument*innen im-
mer verstehen, wie und wofir ihre Daten an wen weitergegeben werden. Aufgrund der teils kom-
plexen und juristischen Formulierungen kann diese fiir Endkonsument*innen teilweise schwer
nachvollziehbar sein. Entsprechend ist im Sinne einer fairen Datensammlung fraglich, ob in jedem
Falle eine tatsdchlich informierte Entscheidung getroffen werden kann. Im Sinne einer moglichst
fairen Datenverwendung sollte Endkonsument*innen klar und verstindlich erldutert werden, wo-
fur ihre Daten durch wen genutzt werden (vgl. Catl/Hinz 2024), um eine tatsichlich informierte

Zustimmung zu gewihrleisten.

Zudem kénnen oftmals keine Anpassungen der Datenweitergabe vorgenommen werden.
Vielmehr missen Endkonsument*innen, sofern sie ein bestimmtes Produkt oder einen bestimm-
ten Service nutzen wollen, der Datenschutzerklirung und damit der hierin dargelegten Datenver-
wendung zustimmen. Oftmals kénnen nicht fir einzelne Zwecke Anpassungen vorgenommen
werden. Sind solche Einstellungen anpassbar, steuern trotz allem manche Unternehmen die Da-
tennutzung tUber die sogenannten Default-Settings, also Voreinstellungen, die festgelegt werden
und die mit zusitzlichem Aufwand angepasst werden miissen. Endkonsument*innen miissen in
diesem Fall aktiv Anderungen vornehmen, was von vielen Endkonsument*innen nicht genutzt
wird (vgl. Acquisti et al. 2018). Eine Personalisierung ist nur durch Initiative von Endkonsu-
ment*innen mdéglich, oftmals nicht bekannt oder wird nicht genutzt. Zudem steuern Unterneh-
men iber den damit verbundenen (zeitlichen) Aufwand, wie viele Anpassungen tatséchlich vor-
genommen werden. Je linger eine entsprechende Anpassung dauert, desto weniger wahrschein-

lich ist, dass viele Endkonsument*innen ihre Moglichkeit der Anpassung nutzen.

Endkonsument*innen haben in der Praxis oftmals nicht das Gefiihl, die Datenverarbeitung tat-
sichlich kontrollieren zu kénnen (vgl. Scheider et al. 2023). Diese Kontrolle ist fiir viele Endkonsu-
ment*innen allerdings eine zentrale Voraussetzung fiir das Teilen von Daten (vgl. Aitken et al. 2010).
Zudem ist die Frage, wie einfach diese Kontrolle ausgeiibt werden kann (vgl. Hanneke et al. 2023).

Je niederschwelliger Lésungen sind, desto eher werden Endkonsument*innen ihre Rechte nutzen.

Datenakquise und deren Verwendung fir KI ist nicht per se unverantwortlich, vielmehr kén-

nen MalBnahmen ergriffen und Mechanismen implementiert werden, die diese fairer und damit
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verantwortungsvoller machen. Wichtig ist das Bewusstsein von Organisationen, dass faire KI be-
reits bei der Akquise von Daten fiir das Training beginnt. Oftmals ist eine Fremdakquise tber
Unternehmensgrenzen hinweg notwendig, weil entsprechende Daten im Unternehmen nicht ver-
fiigbar sind. Dabei ist ebenfalls zu beachten, dass Verantwortung nicht an der eigenen Unterneh-
mensgrenze authort, sondern das akquirierende Unternehmen auch bewusste Entscheidungen
hinsichtlich aller beteiligten Akteure in Betracht ziehen sollte. So sollte sich das akquirierende
Unternehmen fragen, ob die Daten von Endkonsument*innen als Datenerzeuger*innen verant-
wortungsvoll erhoben wurden und eine verantwortungsvolle und faire Weitergabe stattfindet. So-
mit ergeben sich im Sinne einer fairen Datenakquise und Verwendung als Baustein fairer KI fol-

gende Schliisselfragen:?

= SF1: Sind sich Endkonsument*innen der Datenverwendung bewusst?

= SF2: Erfolgt die Datenverwendung fir Endkonsument*innen unerwartet itber Unterneh-
mensgrenzen hinweg?

= SF3: Ist die Datenverwendung fiir Endkonsument*innen verstindlich?

= SF4: Kann eine Personalisierung der Datenverwendung durch Endkonsument*innen vorge-
nommen werden?

= SF5: Haben Endkonsument*innen die Kontrolle tiber das Teilen der Daten?

= SF6: Erfolgt die Datensammlung, -akquise und -verwendung bei allen beteiligten Akteuren

verantwortungsvoll?

3 Datenckosysteme als Treiber fiir faire Datenakquise bei gleichzeitig hoherer
Verfligharkeit

Digitale Datendkosysteme stellen eine Plattform fiir den Austausch von Daten dar (vgl. Oliveira
et al. 2019). Je nach Governance und Struktur kann ein solcher Datenaustausch mehr oder
minder verantwortungsvoll vonstattengehen. Bisher werden dabei vor allem zwei Akteure be-
trachtet: organisationale Datenbereitsteller (z. B. App-Anbieter) und organisationale Datenkon-
sumenten (z. B. KI-Service-Anbieter) (siche Abbildung 2) (vgl. Scheider et al. 2023). Zukiinftig

3 Die vorgestellten Schliisselfragen sollen als Diskussionsanstof3 dienen und stellen keine abschlieBende Aufzihlung
dar. Auf Basis bisheriger Forschung und Beobachtungen in der Praxis wurden besonders prisente Schliisselfragen
ausgewihlt, die eine zentrale Rolle fiir faire Datenakquise spielen.
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kénnten Endkonsument*innen allerdings aktiver in diesen Datenaustausch eingebunden wer-
den und souverin handeln (siche Abbildung 2) (vgl. Oliveira et al. 2019).

(a) Datenakquise ohne Endkonsument*innen als aktive Akteur*innen

Endkonsument*in Unternehmen
7.B. App-Anbieter
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Geschiftsheziehung:

*  Nutzung der Services und/oder Produkte

*  Zustimmung Datenschutzerklarung

*  Sammlung von Endkonsument*innen-Daten

(b) Datenakquise mit Endkonsument*innen als aktive Akteur*innenin Datentkosystemen

Geschéftsbeziehung:
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Zustimmung Datenschutzerklarung

* Sammlung von Endkonsument*innen-Daten
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ABBILDUNG 2: DATENAKQUISE VON ENDKONSUMENT*INNEN-
DATEN (QUELLE: EIGENE DARSTELLUNG)
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Wenn Endkonsument*innen als souverine Entitdten in Datendkosystemen agieren und ihre Da-
ten informiert und bewusst fiir organisationale Datenkonsumenten bereitstellen kénnen, werden
einerseits Endkonsument*innen in ihren Rechten gestirkt. Daftr sollten sie ihre Rechte aber auch
méglichst einfach ausiiben kénnen, um die Hurde fir ihre Ausiibung méglichst gering zu halten.
So wird faire KI tber Training und Implementierung hinausgedacht, indem auch eine faire Da-
tenakquise verfolgt wird. So kann gegebenenfalls auch die Datenverfiigharkeit tber Unterneh-
mensgrenzen hinweg unterstitzt werden. Wenn Endkonsument*innen ihre Daten freiwillig und
informiert an andere Unternehmen tbertragen, fallen fiir das bisher verwaltende Unternehmen
(2. B. organisationaler App-Anbieter) rechtliche Bedenken weg, die diese Ubertragung bisher be-
hindert haben. Zudem kénnen Endkonsument*innen zusitzlich incentiviert sein, ihre Daten frei-
willig und informiert zur Verfiigung zu stellen. Ahnlich wie beim Crowdfunding kénnen Daten
fir das Training innovativer Kl-basierter Services bereitgestellt werden mit der Motivation, diesen
Service zukiinftig selbst nutzen zu kénnen. Beispielsweise in der Medizinforschung ist dieser Ef-
fekt bereits zu beobachten. Patient*innen stellen ihre Daten freiwillig zur Verfiigung, damit eigene
Krankheiten besser erforscht werden kénnen oder um der Gesellschaft als Ganzes zu helfen (2.
B. Aitken et al. 20106). Die meisten Kl-basierten Systeme fallen nicht in die Kategorie der Mediz-
inforschung. Trotz allem kann beispielsweise die Aussicht auf bessere Energieprognosen und
Kosteneinsparpotenziale oder mehr Komfort Endkonsument*innen motivieren, ihre Daten frei-

willig fiir das Training von Kl-basierten Systemen bereitzustellen.

Um diese Souverinitit zu ermdglichen und eine fairere Datenakquise zu verwirklichen, mis-
sen verschiedene Mechanismen und Governances in digitalen Datenékosystemen implementiert
werden, die Endkonsument*innen die direkte und einfache Kontrolle iiber ihre Daten geben und

gleichzeitig die Moglichkeit, thre Daten souverin freizugeben.

In der Domiine Smart Living werden solche Mechanismen im SmartLivingNEXT Okosystem*
durch das Projekt COMET? pilotiert (siche Abbildung 3). Diese Mechanismen stellen einen méglichen
Weg dar, Endkonsument*innen zu souverdnen Akteuren in digitalen (Daten-)Okosystemen zu et-
michtigen und ein bewusstes und faires Datenteilen zu unterstitzen. Endkonsument*innen werden
tber bestehende Apps aus dem Bereich Smart Living (z. B. Energieverbrauchsmonitoring und As-
sisted Living) an das digitale Okosystem angebunden. Die pilotierten Mechanismen sind sowohl in

4 Fiir eine ausfiihrliche Einfithrung des Okosystems vgl. SmartLivingNext (2025).
5 Fir eine ausfiihrliche Einfithrung des Projektes vgl. SmartLivingNext in COMET (2025).
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bestehenden Apps anwendbar wie im Projekt gezeigt wird, als auch in eigens entwickelten Apps um-
setzbar. So kénnen bestehende Unternehmen und Datenkosysteme aber auch sich neu entwickelnde
Okosysteme und Anwendungen auf die pilotierten Mechanismen zuriickgreifen und sie dominenun-
abhingig implementieren. Anhand des Projektes COMET und der Domine Smart Living soll exemp-
larisch gezeigt werden, wie Datensouverinitit bei Endkonsument*innen einerseits zu faireren KI-ba-

sierten Systemen und andererseits zu besserer Datenverfiigbarkeit fithren kann.
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Weitere Apps aus WoWi Consent
Endkonsument*innen und Smart Living Registry

ABBILDUNG 3: PILOTIERTE MECHANISMEN IM PROJEKT COMET
(QUELLE: EIGENE DARSTELLUNG IN ANLEHUNG AN COMET 2025)

Die genannten sechs Schliisselfragen (siche Kapitel 2) waren zentral bei der Entwicklung entsprechen-
der Mechanismen im Projekt COMET. Die Sicherstellung der fairen Datensammlung tiber verschie-
dene Akteure hinweg (SF6) wird primdr durch die aktive Einbindung von Endkonsument*innen als
souveridne Entitdten adressiert. Endkonsument*innen sollen im Rahmen dieser Mechanismen selbst
entscheiden kénnen, wer ihre Daten erhilt und was mit ithnen passiert und treten damit an die Stelle
der bisher hiufigen Entscheidungstriger: organisationale Datenbereitsteller wie App-Anbieter. Diese
Souverinitit soll moglichst niederschwellig und einfach austibbar sein. Endkonsument*innen erhalten
eine aktive und selbstbestimmte Rolle im digitalen Datendkosystem, sodass akquirierende Unterneh-

men direkt mit Endkonsument*innen in Kontakt kommen und nicht wie bisher zumeist mit einem
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zwischengeschalteten Unternehmen, mit dem die Datenerzeuger*innen in direkter Interaktion stehen.
Durch diese direkte Interaktion mit Endkonsument*innen kann von einer faireren Datenakquise aus-
gegangen werden, da Endkonsument*innen ihre Daten bewusst, informiert, fair und freiwillig teilen.
Entsprechend tbernimmt das akquirierende Unternehmen auch tber Unternechmensgrenzen hinweg
Verantwortung, indem eine faire Datensammlung Voraussetzung fir die Akquise der Daten ist. Es
werden also nur Daten akquiriert, die fair, informiert und freiwillig gewonnen wurden durch die direkte
Einbindung von Endkonsument*innen. Im Gegensatz dazu, sind beispielsweise unbewusst echobene
Scrolling-Daten weniger verantwortungsvoll erthobene Daten, woriiber sich auch das akquirierende

Unternehmen bewusst sein und daftir Verantwortung tibernehmen sollte.

Dariiber hinaus sollen in diesem exemplarischen Okosystem Endkonsument*innen fiir die frei-
willige und faire Datenfreigabe einen personlichen Vorteil erhalten, unabhingig davon, wie oft oder
regelmilig sie ihre Daten freigeben, um die tatsdchliche Freiwilligkeit der Freigabe sicherzustellen.
Derart freigegebene Daten sind Innovations-Enabler, sodass Endkonsument*innen von innovative-
ren Produkten und Services profitieren. Dariiber hinaus wird ihnen von einer zentralen Entitdt des
digitalen Okosystems SmartLivingNEXT ein weiterer Service zur Verfiigung gestellt, der illustriert,
was mit freigegeben Daten erreicht werden kann. Im Falle des SmartLivingNEXT Okosystems und
des Projektes COMET ist dies ein sogenannter ,,Statistik-Service, der Energie- und Assisted Living-
Daten auswertet und mit Hilfe von KI personalisierte Empfehlungen, Vorhersagen und Warnungen
(in den Bereichen Energie und Assisted Living) ausgibt. So sollen Endkonsument*innen durch das
Okosystem einen personlichen Vorteil erhalten als Motivation fiir mogliche freiwillige Datenfreiga-
ben. Gleichzeitig wird mit diesem Statistik-Service gezeigt, welche Systeme mit Hilfe derartiger Da-
tenfreigaben zukinftig durch die akquirierenden Unternechmen entwickelt werden kénnten. Damit
geht das digitale Okosystem in Vorleistung gegeniiber den Endkonsument*innen ohne erwartete Ge-
genleistung. Wichtig dafiir ist, dass Datenfreigaben keine Voraussetzung fiir die Nutzung dieses Ser-
vice sind. Vielmehr soll der Service illustrieren, was mit Hilfe von Datenfreigaben moglich ist und
einen Mehrwert fiir das digitalen Datendkosystem als Ganzes darstellen. In verschiedenen Use Cases
in der Domine Smart Living konnte bereits gezeigt werden, dass durch derartige Statistik-Services
ein Mehrwert fiir Endkonsument*innen entstehen kann (z. B. Brincoveanu et al. 2024).

Ein weiterer zentraler pilotierter Mechanismus ist die sogenannte ,,Consent Registry®. Dieser
Mechanismen hat Finzelanfragen fur die Datenfreigabe zum Zweck, die von Endkonsument*in-

nen im Sinne einer gestirkten Souverinitit geschitzt werden (vgl. Hanneke et al. 2023). Das heil3t
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Endkonsument*innen sollen nicht durch (einmalige) Zustimmung zu einer Datenschutzerklirung
ihre Daten freigeben. Vielmehr sollen sie je Verwendungszweck und akquirierendem Unternch-
men entscheiden kénnen, ob sie ihre Daten fiir diesen Zweck freigeben wollen (vgl. Witzki et al.
2025a) (siche Abbildung 4).

(a) Initiale Ansicht einer Datenanfrage fiir Endkonsument*innen

s (R <« =
4

Data requests

Inquiring institution: ®
Goethe Universitat Frankfurt

Intended purpose: @
Research project

B Type of data: ®
Electricity consumption

Retention period:
01/2024 - 12/2024

N X @
= Qe

oo Ghot

(b) Detaillierte Ansicht einer Datenanfrage fir Endkonsument*innen (ausklappbare Felder)

IS « - G -
N <4

Data requests Data requests

Inquiring institution: Inquiring institution:
Goethe Uriversitat Frankdurt ) B8R Gootne Universiat Frankut &)

Intended purpose: e
Business sector Research project

Research and education
Description

‘We would like to ask for your
Institution type:
University

Intended purpose:

optimize energy consumption and
4 reduce environmental impact. Rest
Research project ‘assured, your data will be treated
confidentially and used exclusively
for scientific purposes.

Type of data: Thank youin advance for
Electricity consumption oo .

Retention period: Type of data
01/2024 - 12/2024 Electicity consumption

ABBILDUNG 4: ANSICHT VON DATENANFRAGEN FUR
ENDKONSUMENT*INNEN IM RAHMEN DER CONSENT REGISTRY
(QUELLE: WITZKI ET AL. 2025A)
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Die Consent Registry soll die Souverinitit von Endkonsument*innen stirken und eine Persona-
lisierung der Datenfreigaben soll einfach und intuitiv méglich sein (SF4). Durch diese Einzelan-
fragen soll sichergestellt werden, dass jeder Freigabe bewusst und informiert zugestimmt wird
(SF1) und somit der Grundstein fiir faire Datenweitergabe und damit faire KI gelegt wird. Durch
die Verwendung der Consent Registry fiir Datenweitergabe und die explizit benétigte Zustim-
mung zu jeglicher Verwendung, entsteht bei Endkonsument*innen ein gré3eres Bewusstsein und
Verstindnis von wem und wofiir ihre Daten verwendet werden (SF1). So werden Endkonsu-

ment*innen in ihrer Datenhoheit und Souverinitit gestirkt.

Durch die proaktive Bereitstellung eines Mechanismus zur Datenfreigabe auf Basis einer
Opt-in-Lésung, kann eine vollstindige Personalisierung der Datenfreigabe erfolgen. Die Daten-
freigabe ist keine Voraussetzung fur die Nutzung von Diensten oder Produkten, sodass kein
Zwang besteht, der Verarbeitung zuzustimmen. Durch eine méglichst einfache und intuitive Ein-
bindung in neue und bestehende Applikationen soll zudem die Nutzungsschwelle so gering wie
moglich gehalten werden, um eine Personalisierung méglichst einfach zu machen. So bleibt auch
die Kontrolle der Datenfreigabe komplett bei Endkonsument*innen. Die Datenfreigabe erfolgt
bewusst und informiert ohne Verpflichtung oder als Trade-off gegentiber der Nutzung von Pro-
dukten und Services und somit freiwillig. Dadurch erhalten Endkonsument*innen volle Souveri-
nitdt und behalten die Datenhoheit (SF5).

Insbesondere die Datenweitergabe tiber Unternechmensgrenzen hinweg (SF2) wird fir End-
konsument*innen dadurch transparenter und eine souverine Entscheidung kann je Einzelfall ge-
troffen werden. Das heil3t, bei gleichem Zweck, Dauer, etc. kann trotzdem zwischen Unterneh-
men unterschiedlich entschieden werden, weil beispielsweise das Vertrauen zu Unternehmen A
groBer ist als zu Unternehmen B oder die erwartete Technologie interessanter. Auch im Zeitver-
lauf kann zwischen gleichen Zweck, Datentyp und Unternehmen abweichend entschieden wer-
den. Es erfolgt eine Zustimmung auf Einzel-Case-Basis, die nicht auf zukiinftige Anfragen ange-
wendet wird. Insbesondere wird nicht auf Unternehmensbasis, sondern auf Use-Case-Basis eine
HEntscheidung zur Datenfreigabe getroffen, sodass kein Unternehmen Blanko-Daten bekommt,
mit denen beliebige Zwecke verfolgt werden kénnen (z. B. das Training mehrere verschiedener
KI-basierter Services). Unternehmen miissen fir jeden geplanten Dateneinsatz eine eigene An-
frage an die Endkonsument*innen stellen. Insgesamt wird so mehr Bewusstsein und Transparenz

sichergestellt, was schlussendlich zu einer faireren und bewussteren Datenbereitstellung beitrigt.
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Voraussetzung fiir Anfragen von akquirierenden Unternehmen tiber die Consent Registry ist
zudem, dass Anfragen leicht verstindlich formuliert werden. Zudem wird den akquirierenden
Unternehmen ein Formular bereitgestellt, das genutzt werden muss, sodass Endkonsument*innen
Anfragen immer in der gleichen Struktur erhalten und alle benétigten Informationen fiir eine
informierte Entscheidung bereitgestellt werden (SF3). So ist eine einfachere Vergleichbarkeit zwi-
schen Anfragen gegeben. Eine gleichbleibende Struktur reduziert zudem fiir Endkonsument*in-
nen den nétigen Aufwand, sich in neue Anfragen einzuarbeiten und entsprechende Entscheidun-

gen zu treffen.

Des Weiteren sollen Endkonsument*innen nicht nur souverin ihre Daten freigeben kénnen,
sondern ihre Souverinitit und Datenhoheit soll auch langfristig geschiitzt werden, mit Hilfe des
sogenannten ,,Data Usage Analyzer”. Dieser Mechanismus soll Endkonsument*innen die lang-
fristige Nachverfolgbarkeit, was mir ihren Daten geschieht, ermdglichen und ihnen somit die
Kontrolle tiber ihre Daten vereinfachen (SF5). So soll dartiber jede getitigte Freigabe ersichtlich
sein, wofiir diese Daten im akquirierenden Unternehmen genutzt wurden, ob diese bereits ge-
16scht wurden oder wann diese geléscht werden und weitere Informationen zur Freigabe langfris-
tig und zuginglich gespeichert werden. So miissen nicht wie nach DSGVO méglich Anfragen zur
Datennutzung gestellt werden. Vielmehr sind diese Informationen jederzeit iiber die angebunde-
nen Apps abrufbar. So wird fiir Endkonsument*innen die Austibung ihres Rechts auf Informa-
tion, Anpassung und Léschung vereinfacht durch einen konsolidierten, einfach nachvollziehbaren
Uberblick iiber die Datenverwendung und so ihre Souverinitit gestirkt. Damit wird auch nach
Datenfreigabe zur Personalisierbarkeit beigetragen (SF4), indem eine personliche Ubersicht der
genutzten Daten bereitgestellt wird. Entsprechend hort Verantwortung fiir implementierende Un-
ternehmen nicht bei der Datenfreigabe selbst auf, sondern auch danach wird weiter Verantwor-
tung im Sinne fairer KI tbernommen. Derartige nachtrigliche Transparenz tber die tatsichliche
Verwendung der Daten kann das Vertrauen von Endkonsument*innen stirken und so schluss-
endlich gegebenenfalls mehr Datenfreigaben begiinstigen, da die Transparenz hinsichtlich der
Verwendung erméglicht wird und so die Kontrolle tiber die Daten bei den Endkonsument*innen

unterstutzt und leichter austibbar ist.

Die pilotierten Mechanismen kénnen sowohl innerhalb eines Datendkosystems als auch in-
nerhalb eines einzelnen Unternehmens eingesetzt werden. Unternehmen kénnen auch ihren eige-

nen Kund*innen Souverinitit geben, einfach, verstindlich und fair ihre Daten zu verwalten und
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Datenhoheit iiber eigens erzeugte Daten zu behalten. So kann beispielsweise auch an eigene
Kund*innen (nicht nur an unternchmensexterne Endkonsument*innen) eine Anfrage gestellt
werden, ob Daten fiir das Training eines bestimmten Kl-basierten Systems genutzt werden kon-
nen. So kénnen Unternehmen die in COMET pilotierten Mechanismen auch fir den internen

Einsatz weiterdenken und so eine fairere Datenakquise intern verfolgen.

4 Aushlick

Zusammengefasst sollte ein méglicher Ansatz fiir faire Datenakquise gezeigt und damit ein Bei-
trag zu fairer KI und der Ubernahme von Verantwortung im Sinne von Corporate Digital Respon-
sibility (CDR) geleistet werden. Faire KI umfasst eine Vielzahl verschiedener Bausteine wie di-
verse und diskriminierungsfreie Trainingsdaten, faire Systeme, bestenfalls erklirbare Entscheidun-

gen und ein ethischer und fairer Einsatz solcher Systeme.

Die hier vorgestellten pilotierten Mechanismen und Anwendungen sollen einen Beitrag dazu
leisten, faire KI auch aus einer anderen, weniger diskutierten Brille zu beleuchten: der Fairness in
der Datenakquise und -nutzung fiir das Training von KI. Insbesondere aufgrund des Bedarfs,
Daten tiber Unternehmensgrenzen hinweg verfiigbar zu machen, kénnen Endkonsument*innen
als souverine Akteure in digitalen Datendkosystemen eine wichtige Rolle spielen. Einerseits kon-
nen Endkonsument*innen so souveriner ihre Daten kontrollieren sowie deren Verwendung. An-
dererseits werden Daten so tiber Unternehmensgrenzen hinweg eher verfiigbar gemacht, sodass
insbesondere KMUs und Startups Zugang zu ihnen erhalten bei gleichzeitiger Ubernahme von
Verantwortung und Verfolgung des Ziels fairer KI. Faire KI bedeutet auch, dass Endkonsu-
ment*innen souverdn mit ihr interagieren. Und das beginnt bereits bei der Art und Weise, wie
Daten fiir das Training akquiriert werden. Die vorgestellten Mechanismen und Governance-As-
pekte sollen einen moglichen Weg aufzeigen, wie die Souverinitit von Endkonsument*innen ge-
stirkt werden kann bei gleichzeitiger Stirkung von KMUs und Startups in ihrer Moglichkeit, Da-

ten zu akquirieren und Kl-basierte Systeme zu trainieren.
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