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Bei diesem Beitrag handelt es sich um einen wissenschaftlich
begutachteten und freigegebenen Fachaufsatz (,,reviewed paper”).
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Entwicklung eines Objekterkennungssystems fiir die Erzeugung und Pflege digitaler Umgebungsmodelle

Flexible Objektdetektion
in 3D-Lidar-Scans

M. Willenbrink, D. Karelina, 1. Effenberger

Eine wachsende Zahl von Unternehmen setzt auf Digitalisie-
rung, um ihre Prozesse zu optimieren und angesichts zuneh-
mender Unsicherheiten resilienter zu werden. Die Erzeugung
und Pflege der dazu eingesetzten digitalen Modelle ist aber mit
hohem Aufwand verbunden. Eine flexible Kl-basierte Objekt-
erkennung, die nur geringe Anspruche an die Datenbasis stellt
und dem Anwender aulRerdem Korrekturmdoglichkeiten bietet,
kann als Schllsseltechnologie helfen, die bestehenden Hinder-
nisse zu Uberwinden und die Transformation zu effizienteren
Prozessen zu beschleunigen.
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1 Motivation

Fachkriftemangel, stockende Lieferketten, kiirzere Produkt-
lebenszyklen - dies sind die Herausforderungen, mit denen sich
Unternehmen zunehmend konfrontiert sehen. In einer Studie
zum Stand der Digitalisierung wurden von Pricewaterhouse-
Coopers verschiedene Mafinahmen zur Stirkung der Resilienz im
Betrieb vorgestellt [1]. Ein digitales Riickgrat wird darin als
Grundvoraussetzung fiir eine zukunftsgerichtete Transformation
identifiziert. Mit digitalen Zwillingen kann die physische Realitit
in digitalen Modellen abgebildet werden und durch die erweiter-
ten Steuerungs- und Simulationsmoglichkeiten ein priziseres
Management erfolgen.

Auch wenn die Notwendigkeit einer effektiven Digitalisierung
erkannt worden ist, stockt in vielen Unternehmen die Umset-
zung. Dies liegt nicht zuletzt am erheblichen Aufwand, der bei
der Erstellung und Pflege der digitalen Datengrundlage betrieben
werden muss. Allein die initiale Bestandsdigitalisierung kann Mo-
nate in Anspruch nehmen. Dabei kann heute mit Lidar-Scannern
in wenigen Minuten eine auf wenige Millimeter genaue Erfassung
der Umgebung stattfinden [2]. Die so entstandenen Punktwolken
und Panoramabilder konnen anschliefend in digitale geometri-
sche Modelle iiberfithrt werden.

Gerade dieser letzte Schritt ist noch immer zeit- und arbeits-
aufwendig und erfolgt groftenteils manuell [3]. Unterstiitzende
Tools beschrinken sich haufig auf die automatische Erkennung
einfacher Elemente wie Winde [4]. Sollen aber weitere Entititen
in der Punktwolke, beispielsweise Werkzeugmaschinen, digitali-
siert werden, miissen diese hiandisch in das Modell eingepflegt
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Flexible object detection in 3D lidar
scans — Development of an object
recognition system for creating and
updating digital models

More and more companies focus on digitization to optimize
their processes and become more resilient in the light of in-
creasing uncertainties. However, generating and updating digi-
tal models used for this purpose involves a significant amount
of effort. Flexible Al-based object detection places fewer de-
mands on the database while offering additional user correcti-
on options. It is the key to overcoming the barriers and accele-
rating the transformation towards more efficient processes.

werden. Um diesen Prozess zu beschleunigen und die Anwender
bei der repetitiven Arbeit zu unterstiitzen, wird ein flexibles Ver-
fahren zur automatischen Objekterkennung in industriellen Um-
gebungen vorgestellt. Durch die Identifikation und exakte Lokali-
sierung von Objekten in der aufgenommenen Szene koénnen in
Zukunft digitale geometrische Modelle mit geringerem Zeit- und
Personalaufwand erstellt und in hoherer Regelmifigkeit aktuali-
siert werden.

2 Stand derTechnik

Mit Lidar-Scannern aufgenommene Punktwolken lassen sich
nutzen, um geometrische Modelle fiir digitale Zwillinge zu er-
zeugen. Der Transfer der unstrukturierten Daten zu attribuierten
digitalen Modellen erfordert jedoch erheblichen Arbeitsaufwand
[3]. Softwareprodukte wie ,Autodesk ReCap®, ,Leica Cyclone”
oder ,Faro Scene“ bieten verschiedene Werkzeuge zur automati-
schen Registrierung von Teilpunktwolken, zum Post-Processing
und zur (semi-)automatischen Objekterkennung. Diese Objekt-
erkennungsverfahren bieten Mdoglichkeiten zur Erkennung von
Strukturelementen wie Boden, Winden und Decken [4] Zuneh-
mend werden auch kleinere Objekte in den Erkennungskatalog
aufgenommen, wie etwa Rohre, Liiftungsschichte oder andere
Elemente hiufig verbauter Gebaudetechnik [S} Technisch setzen
diese Verfahren meist auf klassische Methoden, wie ,Ransac”
oder ,Region Growing®“, um die geometrisch einfachen Objekte
(Quader oder Zylinder) zu detektieren [6-8].

In der Forschung gibt es inzwischen deutlich leistungsfdhigere
Ansitze zur Objektdetektion, die primdr mit Machine-Learning-
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Zusammenfiihrung 2D-
/3D-Erkennung

3D-Clusterverfahren

Bild 2. Entzerrung von 360°-Panoramabildern in Kugelprojektion zu Kacheln gewdhnlicher Rektangularprojektion. Foto: Fraunhofer IPA

Verfahren umgesetzt werden. Fiir Punktwolken existiert etwa
,PointNet“ und darauf aufbauende Varianten wie ,PointNet++"
oder ,PointPillars” [9—1 1]. Diese leiten auf unterschiedlichen
Skalen Features aus Gruppierungen von riumlich benachbarten
Punkten ab und pridizieren fiir jeden Punkt die zugehorige Klas-
se. Die intrinsische Unsicherheit der Detektion in industriellen
Szenen konnte durch eine Reformulierung mit statistischen Bau-
steinen quantifiziert und eine Aussage iiber die Zuverlassigkeit
der Erkennungen gewonnen werden [12]. Few-Shot-Learning
macht durch Eintrainieren universeller Features die Objektdetek-
tion effizienter und reduziert die Abhingigkeit von groflen Trai-
ningsdatensitzen [13].

Diese neuen Moglichkeiten werden von Startups (zum Bei-
spiel Riiico GmbH, aurivus GmbH) von der Forschung in die In-
dustrie getragen. Hiufig sind die Verfahren aber fiir den Einsatz
im breiten Markt noch nicht robust genug und fiir spezialisierte
Anwendungsfille fehlen in der Regel passende Trainingsdaten.
Nicht zuletzt deshalb beschrinkt sich das marktverfiigbare Ange-
bot in der Detektion nach wie vor auf wenige, einfach zu detek-
tierende Elemente und bietet kaum Moglichkeiten, Anpassungen
fiir individuelle Objektklassen vorzunehmen.

Um Anwender bei der Erstellung der digitalen Modelle aus
Lidar-Daten effektiv zu unterstiitzen, ist ein Prozess nétig, der
eine echte 3D-Erkennung auch fiir neue Klassen liefert und dem
Anwender die Moglichkeit zur Korrektur einrdaumt. Im Folgen-
den wird ein solches flexibles Kl-basiertes Verfahren vorgestellt,
das nur von einer geringen Menge an Trainingsdaten abhingt.

3 Flexible Objekterkennung
in multimodalen Daten

Das gewihlte Vorgehen setzt auf multimodale Daten aus
Punktwolken und 2D-Bildern und gliedert sich in die vier Schrit-
te in Bild 1, die durch zwei optionale Kontrollschritte des An-
wenders erganzt werden.

Durch die Auftrennung der Erkennung in eine 2D-Detektion
und eine anschliefende Lokalisierung der Objekte im 3D-Raum
ergeben sich gegeniiber Ende-zu-Ende-Verfahren mehrere grofle
Vorteile. Wenn neue Objektklassen eintrainiert werden sollen,
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kann der dafiir notige Datensatz in 2D annotiert werden, wo-
durch die deutlich aufwendigere Annotation von Objekten in 3D
entfillt. Des Weiteren bietet die Trennung in zwei Teilschritte
flexible Korrekturmoglichkeiten: Sowohl nach Schritt 2, als auch
in Schritt 4 kann der Anwender die Zwischenergebnisse tiberprii-
fen und bei Bedarf anpassen.

3.1 Datenaufnahme und Entzerrung

Da 360°-Panoramabilder mit ihren starken Verzerrungen von
iiblichen 2D-Detektoren nicht direkt verarbeitet werden konnen,
miissen diese zunichst, wie in Bild 2 dargestellt, von der Kugel-
projektion in eine Rektangularprojektion transformiert werden
[14]. Als Ergebnis dieses Schritts steht eine grofie Zahl sich teil-
weise {iberlappender, entzerrter Kacheln zur Verfiigung.

3.2 2D-Objekterkennung

Auf jede der erzeugten Kacheln wird anschliefend ein 2D-
Objektdetektor angewendet, der die Position und Klasse der vor-
handenen Objekte pridiziert. Im aktuellen Entwicklungsstadium
sind zwei verschiedene 2D-Detektoren implementiert: ,Yolov5“
[15, 16] und ein Few-Shot-Ansatz. Yolov5 ist ein etablierter An-
satz fiir schnelle 2D-Erkennungen, der auf 6ffentlichen Datensiit-
zen vortrainiert wurde. Experimentell wird zusitzlich mit einem
Few-Shot-Ansatz gearbeitet, der weniger abhingig von vorhande-
nen Datensitzen ist und anhand weniger Beispiele die Erkennung
neuer Klassen lernt. Durch den flexiblen Aufbau des Verfahrens
sind beim Wechsel des Detektors keine Anpassungen notig —
auch andere Detektoren konnen als Drop-In-Replacement ge-
nutzt werden.

Beim Einsatz des Yolov5-Detektors muss fiir eine genaue Er-
kennung das Modell auf einer groflen Menge annotierter Daten
trainiert werden. Fiir einige Objektklassen existieren dafiir frei
verfligbare Datensitze. Sind spezielle Objekte von Interesse, wie
sie im Industrieumfeld oft auftreten, muss fiir diese ein Datensatz
mit einer hinreichend groflen Anzahl an annotierten Objekten er-
stellt werden. Zur Reduktion des Aufwands fiir die Hinzunahme
neuer Objektklassen ist ein Few-Shot-Verfahren von Vorteil
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Bild 3. Training und Ergebnisse des ,,DeFRCN”“-Detektors. Foto: Fraunhofer IPA

Few-Shot-Detektoren wurden zu dem Zweck entwickelt, aus
einer sehr geringen Menge an annotierten Daten die Erkennung
neuer Objekte lernen zu konnen. Ein Ansatz, der laut Ubersichts-
studie von Kohler et al. [17] eines der besten Ergebnisse liefert, ist
das Decoupled-Faster-RCNN-Verfahren (DeFRCN) von Qiao et
al. [18]. Erste Experimente zur Objekterkennung mit dem
DeFRCN-Ansatz ergaben, dass diese Methode im Fall einer ge-
ringen Variation des Objektes vielversprechend ist. In Bild 3 ist
das Ergebnis fiir das Training mit nur drei Beispielen von Rollen
exemplarisch dargestellt.

In den beiden linken Ergebnisbildern wichen die Position,
Orientierung und Umgebung nur leicht von den drei Trainings-
bildern ab und es konnten die Rollen mit hoher Zuverlissigkeit
erkannt werden. In den beiden rechten Ergebnisbildern sind Feh-
lerfille zu sehen, die durch eine zu stark vom Trainingsdatensatz
abweichende Umgebung und Positionierung verursacht wurden.

Je nach verwendetem Objektdetektor konnen einem Anwen-
der unterschiedliche Korrekturmoglichkeiten angeboten werden.
Liegen mehrere Detektionen vor, von denen diejenigen mit einer
ausreichend hohen Konfidenz im weiteren Verfahren berticksich-
tigt werden, kann der Nutzer proaktiv eine der Detektionen mit
geringer Konfidenz zusitzlich selektieren oder Detektionen hoher
Konfidenz abwihlen. Alternativ kénnen durch hindisches Ein-
zeichnen von 2D-Bounding-Boxes zusitzliche Detektionen hin-
zugefiigt werden.

3.3 3D-Clustering

Die Positionskoordinaten der 2D-Detektionen werden fiir die
3D-Lokalisierung in die Punktwolke projiziert. Anhand der Ka-
meraposition kann ein Teilbereich der Punktwolke extrahiert
werden, der in unmittelbarer Umgebung des in 2D gefundenen
Objekts liegt. Durch diese Mafinahme ldsst sich der Suchbereich
fiir die nachfolgenden Verfahrensschritte erheblich verkleinern.

Mit ,Efficient Ransac” [19], einem intelligenten Clustering-
Verfahren, wird die Teilszene anschliefend, wie in Bild 4 darge-
stellt, in geometrische Grundkérper zerlegt.
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Die Priamisse fiir jeden nachfolgenden Gruppierungsschritt ist,
dass das gesuchte Objekt aus einer Kombination dieser geometri-
schen Primitive gewonnen werden kann. Um eine passende
Gruppierung zu finden, werden die Primitive hierarchisch geclus-
tert und jeder Zwischenschritt als potenzieller Objektkandidat
gespeichert. Das Verfahren terminiert, sobald die letzten Objekte
zur gesamten Teilszene gruppiert werden. Das Ergebnis ist eine
grofle Zahl an 3D-Bounding-Boxes, die jeweils eine mogliche
Position eines Objektes darstellen. Die Information, um welches
Objekt es sich handelt, ist hierbei noch nicht enthalten.

3.4 Zusammenfiihrung 2D- und 3D-Erkennung

Die Auswahl des passenden Objektkandidaten und die Zuord-
nung zu einer Klasse gelingt durch die erneute Betrachtung der
urspriinglichen 2D-Detektion und einer Datenbank mit Vor-
wissen zum gesuchten Objekt. Durch die Riickprojektion der Ob-
jektkandidaten von 3D in 2D kann ein Abgleich der erwarteten
Detektion mit der tatsidchlich stattgefundenen erfolgen. Zusitzlich
erlaubt die Beriicksichtigung des Vorwissens eine weitere Kon-
trolle, sodass Objektkandidaten mit nicht plausibler Grofle oder
Textur verworfen werden konnen. Im Ergebnis wird derjenige
Objektkandidat als erkanntes Objekt ausgewihlt, der die hochste
Ubereinstimmung mit der 2D-Detektion und dem Vorwissen auf-
weist. Wie auch schon in der 2D-Erkennung kann der Anwender
bei Bedarf korrigierend eingreifen und einen beliebigen anderen
Objektkandidaten auswihlen. Auch ein direktes Eingeben der
3D-Bounding-Box ist mdglich, was jedoch mit zusitzlichem Auf-
wand verbunden ist.

3.5 Ergebnisse

Das Verfahren wurde an drei Szenen in den Laboren des
Fraunhofer IPA in Stuttgart getestet. Um statistisch aussagekrif-
tige Ergebnisse zu erhalten, wurde eine Einschrinkung auf die
Objektklassen ,Bildschirm“ und ,Stuhl vorgenommen, da diese
in den Szenen zahlreich vorhanden sind. Auflerdem konnte so ein
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Bild 4. Clustering einer Szene zu geometrischen Primitiven und anschlieBende Gruppierung zu Objektkandidaten. Foto: Fraunhofer IPA

Tabelle. Auswertung zur Detektionsgenauigkeit von Stiihlen und Bildschirmen in den Rdumlichkeiten des Fraunhofer.

150645 Chairs

150645 Screens 20

150716 Chairs 15

150616 Chairs 8

150616 Screens 14
ALL ALL 64

Bild 5. 3D-Annotationen nach Abschluss des Verfahrens. Bildschirme sind
mit griiner Farbe markiert, Stihle mit roter Farbe. Foto: Fraunhofer IPA

Anwendungsfall zur Erfassung von Arbeitsplidtzen im digitalen
Zwilling simuliert werden. Die Ergebnisse der Auswertung sind
in der Tabelle aufgefiihrt und zeigen fir die beiden genannten
Klassen die Gesamtzahl der Objekte in der jeweiligen Szene (TO-
TAL), die korrekt erkannten Instanzen (True Positive TP), Fehl-
detektionen (False Positive FP) und vorhandene Objekte, die
nicht erkannt wurden (False Negative FN). Aus diesen Werten
lasst sich die Detektionsgenauigkeit (ACC=TP/TOTAL) und die
Precision (PREC=TP/(TP+FP)) ableiten.

Fiir die Praxis deutet die Detektionsgenauigkeit (ACC) darauf
hin, dass etwa Dreiviertel der getesteten Objekte automatisch er-
kannt werden kénnen und somit nur fiir die verbleibenden knapp
25% ein Eingriff durch den Anwender stattfinden muss - mit
proportionaler Zeitersparnis gegeniiber der vollstindigen Model-
lierung von Hand. Die hohe Precision ldsst den Schluss zu, dass
es sich bei den identifizierten Objekten in den meisten Fillen
auch tatsichlich um diese Objekte gehandelt hat, es also wenige
Fehldetektionen gab. Der hiufigste Fehlerfall ist das Nicht-
Erkennen von tatsichlich vorhandenen Objekten, die folglich
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8

10

49

7 7 0 0 1,00 1,00

2 9 0,55 0,85
1 2 0,87 0,93
0 0 1,00 1,00
1 4 0,71 0,91
4 15 0,77 0,92

hindisch nachgetragen werden miissen. Exemplarisch sind fiir
Scan-ID 150645 in Bild 5 die 3D-Bounding-Boxes dargestellt.

Die Erkennung von Bildschirmen funktionierte dabei etwas
schlechter als die von Biirostiihlen. Dies kann durch die kleineren
Abmessungen der Bildschirme und somit geringeren Abtastraten
erkliart werden. Auch existieren an den in den Laboren stehenden
Aufbauten Scheiben und Fenster, die in ihrem Erscheinungsbild
an Bildschirme erinnern. Nicht zuletzt hat die Lidar-Sensorik
Probleme stark spiegelnde Objekte zu erfassen. So wird ein Bild-
schirm in 2D hiufig erkannt, kann in 3D aber einem Objektkan-
didaten nicht korrekt zugeordnet werden. Positiv fillt auf, dass
auch teilverdeckte Objekte erkannt werden konnten.

4 Anwendungsszenarien

Der vielversprechendste Einsatz fiir das vorgestellte Verfahren
liegt im Bereich der initialen Erzeugung und Pflege digitaler geo-
metrischer Modelle, wie sie insbesondere als Baustein fiir digitale
Zwillinge bendétigt werden. Sollen in einer Produktionsanlage bei-
spielsweise Restrukturierungen vorgenommen werden, ist zur
vorbereitenden Planung eine akkurate Simulation unerlisslich.
Die Basis dafiir sind digitale Modelle, die neben der riumlichen
Anordnung auch die Verflechtungen und Interaktionen verschie-
denster Elemente untereinander, wie etwa Warenfliisse oder
Tragfihigkeiten, abbilden. Auch bei der Aktualisierung bereits
existierender Modelle ist oft ein erneutes Vermessen des Bestands
notig. Mit einer intelligenten Objekterkennung kann ein Grofiteil
dieser Arbeit automatisiert werden. Bis die Algorithmen zuverlds-
sig genug sind (vergleiche ungeldste Probleme beim autonomen
Fahren), kann der Anwender nicht ersetzt werden. Eine optimale
Unterstiitzung durch intelligente Vorschlige wirkt aber entlas-
tend und fiihrt zu Zeit- und Kostenersparnissen.
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Ein zweiter, grofler Anwendungsfall ist das Bauwesen. Digitale
Zwillinge fiir den gesamten Lebenszyklus von Bauwerken, soge-
nanntes Building Information Modelling (BIM), wird heute vom
Entwurf iiber die Planung, den tatsichlichen Bau, den spiteren
Betrieb und am Ende des Lebenszyklus fiir den Riickbau einge-
setzt. Fiir Bestandsgebidude, fiir die bislang keine oder keine aktu-
elle digitale Dokumentation vorliegt, kann auch nachtriglich eine
digitale Bestandsdokumentation erzeugt werden, welche dieselben
Vorteile fiir die Bewirtschaftung bestehender Gebiude erlaubt.
Diese As-Built-Dokumentation des tatsichlichen Zustands in
Form digitaler Modelle ist nach wie vor meist Handarbeit. Durch
diesen Aufwand wird die Aktualisierung der digitalen Modelle
nicht so haufig durchgefiihrt, wie es notig wire, und die BIM-
Modelle unterscheiden sich tiber die Zeit zunehmend vom tat-
sdchlichen Bauwerk, sodass kein aktuelles Modell mehr verfiigbar
ist.

Um die Architekten, Bauingenieure und Handwerker bei der
Pflege der BIM-Modelle zu unterstiitzen, eine hiufigere Aktuali-
sierung zu ermdglichen und die Bestandsdokumentation zu ver-
einfachen, kann das oben vorgestellte Verfahren zur automati-
schen Identifikation relevanter Objekte und Strukturen in diesen
Szenen eingesetzt werden.

5 Zusammenfassung und Ausblick

Motiviert durch den aktuellen Bedarf an digitalen Zwillingen
und der zunehmenden Verbreitung von Lidar-Technologie wurde
ein flexibles Verfahren zur Digitalisierung einer Umgebung ent-
wickelt. Die Flexibilitit zeichnet sich durch die Kombination der
Objektdetektion in 2D mit der Lokalisierung in 3D aus. Das auf-
wendige Annotieren von Daten in 3D kann so vermieden wer-
den. Mit Few-Shot-Learning wurde zudem ein Verfahren vorge-
stellt, das den Bedarf an Trainingsdaten deutlich reduziert und
auf Basis einiger weniger Annotationen bereits vielversprechende
Ergebnisse liefert. Durch den mehrstufigen Prozess wird gegen-
iiber Ende-zu-Ende-Verfahren eine hohere Transparenz erreicht,
die es dem Anwender ermdglicht, korrigierend einzugreifen.

Diese Eigenschaften machen das vorgestellte 3D-Objekterken-
nungsverfahren interessant fiir verschiedenste Anwendungsfille
in der Industrie, in denen digitale Modelle der Umgebung drin-
gend benotigt werden und zudem mit vertretbarem Aufwand er-
stellt werden konnen.
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