Big Brother und die Sozialen Medien

Ein fritherer Mitarbeiter von Facebook hat sich mal verbittert dariiber
geduflert, dass die hellsten Kopfe seiner Generation dariiber nach-
denken, wie man Menschen dazu bringt, auf Werbebanner zu klicken.!
Weil sie extrem viele Daten haben und sehr gut bezahlen, ziehen die
groflen Internetfirmen tatsichlich viele Talente aus den Bereichen
Statistik, maschinelles Lernen und KI an. Und ihre Arbeit macht einen
Unterschied: Die Werbung, die wir online sehen, ist durch KI darauf-
hin optimiert, dass sie uns beeinflusst.

Diese Beeinflussung kann harmlos sein, zum Beispiel wenn ich
Werbung fiir ein Buch angezeigt bekomme, das mich interessiert und
das ich vielleicht sonst nie entdeckt hitte. Die Werbung hat dann eine
rein informierende Wirkung und ich entscheide mich bewusst zum
Kauf. Es ist die Moglichkeit einer unbewussten Beeinflussung, die uns
Angst macht. Bei Fernsehwerbung oder Zeitungsanzeigen sind wir da
weniger dngstlich. Trotzdem glauben viele Menschen daran, dass wir
durch Werbung unbewusst manipuliert werden kénnen. Wiirde Wer-
bung nicht wirken, wiirde wohl kaum so viel Geld dafiir ausgegeben.
Aber in welchem Maf kénnen wir beeinflusst werden, ohne dass wir
das merken?

Werden wir unbewusst manipuliert?

Obwohl sie vielfach widerlegt worden ist, hilt sich die moderne Le-
gende von einem Experiment in den 1950er Jahren, bei dem wihrend
eines Kinofilms ganz kurz und unbemerkt die Aufforderung >Trink

1 DasZitatvonJeff Hammerbacher lautet: »The best minds of my generation are thin-
king about how to make people click ads. That sucks.« (Vance, 2017)
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Coca-Colac eingeblendet wurde, und die Kinobesucher in der Pause
deshalb deutlich mehr Cola gekauft haben sollen. Es ist aufgrund von
Laborstudien in der Psychologie nicht vollstindig auszuschlieflen, dass
so etwas funktionieren kénnte, aber niemand hat es bisher geschafft,
Bedingungen auflerhalb des Labors herzustellen, bei denen jemand
von einem Reiz beeinflusst wird, von dem er gar nichts weif. Falls es
iberhaupt einen Einfluss eines solchen unbewussten Reizes auf das
Verhalten gibt, ist er extrem klein. Das Ziel von Werbung ist norma-
lerweise nicht, nicht wahrgenommen zu werden, sondern im Gegenteil,
moglichst viel Aufmerksamkeit zu erregen.?

Wenn wir also nicht direkt durch unbewusste Botschaften beein-
flusst werden koénnen, wie beeinflusst uns Werbung dann? Kauft man
im Supermarkt Zahnpasta, insbesondere wenn man es eilig hat, denkt
man nicht lange dariiber nach, welche Marke man nimmt. Die meisten
Menschen kaufen einfach aus Gewohnheit immer dieselbe Marke. Der
Preis ist natitrlich auch wichtig. Aber wenn man die Wahl zwischen
zwei Zahnpasten hat und nur die eine kennt und mit positiven Eigen-
schaften verbindet, weil sie gut und oft beworben wurde, fiir welche
entscheidet man sich wohl? In diesem Moment ist einem nicht unbe-
dingt bewusst, dass die Kaufentscheidung auch durch die Werbung be-
einflusst wurde. Trotzdem weif3 jeder, dass Werbung so funktioniert.

Im Jahr 2014 ist ein Shitstorm iiber Facebook hereingebrochen, als
in einem wissenschaftlichen Artikel von einem Experiment berichtet
wurde, in dem Facebook ohne Wissen der Nutzer versucht hat, ihre
Stimmung zu beeinflussen.® Hat ein Facebooknutzer viele Freunde
und ist in vielen Gruppen Mitglied, produzieren seine Freunde und
Gruppen mehr Posts als er lesen kann. Die Neuigkeiten, die er auf
seiner Facebookseite sieht, werden daher (Uberraschung!) von einem
Algorithmus ausgewahlt. Fiir tiber 600.000 zufillig ausgewédhlte Nut-
zer wurde dieser Algorithmus wihrend dieses Experimentes leicht ge-
andert. Zuerst wurden die Posts ihrer Freunde auf emotionale Worter
analysiert: Kommt zum Beispiel das Wort >gliicklich« oder das Wort
straurig< darin vor? Danach wurde eine Woche lang fiir eine Gruppe ein
Grofiteil der positiven Posts unterdriickt und fir eine andere Gruppe
ein Grof3teil der negativen Posts. In weiteren Kontrollgruppen wurden

2 Siehe Moore (1982).
3 DieStudie wurde von Kramer, Guillory & Hancock (2014) durchgefiihrt. Die heftigen
Reaktionen darauf wurden z.B. von Booth (2014) beschrieben.
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zufillig Neuigkeiten unterdriickt. Witrden Nutzer, die weniger Posts
ihrer Freunde sehen, die positive Gefithle ausdriicken, auch selber we-
niger positive Posts posten? Die Antwort ist: ja. Der Effekt ist aber du-
Rerst klein. Von 1.000 Wortern, die jemand auf Facebook postet, sind
im Durchschnitt 52 positiv. Durch die Manipulation sind es nur noch 51.

Es wire iiberraschend gewesen, wenn der Effekt grofer gewesen
wire, denn die Stimmung eines Nutzers hingt nicht nur davon ab, was
er bei Facebook liest. Auf ganz Facebook hochgerechnet geht es trotz-
dem noch um hunderttausende Posts pro Tag, die weniger positiv be-
setzte Worter nutzen. Amiisiert ein Freund sich iiber ein Video, dann
kann ich nicht antworten, dass ich das auch lustig finde, wenn ich sei-
nen Post gar nicht zu sehen bekomme. Es ist deshalb auch kein Wunder,
dass es durch diese Manipulation weniger positive Posts gibt.

Mich haben die heftigen Reaktionen auf diese Studie erstaunt. Na-
tiirlich kontrolliert Facebook, was Sie auf Facebook sehen. Natiirlich
macht Facebook die ganze Zeit Experimente mit seinen Nutzern, um
seine Empfehlungs- und Werbealgorithmen zu verbessern (A/B-Tests
wie bei Netflix). Natiirlich hat Facebook ein Interesse daran, dass Sie
Facebook moglichst viel Aufmerksamkeit widmen, damit Sie auch
moglichst viel relevante Werbung sehen. Und natiirlich interessiert
sich Facebook deshalb auch fiir die Gefiihle seiner Nutzer. Warum also
der Aufruhr?

Selbst wenn man verstanden hatte, dass Facebook mit Werbung
Geld verdient, war Vielen offenbar noch nicht klar, dass Facebooks Al-
gorithmen nicht nur kontrollieren, welche Werbung wir sehen, sondern
auch welche sonstigen Inhalte. Das betrifft neben belanglosen Urlaubs-
fotos von Freunden auch Nachrichten und Fake News. Dass Facebook
unsere Stimmungen ohne unser Wissen manipulieren konnte, ist ein
beingstigender Gedanke. Und dass eine kiinstliche Intelligenz, die wir
weder kennen noch verstehen, schon lingst herausgefunden haben
konnte, wie man uns am besten unbewusst manipuliert, verstirkt die
Angst noch mehr. Anders als bei Werbung, bei der man immer weif3,
dass der Versuch einer Beeinflussung unternommen wird, und die
entsprechend gekennzeichnet werden muss, wurden die Nutzer in
der Facebookstudie nicht geniigend dariiber aufgeklirt. Die Nutzer
auf Facebook haben solchen Experimenten zwar formell mit den Nut-
zungsbestimmungen zugestimmt, aber bewusst war es ihnen nicht,
dass Facebook versuchen konnte, ihre Stimmung zu beeinflussen.
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Wahlwerbung und Propaganda nutzen Daten

Doch der richtig grof3e Shitstorm sollte erst noch kommen. Was, wenn
Facebook nicht nur die emotionale Stimmung seiner Nutzer mit Kat-
zenvideos manipuliert, sondern auch die politische Stimmung beein-
flusst? Hat Facebook neben dem Verkauf von Werbung noch andere,
vielleicht politische Interessen, von denen wir nichts wissen? Welche
Absichten haben Facebooks Kunden? Konnen auch Geheimdienste oder
zwielichtige Akteure sich Facebooks Daten zunutze machen? Kennt
man die politischen Uberzeugungen von ausreichend vielen Men-
schen und besitzt auflerdem ihre Facebookdaten, lisst sich durch Sta-
tistik und maschinelles Lernen berechnen, wie wahrscheinlich es ist,
dass zum Beispiel jemand, der tiber 50 ist, im Ruhrgebiet wohnt und
die Facebookseiten von DGB und Herbert Grénemeyer mag, die SPD
wihlt. Das ist eine leichte Ubung. Statt nur Wahlplakate in Bochum zu
kleben, kann man diese Person gezielt online mit mafRgeschneiderten
Botschaften ansprechen. Das nennt man >Microtargeting<. Und genau
solche Daten fiir Microtargeting hat die Beratungsfirma Cambridge
Analytica gesammelt. Teils auf legalem, teils auf illegalem Weg. Der
Verdacht steht im Raum, dass die Wahlerfolge der Leave-Kampagne
beim Brexit-Referendum und von Donald Trump bei der Prisident-
schaftswahl 2016 durch solche Datenanalysen beeinflusst wurden.*
Wir wissen nicht, wie viel effektiver als normale Wahlwerbung die-
ses Microtargeting war. Und da politische Stimmungen, genauso wie
emotionale Stimmungen, von vielen Faktoren abhingen, ist es unwahr-
scheinlich, dass viele Menschen nur aufgrund der Facebook-Werbung
von Cambridge Analytica Donald Trump statt Hilary Clinton gewihlt
haben. Aber wir wissen auch, dass Wahlen knapp ausgehen kénnen. Es
ist daher wichtig fir eine Wahlkampagne, dass die eigenen Unterstiit-
zer wirklich wihlen gehen und méglichst viele unentschiedene Wah-

4 Man weif$ gar nicht, wo man anfangen soll, wenn man tiber den Cambridge-Analyti-
ca-Skandal schreiben méchte. Der TED-Talk von Carole Cadwalladr, die den Skandal
aufgedeckt hat, ist vielleicht ein guter Startpunkt (Cadwalladr, 2019). The Guardian
hat eine Webseite mit allen Artikeln zu dem Thema eingerichtet (The Guardian,
2018). Eine ausfiihrliche Erkldrung von Microtargeting bietet auch die Bundeszen-
trale fiir politische Bildung an (Christl, 2019). Die Berliner Datenschutzbeauftragte
mahnt derweil an, dass sich die deutschen Parteien bei ihrer Wahlwerbung an die
Datenschutzgrundverordnung halten sollen, die das Erfassen von politischen Mei-
nungen untersagt (Dachwitz, 2024).
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ler das Kreuz an der richtigen Stelle machen. Um das sicherzustellen,
gehort der Einsatz von Daten und Statistik schon sehr lange zu jedem
Wahlkampf (und zur Wahlforschung) dazu.’ In einem demokratischen
Wettbewerb um Stimmen sind Informationen tiber die Meinungen der
Wihler (und Nicht-Wihler) entscheidend. Thre Bundestagsabgeordnete
muss diese Meinungen kennen, wenn sie ihre Wihler verantwortungs-
voll reprasentieren will. Man sollte nicht vergessen: Es ist die Aufgabe
von Politikerinnen und Politikern zu informieren und zu iberzeugen,
und so Wahlentscheidungen zu beeinflussen. Big Data und KI kénnten
diese legitimen demokratischen Prozesse unterstiitzen.

Stattdessen scheinen im Netz heimlich Kampagnen in unbekann-
tem Ausmaf? zu laufen. Wahlgesetze, die Obergrenzen fir Wahlkampf-
ausgaben setzen, werden auf diese Weise unterwandert, wie das wohl
im Fall des Brexit-Referendums passiert ist. Zwielichtige Firmen bieten
ihre Dienste zur Desinformation und Wahlmanipulation an. Mit und
ohne deren Unterstittzung untergraben auflerdem fremde Regierun-
gen die Meinungsbildung, wie das von Russland bei der Trump-Wahl
2016 vermutet wird. In Ruminien urteilte das Verfassungsgericht im
Dezember 2024 sogar, dass die Prasidentschaftswahl wegen eines
»russischen hybriden Angriffs« wiederholt werden muss.®

Systematische Desinformation und Fake News im grofien Mafstab
sind schlimm genug. Aber durch Big Data und KI lassen sich einzelne
Menschen gezielt mit fir sie mafgeschneiderten Informationen an-
sprechen. Eskann passieren, dass wir diese gezielte Manipulation nicht
einmal bemerken. Und dass auch niemand anderes das mitbekommt
und offentlich widersprechen kénnte. Propaganda und Desinforma-
tion erreichen durch Big Data und KI neue Dimensionen. Momentan
sieht es allerdings nicht so aus, als ob die grofRen Tech-Unternehmen
freiwillig die notige Transparenz herstellen wollten.

5 In seinem umfassenden Buch iiber Automatisierung bespricht Pollock (1964) im
letzten Abschnitt des letzten Kapitels die gesellschaftlichen Perspektiven auf das
Thema.Schon damals machte ersich Sorgen dariiber, dass die Anwendungvon com-
putergestitzter Statistik den demokratischen Diskurs nicht unbedingt zum Besse-
ren dndern wird.

6 Fur die Wahlkampfausgaben siehe Cadwalladr, Graham-Harrison & Townsend
(2018), fiir die zwielichtigen Firmen Coerper & Klauser (2023), fiir den russischen Ein-
fluss Timberg (2017) und fiir die Wahl in Ruméanien Zimmermann (2024).
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Der Staat soll unsere Daten schiitzen

Wer dem Silicon Valley misstraut, dem bleibt nichts anderes iibrig, als
sich auf den Staat zu verlassen, dass er neue Regeln fiir die digitale Welt
aufstellt. Die KI-Verordnung der Europiischen Union, die 2024 verab-
schiedet wurde, verbietet explizit den Einsatz von manipulativen Tech-
niken, die bewusste Entscheidungen untergraben, sofern Menschen
dadurch ein ernster Schaden entstehen konnte. Im Annex III der KI-
Verordnung sind konkrete Beispiele fiir Anwendungen von KI-Syste-
men genannt, die zwar nicht verboten sind, aber als besonders riskant
eingestuft werden und die daher besonderen Sorgfalts- und Transpa-
renzpflichten unterliegen. KI-Systeme, die Wahlen beeinflussen sollen,
indem sie einzelnen Wihlern nur fiir sie bestimmte Informationen zu-
spielen, sind dort explizit genannt.

Die KI-Verordnung erginzt bestehende Gesetze um Aspekte, die
spezifisch fiir KI sind. Weil aber niemand alle potenziell problemati-
schen Anwendungen vorhersehen kann, definiert die Verordnung die
Risiken unabhingig von konkreten Anwendungen. Wer KI-Produkte
anbietet, muss nachweisen, dass er bei Entwicklung und Anwendung
verantwortungsvoll vorgeht. Dafiir gibt es eine Einteilung von gerin-
gem zu hohem Risiko. Diese Risikogruppen sind recht abstrakt be-
schrieben. Anwendungen ohne erkennbares Risiko sind nicht genau
definiert, aber auch nicht betroffen. Fiir die anderen wird sich ein
System von Normen und Zertifizierungen etablieren, das Firmen dabei
hilft, Risiken zu managen. Und weil wir in Deutschland gut im Nor-
mieren sind, wird nicht erst seit der Verabschiedung der KI-Verord-
nung an DIN-Normen fiir KI gearbeitet.” Es ist nur noch eine Frage der
Zeit, bis es einen TUV fiir KI-Anwendungen geben wird.

KI wird dabei nicht anderes behandelt als jede andere Technologie,
die auch normiert, zertifiziert und abhingig vom Grad der Risiken erst
zugelassen werden muss. Da sind KI-Produkte nicht anders als Fahr-
zeuge, Medizintechnik oder Finanzprodukte. Diese Produkte miissen
ohnehin einen Zulassungsprozess durchlaufen - egal, ob in diesen Pro-
dukten KI steckt oder nicht. Da KI aber in vielen verschiedenen, viel-
leicht noch nicht existierenden Produkten eingesetzt werden kann, sah
die EU eine Regelungsliicke. Das selbst gesteckte Ziel der EU war dabei,
Innovation nicht durch Uberregulierung zu erschweren, aber ihre Biir-

7 Siehe DIN & DKE (2022).
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ger trotzdem vor potenziell gefihrlichen Anwendungen zu schiitzen.
Der bereits erwihnte Annex I11 ist eine erweiterbare Liste, die konkrete
Beispiele fitr Anwendungen gibt, die als besonders riskant einzuschit-
zen sind. Neben Systemen, die Wahlen beeinflussen sollen, finden sich
da zum Beispiel Systeme zur Personalauswahl oder zur Feststellung
der Kreditwiirdigkeit:

In Deutschland darf niemand aufgrund von Geschlecht, Rasse oder
ethnischer Herkunft, Religion oder Weltanschauung, Behinderung,
Alter oder sexueller Identitit benachteiligt werden. Dass Unterneh-
men KI-Systeme in Bewerbungsverfahren einsetzen, dndert nichts da-
ran, dass sie sich an das Allgemeine Gleichbehandlungsgesetz halten
miissen. Nehmen wir an, eine grofde Firma, die jedes Jahr tausende
an Bewerbungen bekommt, hat tiber viele Jahre Statistik dariiber ge-
fihrt, welche Bewerber erfolgreich waren. Leider wurden in der Ver-
gangenheit bei der Personalauswahl nicht immer alle gleich behandelt.
Insbesondere Frauen wurden oftmals erst gar nicht zu Bewerbungs-
gesprichen eingeladen. Was passiert, wenn ein KI-System, das bei
der Personalauswahl unterstiitzen soll, aus diesen Daten lernt, wer zu
einem Vorstellungsgesprich eingeladen werden soll?® Gibt man oben
diskriminierende Daten in das System hinein, kommen unten diskri-
minierende Entscheidungen raus. Das ist das DIDO-Prinzip: »discri-
mination in, discrimination out.¢ Die KI-Verordnung wird hoffentlich
dafiir sorgen, dass Softwarehersteller, die anderen Unternehmen so
eine Software zur Personalauswahl anbieten, die Verantwortung nicht
an ihre Kunden abschieben. Und die Unternehmen, die so eine Soft-
ware einsetzen, diirfen nicht davon ausgehen, dass die Gleichbehand-
lung schon gewahrleistet sein wird.

Ahnliches gilt fiir den Einsatz von KI zur Feststellung der Kredit-
wiirdigkeit. Die Schufa ist ein privates Unternehmen, das Daten iiber
fast die gesamte Bevolkerung in Deutschland sammelt. Aus diesen
Daten berechnet das Unternehmen den Schufa-Score, der vorhersa-

8 Das Beispiel ist nicht komplett hypothetisch. Amazon hat versucht so ein System zu
entwickeln, dann aber gemerkt, dass das problematisch ist (Dastin, 2018).

9 Hamid Khan, der sich gegen rassistische Polizeitiberwachung in Los Angeles enga-
giert, spricht von »racism in, racism out« (Buranyi, 2017). Seine Variante des Infor-
matiker-Mottos>garbage in, garbage out«lasst sich natiirlich auf andere Formen der
Diskriminierung iibertragen. Uber Khan und die Koalition gegen Polizeiiiberwa-
chung, in derersich engagiert, habe ich zuerst in dem Buch von Katz (2020) gelesen
(S.143ff)).
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gen soll, ob eine Person ihren Zahlungsverpflichtungen nachkommen
wird. Vermieter nutzen diesen Score bei der Auswahl von Mietern,
Banken nutzen ihn zur Kreditvergabe und auch beim Abschluss eines
Handyvertrages wird die Bonitdt gepriift. In Deutschland kann man
der Datensammelwut der Schufa nur schwer entgehen, denn ohne
eine Einwilligung zur Bonititspriifung bei der Schufa kann es bei der
Wohnungssuche oder mit einer Zahlung auf Rechnung schwer werden.
Genauso bei einem schlechten Schufa-Score. Wenn man keinen Kredit
bekommt, wiirde man von der Schufa schon gerne erfahren, warum
der Score so schlecht ist. Wie genau der Schufa-Score berechnet wird,
ist aber Geschiftsgeheimnis.

Woher wissen wir, dass der Schufa-Score nicht diskriminierend
ist? Welche Rolle spielt zum Beispiel das Alter bei der Einschitzung der
Kreditwiirdigkeit? Oder die Postleitzahl, weil die Kreditwiirdigkeit im
Durchschnitt in armen Wohngegenden geringer ist? Wie kann man bei
dieser Intransparenz im Einzelfall iiberpriifen, ob vielleicht ein Daten-
fehler vorlag? Wenn der Kredit automatisch abgelehnt wird und man
weifd nicht warum, gibt es dann tiberhaupt noch eine realistische Mog-
lichkeit zum Einspruch? Nach der Europiischen Datenschutzgrund-
verordnung (DSGVO) sind automatisierte Entscheidungsverfahren in
Fillen, die solch gravierende Folgen fiir einzelne Menschen haben kén-
nen, nicht erlaubt. Der Europiische Gerichtshof hat 2023 festgestellt,
dass der Schufa-Score nicht als maf3gebliches Entscheidungskriterium
dienen darf. Die Schufa wollte sich daher von ihren Kunden beschei-
nigen lassen, dass sie den Score nicht als alleiniges Kriterium einset-
zen. Fir den Online-Abschluss neuer Stromvertrige wird ein Ener-
gieversorger aber wahrscheinlich gerade deshalb Bonitits-Scores von
der Schufa kaufen wollen, weil ihm keine anderen Informationen iiber
Neukunden vorliegen. Wie kann er sonst online und vollautomatisch
Vertrige abschliefien ohne zu wissen, ob der Kunde seine Rechnungen
bezahlen wird?"°

Natiirlich wird die Schufa von der zustindigen Datenschutzbehor-
de kontrolliert. Diese konnte richtig saftige Strafen verhingen und in
der KI-Verordnung sind die Strafen noch drakonischer. Aber nicht alle
Behorden wollen oder kénnen so richtig Biss entwickeln. Die irische
Datenschutzbehorde, die fir Facebook zustindig ist, verhingte zwar

10 Zum EuGH-Urteil siehe z.B. Robertz & ERlinger (2023). Hintergriinde zum Schufa-
Score und dessen Einsatz finden sich bei Schreiber (2023).
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mal eine Rekordstrafe von 1,2 Milliarden Euro gegen die Facebook-Fir-
ma Meta, aber erst, nachdem die Behérde von Gerichten dazu gezwun-
gen wurde.”

Wer schiitzt uns vor dem Staat?

Eine grofde Ironie der Geschichte ist, dass wir nach dem Staat rufen,
unsere Dateninteressen zu verteidigen. Doch es ist kein Zufall, dass
das Wort »Statistik« so dhnlich wie >Staat« klingt. Staaten haben schon
vor langer Zeit damit angefangen, Daten im grofRen Stil zu sammeln.
Das Deutsche Statistische Bundesamt hort sich nach einer langweili-
gen Behorde an, ist aber eine unersetzliche Datenkrake. Bevolkerungs-
statistiken sind zur Planung von Schulen, Renten oder Zuwanderung
absolut notwendig und Wirtschafts- und Einkommensdaten werden
zur Steuervorhersage benétigt. Genau wie Unternehmen auch muss-
ten Staaten schon immer fir die Zukunft planen und sie tun das (keine
Uberraschung!) mithilfe von Daten.

Das Volkszihlungsurteil des Bundesverfassungsgerichts von 1983,
das dem Staat bei der Datenerhebung iiber seine Biirger Einhalt ge-
bietet, war ein Meilenstein fiir den Datenschutz in Deutschland. Ein
Jahr vor 1984 schien Orwells Roman wohl ausgesprochen aktuell. Da
wir heute aus Bequemlichkeit den grofRen Tech-Unternehmen erlauben,
Unmengen an persénlichen Daten iiber uns zu sammeln, kénnen wir
die damalige Aufregung tiber die Volkszihlung nicht mehr ganz nach-
vollziehen. In den 8oer Jahren zog man in den Debatten um Daten-
schutz auch Lehren aus dem Dritten Reich, denn der Holocaust in
seiner ungeheuerlichen Dimension wire ohne eine straff organisierte
staatliche Biirokratie nicht moglich gewesen. Dazu gehérte auch, dass
der Staat genau Buch dariiber fithrte, wer jiidischen Glaubens war und
wo die Menschen wohnten. Auf den ersten Blick mogen diese Informa-
tionen als kein grofies Geheimnis erscheinen, sie haben aber die Or-
ganisation von Massendeportationen immens erleichtert. Ein oft iiber-
sehenes Detail der Geschichte des Dritten Reichs ist, dass diese Daten
nicht nur in Biichern, Akten und auf Karteikarten standen. Sie wurden
auch auf Lochkarten gespeichert, damit sie maschinell verarbeitet wer-

11 Goujard & Scott (2023) geben einen Uberblick. Der Fall ist bei Lomas (2023) genauer
dokumentiert.
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den konnten. So konnte die gewaltige Biirokratiemaschine im Natio-
nalsozialismus effizient arbeiten. Die deutsche IBM-Tochterfirma DE-
HOMAG verkaufte ihre mechanischen Lochkartenmaschinen an das
Statistische Reichsamt, die Wehrmacht und an das Rassenamt der SS,
die auch die Daten von KZ-Hiftlingen auf Lochkarten speicherte.’

Dass der Datenschutz in Deutschland eine hohere Bedeutung hat
als in anderen Lindern, hingt sicher auch damit zusammen, dass die
Erinnerung an das Ministerium fiir Staatssicherheit der DDR noch le-
bendig ist. Man mag sich gar nicht vorstellen, wie viel effizienter die
Uberwachung der Stasi mit den heutigen technischen Méglichkeiten
gewesen wire. Aus den Enthilllungen von Edward Snowden wissen wir,
dass Nachrichtendienste diese Moglichkeiten ausgiebig nutzen und
dabei eng mit den grofien Tech-Unternehmen zusammenarbeiten. Die
bereits erwihnte Rekordstrafe fiir Facebook von 1,2 Milliarden Euro
wurde deshalb verhingt, weil Facebook die Daten seiner europdischen
Nutzer nicht ausreichend vor dem Zugriff der amerikanischen Nach-
richtendienste schiitzt.

Um ihre Biirger vor umfassender Uberwachung zu schiitzen, setzt
die KI-Verordnung der EU nicht nur der Wirtschaft Schranken beim
Einsatz von KI-Methoden, sondern auch den Mitgliedsstaaten. Be-
sonders umstritten ist der Einsatz von KI-Methoden bei der Polizei.
Weitflichige Videoiiberwachung zusammen mit automatischer Ge-
sichtserkennung kann eingesetzt werden, um vermisste Personen zu
finden oder Gefahrder bei akuter Terrorgefahr zu verfolgen. Diese An-
wendungen sind in der KI-Verordnung als Hoch-Risiko-Anwendungen
eingestuft und sind unter strengen Bedingungen zugelassen. Einige
Nichtregierungsorganisationen haben deshalb starke Bauchschmer-
zen, weil sie befiirchten, dass die Anwendungen in der Zukunft ausge-
weitet werden kénnten, sobald ein umfassendes Uberwachungssystem
erst einmal im Einsatz ist.”

Im Film Minority Report arbeitet Tom Cruise in einer Pre-Crime-
Einheit, die Verbrecher verhaftet, bevor sie ein Verbrechen begehen. Im
Film wird das durch hellseherische Fihigkeiten maoglich, die bei drei
Richtern mittels Drogen induziert werden. Im normalen Polizeialltag

12 Aly & Roth (2000) beschreiben die Rolle von Statistik und maschineller Datenver-
arbeitung im Nationalsozialismus. Das Buch ist urspriinglich 1984 anlésslich der
Diskussionen um die Volkszihlung in der BRD erschienen.

13 Siehe Algorithm Watch (2024).
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braucht es keine hellseherischen Fihigkeiten. Werden an bestimmten
Orten immer wieder Verbrechen begangen, wird die Polizei dort mehr
Prisenz zeigen, um Verbrechen zu verhindern. Big Data und Statistik
versprechen allerdings Verbrechen genauer vorherzusagen. Bald wird
es uns nicht mehr reichen zu wissen, dass in einem Stadtteil viele Ver-
brechen geschehen, wir werden auch wissen wollen, wer verdachtig
ist. KI-Systeme konnen die Polizei dabei unterstiitzen, ihre Daten ent-
sprechend zu analysieren. Wie im Film kénnte man gezielt Personen
identifizieren, die vielleicht Verbrechen begehen werden, um sie zu
beobachten und zu kontrollieren. Das nennt man >Predictive Policing:.
Auch hier gilt das DIDO-Prinzip (Zur Erinnerung: DIDO steht fitr »di-
scrimination in, discrimination out). Bedenken, dass der Einsatz von
KI-Systemen Vorurteile und Rassismus verstirken und pseudowissen-
schaftlich begriinden kénnte, sind nicht rein akademisch. Die Polizei
von Los Angeles hat solche Systeme ausprobiert und viele der Sorgen
von Biirgerrechtlern haben sich leider bestitigt. Insbesondere fithrt je-
der anlasslose Kontakt mit der Polizei dazu, dass es wahrscheinlicher
wird, dass man wieder kontrolliert wird.*

Die Diskussion in Deutschland zum Einsatz von Big Data und KI
bei der Polizei ist weniger aufgeheizt als in den Vereinigten Staaten.
Wie in anderen deutschen Behoérden sollen auch bei der Polizei Akten
digitalisiert werden. Aber selbst wenn relevante Daten schon Digital
zur Verfugung stehen, haben die Beamten nicht immer leicht Zugriff
darauf. In Hessen gibt es daher das System hessenDATA, das Daten
aus verschiedenen Quellen zur Analyse zusammenfithren soll. In Bay-
ern heiflt das entsprechende System VeRA (Verfahrensiibergreifende
Recherche- und Analyseplattform) und in Nordrhein-Westfalen gibt es
DAR (Datenbankiibergreifende Analyse und Recherche). Gemeinsam
ist diesen Systemen, dass unter der Haube die Software Gotham der
amerikanischen Firma Palantir liuft. (Wer denkt sich diese Namen
aus?™) Palantir beliefert auch Nachrichtendienste, deren Aufgabe es
ist, moglichst viele Daten iiber alles und jeden zu sammeln. Ein Grund-

14 Der Einsatz von verschiedenen Systemen bei der Polizei von Los Angeles und die
Folgen davon sind gut dokumentiert. Einen Uberblick geben z.B. die Artikel von
Haskins (2020), Bhuyian (2021) oder Hvistendahl (2021). Brayne (2021) hat den Ein-
satz von Big Data innerhalb der Polizei von Los Angeles in einer Feldstudie beob-
achtet und viele Interviews gefiihrt. Siehe auch nochmal Katz (2020), Kapitel 4.

15 Gothamistdie verkommene Stadtaus den Batman-Comics und Palantiristdie alles
sehende Kristallkugel aus Tolkiens Der Herr der Ringe. Ist Ihnen auch der Kontrast
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prinzip des Datenschutzes ist allerdings, dass Daten normalerweise
nicht fir andere Zwecke eingesetzt werden diirfen, als fir die sie ge-
sammelt wurden. Das setzt dem Einsatz solcher Systeme enge Schran-
ken. Das Bundesverfassungsgericht hat festgestellt, dass das hessische
Gesetz zum Einsatz von hessenDATA verfassungswidrig ist und nach-
gebessert werden muss. Der bayerische Datenschutzbeauftragte hielt
schon den Testbetrieb von VeRA fiir verfassungswidrig.'

Auf den ersten Blick scheint Deutschlands und Europas strenger
Datenschutz die Entwicklung von KI hierzulande in allen Bereichen
auszubremsen. Und tatsichlich hingt die Entwicklung von KI-An-
wendungen mithilfe von Statistik und maschinellem Lernen ganz
entscheidend vom Zugang zu grofien Datenmengen ab. Weder China
noch die Vereinigten Staaten messen dem Datenschutz — aus unter-
schiedlichen Griinden — im Vergleich zu Europa sehr viel Wert bei. Chi-
na und die Vereinigten Staaten legen auch deshalb ein unglaubliches
Entwicklungstempo vor, weil sie Datenschutzfragen oftmals einfach
ignorieren. Auf den zweiten Blick ist daher durchaus Vorsicht geboten,
wenn der Datenschutz leichtfertig aufgegeben werden soll, damit wir
technologisch nicht abgehidngt werden. Die rechtliche, politische und
gesellschaftliche Diskussion muss daher mit den technologischen Ent-
wicklungen Schritt halten.

Es entsteht manchmal der Eindruck, als ob KI eine vollkommen
neue Technologie ist, die auf einmal iiber uns hereinbricht und auf die
wir nicht vorbereitet sind. Das Sammeln von Daten und deren Verarbei-
tung mit statistischen und maschinellen Methoden ist aber nichts Neu-
es. In vielen Bereichen, in denen KI-Methoden neuerdings eingesetzt
werden, gibt es lange etablierte Regeln und Standards, die ebenso fiir
KI gelten. Das Internet ist auch schon eine ganze Weile kein Neuland
mehr. Dass die EU nach der Datenschutzgrundverordnung und den
Gesetzen iiber digitale Mirkte und Dienste nun eine KI-Verordnung
verabschiedet hat, die viele aktuelle Entwicklungen aufnimmt, zeigt,
dass es moglich ist, von den Entwicklungen nicht iiberrannt zu wer-
den. Wihrend ein Terminator-Szenario noch in den Bereich der Sci-

in der Namensgebung zwischen der amerikanischen Firma und den deutschen Be-
horden aufgefallen?

16 Zu hessenDATA und dem Urteil des Bundesverfassungsgerichts siehe Scheld
(2023). Zu der Kontroverse um VeRA siehe Meyer-Fiinffinger, Streule, Zierer, Kart-
heuser & Schoffel (2024).
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ence-Fiction fillt, ist der Einsatz von KI-Methoden in einem digitalen

Big-Brother-Szenario schon lingst Realitit und muss reguliert werden.

Lassen wir uns nicht einreden, dass die Entwicklungen so schnell und
iiberraschend sind, dass uns das nicht gelingen kann!
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