Kunstliche Intelligenz und neue Verantwortungsarchitektur”

Timo Rademacher

Die Frage nach der Architektur von etwas ladt zu Uberblicken ein, fordert
auf zur Analyse nicht nur einzelner Bestandteile des betrachteten Etwas,
sondern verlangt auch nach Betrachtung und Bewertung des Zusammen-
wirkens dieser einzelnen Bestandteile.! Sich aus dieser Perspektive Kiinstli-
cher Intelligenz und Verantwortung zu nahern, ist nicht ungefahrlich. Ange-
sichts der Vielgestaltigkeit, Komplexitit und Kompliziertheit des Themas
LKI“ lauft ein solches Unternehmen Gefahr, zur kleinteiligen Beschrei-
bung eben doch von Einzelbestandteilen zu werden, die den erhobenen
Vollstandigkeitsanspruch am Ende gleichwohl enttiuschen miusste. Der
vorliegende Beitrag muss und darf sich daher von vornherein beschrinken
und bescheidenere Ziele setzen: Unter I. soll zunichst versucht werden, so
gedrangt wie moglich darzustellen, was unter der Uberschrift Kiinstliche In-
telligenz und Verantwortung vielleicht schon als konzediert gelten darf. Da-
nach — unter II. — werden Schlaglichter geworfen auf drei ausgewihlte As-
pekte, wo Kunstliche Intelligenz (KI) uns dazu auffordert oder zumindest
dazu einlddt, unsere Begriffe und Vorstellungen von Verantwortung neu,
vielleicht sogar disruptiv zu denken. Der Beitrag schlieft unter III. mit
einem als Appell formulierten Fazit.

1. Kongzediertes

1. Neue Herausforderungen?

Zunachst also zum Konzedierten, wobei sich hier sogleich die Frage auf-
dringt: Ist in der hier zu reflektierenden Diskussion denn iberhaupt

* Der Verfasser dankt Jens-Peter Schneider sowie Nikolaus Marsch fir zahlreiche Dis-
kussionen und Anregungen zum Thema.

1 Siehe nur Hoffimann-Riem, AR 142 (2017), 1 (8ff.), zu der mit dem Architekturbe-
griff ermoglichten ,Ausweitung des Blickes“ auf die ,Einbettung [algorithmischer
Systeme] in komplexe Infrastrukturen und damit mittelbar [auf] die Bedeutung
weiterer Funktionsvoraussetzungen und Verwendungsmoglichkeiten der Informa-
tions- und Kommunikationstechnologie®.
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(schon) etwas konzediert? Eine gewisse Einigkeit scheint immerhin beziig-
lich der Herausforderungen zu bestehen, die ,,KI“? bereithilt:> Wir haben
es zu tun mit der ,,Ausbreitung® von Akteuren, oder, in der besser vom
Menschen abgrenzenden Terminologie von Bruno Latour: mit der Ausbrei-
tung von Aktanten,* die unsere virtuelle oder physische Realitit oder die
heranwachsende Mischform aus beidem (Stichwort ,on/ife*>) verindern
konnen, und dabei folgende vier Eigenschaften aufweisen:

Digitale Agenten sind erstens zunehmend allgegenwartigé und grenz-
tberschreitend” aktiv und aktiviert;

zwertens ist ihnen durch die technische Komplexitit und Kompliziert-
heit ihrer Entscheidungsfindungsprozesse eine bestimmte Form von
Unberechenbarkeit und situativer Unerklarbarkeit ithrer Handlungen
zu eigen; die Stichworte hierzu lauten black-box-Phinomen?® und ,,Auto-
nomierisiko®;?

ferner sind die digitalen Agenten potentiell stark vernetzt, d. h. treten
nicht nur als isolierte Systeme auf, sondern konnen untereinander oder
auch ,hybrid“ in Form von Verbindungen mit Menschen verkniipft
sein, sodass sie tiber Hintergrund-, Wissen® verfiigen und aufgrund von
»Wissen“ nach auflen handeln, das das Alter Ego im Moment der Inter-
aktion nicht hat und auch ex post nur schwer zurickverfolgen kann.!®
In der Literatur etablieren sich hier der Begriff ,Vernetzungsrisiko®

NG »n kW
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Zur Definition von KI, die im Rahmen dieses Beitrags nicht vertieft werden kann,
siehe v. a. Hochrangige Expertengruppe fiir Kiinstliche Intelligenz, Eine Definition der
KI: Wichtigste Fihigkeiten und Wissenschaftsgebiete, abrufbar unter https://ec.eu
ropa.eu/newsroom/dae/document.cfm?doc_id=60664 <27.3.2020>.

Vgl. Teubner, AcP 218 (2018), 155; Fateh-Moghadam, ZSTW 2019, 863 (875f.).
Latour, Das Parlament der Dinge: Fiir eine politisch Okologie, 2001, S. 93ff.
Hildebrandt, The Modern Law Review 79 (2016), 1 (4f.).

Rademacher, JZ. 74 (2019), 702 (706).

Hoffmann-Riem, in: Wischmeyer/Rademacher (Hrsg.), Regulating Artificial Intel-
ligence, 2020, S.1 Rn.46ff.; zu den Moglichkeiten einer Re-Territorialisierung
insbes. des Internets siche v. a. Svantesson, Solving the Internet jurisdiction puz-
zle, 2017.

Mafstabe setzend Wischmeyer, AGR 143 (2018), 1, bes. S.42ff.; nun auch mono-
graphisch ausgearbeitet und aktualisiert von Martini, Blackbox Algorithmus,
2019, passim, m. w. N.

Teubner (Fn. 3), S. 163ff.; Cornelius, Z1S 2020, 51 (53f.).

Siehe Spiecker gen. Dobmann, in: Fehling/Schliesky (Hrsg.), Neue Macht- und Ver-
antwortungsstrukturen in der digitalen Welt, 2016, S. 53 (60f.).
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bzw. — fir die hybriden Mensch-Maschine-Netzwerke — der Begriff
,Verbundrisiko“;!!

* und schlieflich, vertens, weisen digitale Agenten aufgrund ihrer in der
Regel vergangenheitsbasierten Lernmethoden'? starke Pfadabhangig-
keiten auf und projizieren diese auf ihre Nutzerinnen und Nutzer po-
tentiell mit Wirkungen fiir die Gegenwart und Zukunft zurtck.

Dass um diese vier Herausforderungen herum eine Verantwortungsarchi-
tektur gebaut werden soll, auch hinsichtlich dieses Ziels besteht Einig-
keit,!? jedenfalls in den westlichen Diskursraumen.

2. Neue Architektur — aus bewdbrten Bausteinen

Nun sind die genannten Herausforderungen abstrakt und je fiir sich be-
trachtet keineswegs unbekannt. Der Umgang mit black boxes ist — als Auf-
gabe — vertraut, sei es mit Blick auf Unternehmen oder Tiere, sei es mit
Blick auf Menschen;'* der Umgang mit Risikotechnologien ist — als Aufga-
be — ebenso vertraut, das Umwelt- und das Chemikalienrecht liefern Vor-
bilder, die in der KI-Diskussion auch schon breit herangezogen werden;!s
auch der Umgang mit unklaren Schadensverursachungen und Beweispro-
blemen und - besonders aus dem europdischen Verwaltungsrecht — mit
analogen oder elektronischen Vernetzungen ist — als Aufgabe — vertraut.

11 Teubner (Fn. 3), S. 201ff. bzw. 196ff.; aufgreifend Zech, Risiken digitaler Systeme,
Weizenbau Series #2, 2020, S.48ff. bzw. 26; Cornelius (Fn. 9), S.54f.; Fateh-
Moghadam (Fn. 3), S.865f., 875; mit leicht abweichender Terminologie auch
Spiecker gen. Déhmann (Fn. 10), S. 65ft.

12 Rademacher, in: Wischmeyer/Rademacher (Hrsg.), Regulating Artificial Intelli-
gence, 2020, S. 225 Rn. 35 m. w. N.

13 Siehe nur die KI-Empfehlungen des Rates der OECD on Artificial Intelligence v.
22.5.2019, wo ,responsible stewardship of trustworthy AI“ als zentrales Ziel ge-
nannt ist; abrufbar unter https://legalinstruments.oecd.org/en/instruments/OECD
-LEGAL-0449 <27.3.2020>.

14 Wischmeyer (Fn. 8), S. 54.

15 Martini (Fn. 8), S. 113ff.

16 Siehe Schneider, in: Hill/Schliesky (Hrsg.), Herausforderung e-Government. E-Vo-
lution des Rechts- und Verwaltungssystems, 2009, S. 89, mit dem Hinweis, dass
die dogmatischen Erkenntnisse aus analogen Vernetzungsstrukturen durchaus
auf elektronische Vernetzungen tbertragen werden konnen.
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»Dabei stellt die genaue Verteilung der Verantwortungslasten eine He-
rausforderung dar. Ein Bedarf fiir die Einfithrung ganzlich neuer Ver-
antwortungsstrukturen lasst sich jedoch nicht erkennen®.'”

Das ,Neue“ liegt also vielfach nur in der (neuen) Rekombination von Be-
kanntem. Nun soll hier wie eingangs angekindigt gerade nicht der weitge-
hend aussichtslose Versuch unternommen werden, eine Gesamtarchitek-
tur entwerfen zu wollen, welche die herausforderungsvolle ,,Verteilung der
Verantwortung“ im Einzelnen (sieche soeben) und die diffizilen, vornehm-
lich verwaltungs- und sozialwissenschaftlich zu erforschenden Wechselwir-
kungen der einzelnen Bausteine!® zeichnet. Aber immerhin soll auf hoher
Abstraktionsebene eine Taxonomie der bekannten und neu zusammenzu-
setzenden Verantwortungs-Bausteine benannt werden:

a. Bauverbote

Ein grundlegendes Verantwortungselement im Zusammenhang mit KI,
das selten ausdriicklich genannt wird (wahrscheinlich, weil oft reflexhaft
als fortschrittsfeindlich wahrgenommen), ist das ,Bauverbot“. Gemeint ist
damit der Verzicht auf eine bestimmte Technologie oder bestimmte tech-
nologische Methode (selten),”” das Verbot bestimmter Anwendungen
(haufig, etwa aus der Genetik bekannt?®), oder auch Moratorien, wie

17 Wischmeyer (Fn. 8), S. 36.

18 Hoffmann-Riem, Innovation und Recht — Recht und Innovation, 2016, § 6; ders.
(Fn.1), S. 8tf.

19 Teubner (Fn. 3),S.175.

20 Vgl. etwa das zwar nicht KI-, aber immerhin Big-Data-spezifische Verwendungs-
verbot fiir gentechnische Untersuchungen in § 18 Gendiagnostikgesetz. Viele der
in der Lit. mit KI-Systemen verbundenen Gefahrenanalysen basieren weniger auf
technischen Defiziten als vielmehr ganz schlicht auf Datennutzungen, die als ille-
gitim und dbergriffig wahrgenommen werden, beispielhaft die Analyse von
Danaber, in: Yeung/Lodge (Hrsg.), Algorithmic Regulation, 2019, S. 98 (106-109).
Dass sich die regulative Kraft der Einwilligung in Datenverarbeitungen als weitge-
hend dysfunktional erwiesen hat, um Verarbeitungsszenarien so zu steuern, dass
sie als hinreichend legitim empfunden werden, wurde bereits mehrfach nachge-
wiesen; vgl. dazu umfassend Hermstriiwer, Informationelle Selbstgefahrdung,
2016.
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jungst von Seiten der EU-Kommission kurz angedacht fiir den Einsatz von
Gesichtserkennungssoftware.?!

b. Materiell-rechtliches Programm

Selbstverstandlich geht es dann nicht ohne materiell-rechtliches Pro-
gramm, sei es gesetzlich, sei es in Form vertraglicher oder deliktischer Ver-
kehrs- und Sorgfaltspflichten beim Training und Einsatz von KI. Gesetzge-
ber,?? Verwaltung und Gerichte,?? aber auch die Industriestandards setzen-
den privaten Institutionen* sind hier noch in der Bringschuld. Stattdessen
allein oder auch nur mafgeblich auf Selbstregulierung der privaten Akteu-
re oder gar auf Marktmechanismen zu setzen, scheidet — wie Wolfgang
Hoffimann-Riem stets betont hat — ,angesichts der Machtasymmetrien im
IT-Bereich aus.?* In der Sache klirungsbedurftig wird etwa sein, ob und
wo algorithmische Entscheidungen akzeptiert werden kénnen, die im Er-
gebnis und/oder im Allgemeinen gut funktionieren; es aber im Einzelfall
wegen des erwahnten black-box-Phinomens nicht mehr menschlich nach-
vollziehbar ist, warum eine bestimmte Aktion so und nicht anders ausge-
fihrt wurde.26

21 Vgl. aus der Berichterstattung Fanta, EU erwagt Verbot von Gesichtserkennung,
Netzplotik.org v. 17.1.2020, abrufbar unter https://netzpolitik.org/2020/eu-erwaeg
t-verbot-von-gesichtserkennung/ <27.3.2020>.

22 Zum aktuellen Stand der Gesetzgebung auf EU-Ebene siehe das White Paper der
Kommission On Artificial Intelligence — A European approach to excellence and trust,
COM(2020) 65 final v. 19.2.2020, sowie die am selben Tag verdffentlichte Euro-
pean Strategy for data, COM(2020) 66 final.

23 Fir einen von der Rspr. zu entwickelnden beweglichen Maf$stab, der mit der zu-
nehmenden Leistungsfihigkeit digitaler Agenten strenger wird, Teubner (Fn. 3),
S.194.

24 Siehe die weitgehend im Status wunder development befindlichen ISO/OEC-Stan-
dards zu KI, dazu mit Ubersichten www.iso.org/committee/6794475.html
<27.3.2020>.

25 Schon Hoffmann-Riem (Fn. 1), S. 39.

26 Man konnte diesen Punkt auch verfahrensrechtlich verstehen (was ich hier nicht
tue, da ,Begrindung® z. B. im Sinn von §39 VwVIG sich in der Forderung nach
dem handlungsbestimmenden Grund erschopft — und der konnte eben durchaus
»because computer said so and got it right in 95% of test cases“ lauten); ggf. zihlt
der Punkt dann zum nichsten Baustein Institutionen, Verfabren, Verfabrensarrange-
ments. Zur Frage der Begriindbarkeit bei/trotz/durch KI in diesem Band —
Wischmeyer, bes. bei S. 78ff., 81ff. Jiingst ausf. hierzu Watson/Floridi, https://ssrn.co
m/abstract=3509737 <17.3.2020>.
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c. Institutionen, Verfahren, Verfahrensarrangements

Ein zentrales Feld der bisherigen offentlich-rechtlichen Diskussion bildet
dann die Frage nach Institutionen, Verfahren und Verfahrensarrange-
ments, die den Einsatz von KI vorbereiten, begleiten und ex post evaluieren
und ggf. korrigieren kénnen.?” Zu diesem sehr weiten Feld seien an dieser
Stelle nur einige Bemerkungen gesetzt: Zwar scheint der immer wieder ge-
forderte zentrale Algorithmen-TUV28 oder die zentrale KI-Agentur? der-
zeit noch nicht im Aufbau begriffen. Doch zeigen sektorale Losungen wie
die geplanten umfassenden Auskunftsrechte der Landesmedienanstalten,
die der neue Medienstaatsvertrag gegeniiber Medienplattformen und Me-
dienintermedidren einfiithrt,’® dass die Gesetzgeber die Forderungen nach
solchen tiefgehenden Kontrollstrukturen durchaus aufgreifen. Richtiger-
weise gehort hierher aber nicht nur die Frage nach punktuellen Auskunfts-
pflichten. Genauso wichtig ist die Schaffung einer Sub-Architektur zur
breiten Wissensgenerierung vor dem akuten Aufsichts- oder Kontrollfall.3!
Ziel muss es sein, das derzeit oft nur bei privaten Akteuren vorhandene

27 Siehe bes. Tutt, Administrative Law Review 68 (2017), 83ff.; in diesem Band —
Wischmeyer, bei S. 82f., Fn. 33ff. m. w. N. Diskussionsstringe zusammenfihrend
Wischmeyer, in: ders./Rademacher (Hrsg.), Regulating Artificial Intelligence, 2020,
S.75 Rn. 36ff., 44ff., m. w. N.

28 Bes. wirkmichtig der frithe Appell von Tutt (Fn. 27), bes. S. 105ff.

29 Zur Erforderlichkeit einer Digitalagentur www.bmwi.de/Redaktion/DE/Publikati
onen/Wirtschaft/bericht-der-kommission-wettbewerbsrecht-4-0.html <27.3.2020>;
nicht Aufsicht und Kontrolle, sondern der Wirtschafts- und Forschungsférderung
dient die KI-Agentur Bayerns, vgl. den Nachweis unter https://zentrum-digitalisie
rung.bayern/aufbau-der-bayerischen-ki-agentur/ <27.3.2020>.

30 Siehe § 86 (fur Medienplattformen und Benutzeroberfliachen), § 95 (fiir Medienin-
termedidre), jeweils i. V. m. §56 (Auskunftsrechte und Ermittlungsbefugnisse)
des Entwurfes eines Staatsvertrags zur Modernisierung der Medienordnung in
Deutschland v. 5.12.2019.

31 Diese konnten z. B. vergaberechtlicher Natur sein (vgl. hierzu schon Wischmeyer,
in: Goldhammer/Kulick (Hrsg.), Der Terrorist als Feind? Personalisierung im Po-
lizei- und Vélkerrecht, 2020, S. 193 (211f., 213)) oder auf , hybrides“ Personal bei
den privaten IT-Dienstleistern setzen (dazu Rezling Der Hybride, 2015,
bes. S. 171ff.). Natirlich kime auch in Betracht, vermehrt auf Eigenentwicklun-
gen staatlicher (Aufsichts-)Behdrden zu setzen, was aber zumindest praktisch nur
in begrenztem Umfang realistisch erscheint. Trennscharfe rechtliche Maf§gaben,
wann der Staat auf interne Wissensreservoirs zurtickgreifen muss, und wann er
externe Ressourcen nutzen darf, gibt es freilich nicht, vgl. schon Grof, in: Rohl
(Hrsg.), Die Verwaltung/Beiheft 9: Wissen — Zur kognitiven Dimension des
Rechts, 2010, S. 135 (152).
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Wissen frithzeitig auf die kontrollierenden Institutionen zu tbertragen.??
Nur dann kénnen diese ihre Steuerungs-, Kontroll- und Gewahrleistungs-
verantwortung auch praktisch wahrnehmen. Daneben scheint es mir auch
eine im weiteren Sinn verfahrensrechtliche Frage zu sein, ob der Einsatz
von autonomen Softwareagenten gegeniiber denjenigen, die mit ihnen in-
teragieren, stets offengelegt werden muss. Eine solche Kennzeichnungs-
pflicht wird vielfach gefordert,?? existiert — in vielleicht unterschitzter Brei-
te — auch bereits im geltenden Datenschutzrecht,>* und macht es wie kaum
ein anderer Verantwortungsbaustein erforderlich, bereits im Alltag, also
jenseits pathologischer Situationen, eine Abgrenzbarkeit von und in
Mensch-Maschine-Systemen zu erhalten.?

d. Haftung

Ein weiterer, jungst viel diskutierter Baustein ist das Haftungsrecht.’¢
Auch hier werden bekannte Instrumente zum Umgang mit Nicht-Wissen
und dem Handeln unter Arbeitsteilung wie Beweislastumkehr, Kausalitéts-

32 Hierzu jungst BVerfG, NVwZ 2019, 52 Rn. 24: ,Der Gesetzgeber mag [...] kurz-
fristig darauf vertrauen konnen, dass sich fachliche Wissensliicken durch Erkennt-
nisfortschritte in Fachkreisen und Wissenschaft schlieen. Langerfristig diirfte der
Gesetzgeber dem jedoch nicht tatenlos zusehen, weil er sich so seiner inhaltlichen
Entscheidungsverantwortung entzieht, privatem Fachwissen ungesteuert weitrei-
chenden Einfluss auf staatliche Entscheidungen eroffnet und eine einheitliche
Rechtsanwendung nicht gewihrleistet ist. Der Gesetzgeber muss dann, sofern die
fachlichen Zusammenhinge weiter ungeklart sind, fiir eine zumindest unterge-
setzliche Maf$stabsbildung beispielsweise durch Einsetzung fachkundiger Gremi-
en zur Festlegung einheitlicher Mafstibe und Methoden sorgen oder wenigstens
genauere Regeln fiir die behordliche Entscheidung zwischen mehreren vertretba-
ren Auffassungen vorgeben.“ Der Fall betraf immissionsschutzrechtlich relevante
Wissensdefizite.

33 Wischmeyer (Fn. 8), S. 20.

34 Vgl. Art. 13 Abs.2 lit.f, Art. 14 Abs.2 lit. g, Art. 15 Abs.1 lit. h, Art.22 Abs.3
i. V. m. ErwGr 71 Abs. 4 DSGVO; insofern zum aktuellen Stand der Diskussion
Kumbkar/Roth-Isigkeit, JZ 75 (2020), 277, bes. S. 283ff. zu den offenen Fragen.

35 Zu den in der Lit. verbreiteten Zweifeln daran, dass eine solche Abgrenzung
(stets) gelingen kann bzw. gelingen muss, siehe oben, bei Fn. 10f., und unten, bei
Fn. 89, bzw. unten, Fn. 85.

36 Siehe zur europ. Ubersicht den Bericht der Expert Group on Liability and New
Technologies, Liability for Artificial Intelligence, 2019, sowie aus der Lit. bes.
Teubner (Fn. 3), S. 155ft; ferner Foerster, ZfPW 2019, 418 (430ft.); Borges, NJW
2018, 977 (980ff.); Denga, CR 2018, 69; Jakl, MMR 2019, 711 (713ft.); Linardatos,
ZIP 2019, 504ff.; jeweils m. w. N. Speziell zur Haftung far APR-Verletzungen
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vermutung, Gehilfenhaftung, Gefihrdungshaftung, Gesamtschuld mit In-
nenregress und haftungsakzessorische Pflicht-Versicherungsmodelle aufge-
rufen. Der kiirzlich von Herbert Zech unterbreitete Vorschlag einer KI-Ver-
sicherung nach dem Vorbild der gesetzlichen Unfallversicherungen®” er-
scheint dabei besonders charmant. Denn neben der Haftung als solcher
konnten sich gerade auch die besonderen, auf Wissensgenerierung gerich-
teten Strukturen der Unfallversicherungen als vorbildhaft erweisen.

e. Sanktionen

Der letzte grofSe Baustein betrifft das Sanktionenrecht. Besonders passend
erscheint hier der englische Begriff der Blamability:* Es geht darum, fir
bestimmte als besonders gravierend wahrgenommene Fehlleistungen —
ganz salopp formuliert — noch jemanden ,anschreien® zu kénnen. Vorneh-
mer und rechtstechnischer ausgedriicke geht es vor allem um Fahrléssig-
keitsdelikte, auf die sich der Fokus der strafrechtlichen KI-Diskussion rich-
tet.** Die Problematik, dass individuelle Verantwortungsbeitrige ange-
sichts der Vernetzung von KI-Systemen bzw. ihrer Verbindung zu Mensch-
Maschine-Hybriden immer diffuser werden, ist auch hier keine unbekann-
te, sondern lisst sich — nach Einschitzungen in der strafrechtlichen Litera-
tur — unter Rickgriff auf die Grundsitze der Verantwortungsabgrenzung
im Rahmen arbeitsteiliger Prozesse bewiltigen.#!

durch KI-Agenten Oster, UFITA 82 (2018), 14ff. Spezifisch staatshaftungsrechtlich
vertiefende Diskussionsbeitrige fehlen — soweit ersichtlich — bislang.

37 Zech, in: Deutscher Juristentag (Hrsg.), Verhandlungen des 73. Deutschen
Juristentages Hamburg 2020 / Bonn 2022, Bd. I: Gutachten, 2020, A 105ff.

38 Siehe grundlegend zu dieser Aufgabe § 14 Abs. 1 SGB VIL

39 Zum - allerdings vergleichsweise selten gebrauchten — Begriff etwa Sankowski,
Journal of Aesthetic Education 22 (1988), 49ff. Zur Passung tiberkommener phi-
losophischer Blamability-Konzepte auf KI auch noch unten, um/bei Fn. 79.

40 Ausf. Fateh-Moghadam (Fn. 3), S. 875{t., bes. 883ft.; Cornelius (Fn. 9), S. 59f.; Yuan,
RW 2018, 477 (493f.); Gaede, Kunstliche Intelligenz — Rechte und Strafen fiir Ro-
boter? 2019, S. 81ff.; Uberlegungen zu Verinderungen der strafrechtlichen Ver-
antwortlichkeit auch tber die Fahrlassigkeitsdelikte hinaus bei Beck, ZIS 2020, 41,
bes. S. 43ff. Ein ausf. Kommentierung von §42 BDSG findet sich — zur Vorgin-
gernorm im BDSG a. F. — bei Golla, Die Straf- und BufSgeldtatbestinde der Daten-
schutzgesetze als Teil des Schutzes des informationellen Selbstbestimmungs-
rechts, 2015.

41 Siehe Beck (Fn. 40), S. 43; Yuan (Fn. 40), S. 493f., m. w. N.
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Es lasst sich allerdings auch Kl-spezifisches Vorsatz-Strafrecht finden:
§42 BDSG* in Verbindung mit Art. 22 DSGVO.# Ohne zu tief eintau-
chen zu koénnen, sei dieser Normkomplex hier eigens erwahnt, weil die
Normen (auch) von der strafrechtlichen Diskussion — soweit ersichtlich —
bisher weitgehend ignoriert werden;** sie teilen damit das Schicksal zahl-
reicher Regelungen des Nebenstrafrechts. Dabei ist § 42 BDSG fiir die KI-
und-Verantwortung-Diskussion potentiell hoch relevant. Denn in Kombina-
tion mit Art. 22 DSGVO bewehrt §42 Abs.2 BDSG viele der soeben ge-
nannten KI-Verantwortungsbausteine bereits jetzt strafrechtlich, rundet al-
so sozusagen die DSGVO sanktionsrechtlich ab, soweit sie jetzt schon KI-
bezogene Regelungen enthalt.*> Das Problem dabei ist, dass die Norm ge-
rade in Verbindung mit dem seinerseits extrem unbestimmten Art.22
DSGVO* nicht bestimmt genug sein dirfte, um einer verfassungsgericht-
lichen Nachprifung standhalten zu konnen.

42§42 Abs. 2 BDSG lautet, soweit hier von Interesse: ,Mit Freiheitsstrafe bis zu zwei
Jahren oder mit Geldstrafe wird bestraft, wer personenbezogene Daten, die nicht
allgemein zuganglich sind, 1. ohne hierzu berechtigt zu sein, verarbeitet [...] und
hierbei gegen Entgelt oder in der Absicht handelt, sich oder einen anderen zu be-
reichern oder einen anderen zu schadigen.®

43 Abs. 1 dieser Norm lautet: ,,Die betroffene Person hat das Recht, nicht einer aus-
schlieRlich auf einer automatisierten Verarbeitung — einschlieflich Profiling — be-
ruhenden Entscheidung unterworfen zu werden, die ihr gegentiber rechtliche
Wirkung entfaltet oder sie in ahnlicher Weise erheblich beeintrichtigt.”

44 Im Kl-spezifischen strafrechtlichen Schrifttum findet § 42 BDSG bislang, soweit
ersichtlich, keine Beachtung, vgl. z. B. die ansonsten sehr ausfihrlichen Uberle-
gungen de lege lata und ferenda bei Fateh-Moghadam (Fn. 3), S. 876ff. Von einem
stheoretisch vermutlich relativ grofen Anwendungsfeld* geht hingegen aus
BDSG-HK-Heghmanns, 2020, §42 Rn. 36, das allerdings v. a. durch das Strafan-
tragserfordernis des Abs. 3 S. 1 praktisch doch relativ klein ausfallen kénnte.

45 Das in Art.22 DSGVO enthaltene grds. Verbot vollstindig automatisierter Ent-
scheidungen im Einzelfall, einschlieBlich Profiling, kann als zentrale Kl-spezifi-
sche Norm der DSGVO gelten. Das Verbot, geregelt in Abs. 1, gilt aber nicht ab-
solut, sondern weicht unter den — sehr weiten — Voraussetzungen des Abs. 2 einer
Erlaubnis, die ihrerseits aber wiederum unter dem Vorbehalt ,angemessener
Mafinahmen zur Wahrung der Rechte und Freiheiten sowie der berechtigten In-
teressen der betroffenen Person® steht (so Abs. 2 lit. b, ahnlich Abs. 3). Bei der Lis-
te dieser ,angemessenen Mafnahmen®, zu denen nach Art.22 Abs.4 DSGVO
schon de lege lata auch ausdriickliche Diskriminierungsverbote zihlen, finden
sich zahlreiche der soeben genannten Verantwortungsbausteine bereits jetzt wie-
der, vgl. statt vieler Scholz, in: Simitis/Hornung/Spiecker, Datenschutzrecht, 2019,
Art. 22 DSGVO Rn. 56-64 m. w. N.

46 Zu den vielen Unzulanglichkeiten von Art. 22 DSGVO, aber auch zum Potential
der Regelung, statt vieler Bygrave, in: Yeung/Lodge (Hrsg.), Algorithmic Regula-
tion, 2019, S. 248ff.
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3. ... aber mit neuen LeistungsmafSstiben!

Schlieflich scheint mir mittlerweile ein weiterer Punkt konzediert: Es
spricht viel dafir, an KI im Rahmen der soeben genannten Bausteine zu-
mindest partiell sohere Anforderungen zu stellen als an Menschen.#” Das
gilt schon allein deshalb, weil von den Entscheidungen ,eines“ zentral ein-
gesetzten digitalen Agenten im Zweifel mehr Personen betroffen sein wer-
den als vom Handeln eines menschlichen Entscheiders.*® Selbst wenn also
beispielsweise die automatisierte Gesichtserkennung fast gleich gut funk-
tionieren sollte wie die menschliche,® so folgt daraus noch nicht, dass sie
nun nach gleichen Mafistiben wie die Streifenpolizistin eingesetzt werden
darf.

Aber auch jenseits der damit angesprochenen Skaleneffekte eines Com-
puterprogramms und der damit verbundenen Gefahren®® diirfte Armin
Nassehi mit seiner Beobachtung recht haben: In Zukunft ,,dirfte das ausge-
zeichnete Privileg des Menschen darin bestehen, nicht nur Fehler zu ma-
chen, sondern Fehler machen zu diirfen®.5!

II. Disruptives: Wessen Verantwortung, und wofiir?

Der zweite Teil des Beitrags gilt nun drei ausgewahlten Aspekten im Zu-
sammenhang von KI und Verantwortung, die sicherlich nicht mehr als kon-
zediert gelten konnen, die aber — so zumindest meine Annahme — beson-
ders relevant und dringend sind.

1. Maschinenverantwortung?
Die Bausteine, die im ersten Teil dieses Beitrags aufgezihlt sind, sind —

quasi phanomenologisch — das Ergebnis von Recherchen, was in der Lite-
ratur unter den Suchworten ,Verantwortung® und ,KI“ an rechtlichen,

47 Vgl. etwa Teubner (Fn. 3), S. 194 m. w. N.

48 Danaber (Fn. 20), S. 110-112.

49 Simonite, MIT Technology Review v. 17.3.2014, abrufbar unter www.technologyr
eview.com/s/525586/facebook-creates-software-that-matches-faces-almost-as-well-as
-you-do/ <27.3.2020>.

50 Siehe fiir den bes. sensiblen polizeilichen Kontext Rademacher, A6R 142 (2017),
366 (374, 376).

51 Nassehi, Muster: Theorie der digitalen Gesellschaft, 2. Aufl. 2019, S. 226.
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rechtsdogmatischen und rechtspolitischen Vorschliagen zu finden ist. Die
Diskussionen oder Streitstinde betreffen hier meist die Details der Gren-
zen des Auslegbaren, grundrechtlich Zumutbaren oder Praktikablen. An-
ders ist es, wenn man gezielt fragt, wer eigentlich Verantwortung fir die
Entscheidungen von autonomen Agenten tibernehmen soll.

Klassisch und auf hoher Abstraktionsebene ldsst sich Verantwortung,
frei nach Jan Henrik Klement, als Antworten verstehen, oder, etwas genauer:
als Antworten-Konnen und Danach-Handeln-Kénnen.>? Und als Klement
sein Buch ,Verantwortung® schrieb, war auch noch ganz klar, dass der so
Adressierte, also das Verantwortungssubjekt, ein Mensch ist.>3

Das bleibt heute nicht mehr unwidersprochen: Einen vielbeachteten
Vorschlag fiir eine neue Adressierung von Verantwortung machte 2018
Gunter Teubner im AcP unter dem Titel Digitale Rechtssubjekte? Teubner ar-
beitet mit dem folgenden Verantwortungs-Begriff:

,Verantwortung im strengen Sinn ist das Einstehenmissen fir Ent-
scheidung unter Ungewissheit, deren Resultat nicht prognostizierbar
st [...]¢

Auf aktuelle und vor allem auf sich abzeichnende Formen von KI tbertra-
gen folgt fiir Teubner daraus dann das entscheidend Neue:

»~Wenn Computer Entscheidungen unter Ungewissheit treffen, dann
ermoglicht dies, etwas ginzlich Neues zu entdecken. [...] Ja, Verant-
wortung gewinnt ihre eigentliche Bedeutung erst hier: Als Einstehen-
missen fiir den ,Sprung ins Dunkle‘’S [...] Diesen Sprung ins Dunkle
[...] nicht nur Menschen anzuvertrauen, sondern Algorithmen zu
tberlassen, darin besteht das fundamental Neue®.5¢

Denn andernfalls wiirden

»Softwareagenten [unausweichlich] Verantwortungslicken [verursa-
chen], da ihr autonomes Handeln einen massiven Kontrollverlust
menschlicher Akteure mit sich bringt. [...] Die Dynamik der Digitali-

52 Klement, Verantwortung, 2006, S. 576. Siehe fiir die Adaption der Definition spe-
ziell fir autonome Systeme Schulz, Verantwortlichkeit bei autonom agierenden
Systemen, 2015, S. 39ff.

53 Bes. deutlich Spiecker (Fn. 10), S.60: ,Spricht man iber Verantwortung mit
rechtswissenschaftlichem Bezug, dann ist in einer freiheitlichen Gesellschaft im-
mer der Einzelne, das Individuum, adressiert.

54 Teubner (Fn. 3),S.175.

55 Ebd., S.176.

56 Ebd.
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sierung erzeugt unaufhorlich verantwortungsfreie Raume, die sich in
Zukunft ausweiten werden®

— es sei denn, wir stufen Softwareagenten ,selbst als verantwortliche Ak-
teure“ ein, so Teubners zentrale These.’” Die wiederum findet eine Stiitze
in einem systemtheoretisch informierten Analogieschluss zum Unterneh-
men, zur Organisation, der KI-Systeme in vielen Aspekten gleichen wiir-
den.’8

Diese Bereitschaft zum Wagnis hat etwas verlockend zukunftsgewand-
tes. Die Gleichsetzung von digitalen Agenten mit Unternehmen oder mit
Menschen ist deshalb so charmant, weil dann, wenn diese Gleichsetzung
funktionieren wiirde, eine Blaupause auch fiir eine Verantwortungsarchi-
tektur in einem gesamtheitlichen Sinne existieren wiirde. Beim Weiterle-
sen des zitierten Beitrags wird aber rasch genug klar, dass sich sein Autor
zu Offentlich-rechtlichen, strafrechtlichen oder auch nur zivilrechtlichen
Verantwortungsbausteinen insgesamt gar nicht verhalten, sein Vorbild
sUnternehmen® gar nicht snsgesamt heranziehen kann oder auch nur will.
Mit der Unternehmensanalogie ist also keine Architektur im anspruchsvol-
len Sinn beschrieben, es wird keine Verantwortungs-Gesamtrechnung aufge-
macht. Vielmehr bezieht Teubner seinen Verantwortungsbegriff — zwar
nicht in der Definition, wohl aber in den anschliefenden Detail-Ausfiih-
rungen — ganz auf vertragsrechtliche Zurechnung und vertragliche bzw.
deliktische Haftung fir das Agieren digitaler Agenten. Es geht dann in der
,Pointe“?? ganz klassisch-zivilrechtlich um die Anwendung von Stellvertre-
tungsregeln oder um die Gehilfenhaftung nach § 278 BGB oder § 831 BGB,
nattrlich jeweils analog.

Die Analogien lassen sich weitertreiben:® Besonders interessant er-
scheint die Orientierung von KI-Agenten am Vorbild von Tieren,%! was

57 Ebd., S.157.

58 Zu der damit z. B. von Teubner (Fn. 3), S. 155 begriindeten Notwendigkeit der
Anerkennung einer Teilrechtsfahigkeit digitaler Agenten aber treffend Marietta
Auer, Verfassungsblog v. 30.9.2019, aufgerufen unter https://verfassungsblog.de/re
chtsfachige-softwareagenten-ein-erfrischender-anachronismus <13.2.2020>: ,,Denn
aus der blofen Eigenschaft, eine kommunizierende Kollektividentitit zu sein,
folgt noch keine Notwendigkeit, als juristische Person oder sonstige rechtsfihige
Entitat anerkannt zu werden.“

59 Fateh-Moghadam (Fn. 3), S. 877.

60 Ausf. Uberlegungen aus anglo-amerikanischer Perspektive bei van den Hoven van
Genderen, in: Barfield/Pagallo (Hrsg.), Research handbook on the law of artificial
intelligence, 2018, S. 213 (216ff.), m. w. N.

61 So z. B. Voneky, OdW 2020, 9 (12) m. w. N.
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dann zur analogen Anwendung der Tierhalterhaftung nach §833 BGB
oder in den USA zur Anwendung der Regeln fiir Drogensptrhunde auf
predictive-policing-Systeme fihren konnte.%? Popular ist auch die Frage, ob
KI nach dem Vorbild von Risikotechnologien, wie der Atomkraft oder der
Genetik, reguliert werden kann und soll.3 Vielleicht noch gingiger ist es
nur, den Menschen gleich selbst als KI-Vorbild und KI-Maf$stab heranzu-
ziehen.® Zumindest semantisch weisen in diese Richtung die vielen Stel-
lungnamen und Arbeitsgruppen, die von ,vertrauenswirdiger KI statt
vom vertrauenswiirdigen Umgang mit KI® oder ohne menschliche Mitte-
lung®® von ,verantwortlicher KI* sprechen.” Ganz dhnlich verhalt es sich
mit dem 2019 verdffentlichten Aufruf von 23 Computerwissenschaftlern,
die neue akademische Disziplin der Machine Bevaviour Studies zu grin-
den,® was auch universitir die ,Verflissigung der Grenzziehung von Per-
son, Tier und Maschine“®” unterstreichen wiirde.

Hier zeigt sich aber die Gefahr der Argumentation mit analogen Vorbil-
dern: Die Orientierung an ihnen ist sinnvoll, solange sie einen ,Stein-
bruch® bilden, aus dem sich die Liste der oben genannten Bausteine fiir
eine KI-Verantwortungsarchitektur ergeben soll. Als ,Blaupausen*’® fiir
ganze Architekturen sind die analogen Vorbilder aber gefihrlich: Denn
wir kniipfen an die Begriffe, die sich in der Diskussion bekanntlich leicht

62 Mit diesen Uberlegungen schon Rich, University of Pennsylvania Law Review 164
(2016), 871 (913ff.), und auch Ferguson, William & Mary Law Review 55 (2014),
1283 (1358ff.).

63 Bes. grindlich Martini (Fn. 8), S. 113-155.

64 So etwa Linardatos (Fn. 36), S. 507; Matthias, zitiert nach Ziemann, in: Hilgendorf/
Ginther (Hrsg.), Robotik und Gesetzgebung, 2013, S. 183 (183f.).

65 So die Ethik-Leitlinien fiir eine vertrauenswiirdige KI der Hochrangigen Experten-
gruppe fiir Kiinstliche Intelligenz, mit letztem Stand veroffentlicht am 8.4.2019, ab-
rufbar unter https://ec.europa.eu/futurium/en/ai-alliance-consultation/guidelines#
Top <27.3.2020>; zur Kritik an der Wortwahl Markschies, Warum sollte man
einem Computer vertrauen? F.A.Z. v. 23.2.2019, S. 11.

66 Siche in diesem Sinne die KI-Empfehlungen des Rates der OECD on Artificial In-
telligence v. 22.5.2019, wo von ,responsible stewardship of trustworthy (sic!) AT
die Rede ist, Hervorhebung hier. Das Dokument ist abrufbar unter https://legalin
struments.oecd.org/en/instruments/OECD-LEGAL-0449 <27.3.2020>.

67 So etwa das Forschungsprojekt Responsible Artificial Intelligence an der Universitit
Freiburg i. Br., siche www.frias.uni-freiburg.de/de/foerderprogramme/schwerpun
kte/responsible-ai <27.3.2020>.

68 Rahwan et al., Nature 568 (2019), 477.

69 Fateh-Moghadam (Fn. 3), S. 869.

70 So Martini (Fn. 8), S. 113ff., der freilich — richtiger Weise — stets gesondert und
kritisch die ,Analogiefahigkeit“ der von ihm angedachten Blaupausen untersucht.
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verselbststindigen und von den differenzierenden Ausfithrungen im —
meist — zweiten Teil rechtswissenschaftlicher Aufsatze ablosen, holistische
Verantwortungs- oder eben auch Nicht-Verantwortungszuschreibungen,
die sich im Laufe der Rechtsentwicklung etabliert haben — wie zum Bei-
spiel beim Tier, jedenfalls nach Uberwindung des mittelalterlichen Tier-
strafrechts.”! Dann aber droht zumindest eine Verwirrung der Diskussi-
on.”? Zu sagen ,Ein digitaler Agent misse wie ein Unternehmen Verant-
wortung fir seine Entscheidungen tibernehmen®, ist misslich, wenn ei-
gentlich nur die Ubernahme von Verantwortung spezifisch in der Form von
monetdrer Haftung gemeint ist.

Dabei ist zu beachten, dass sich viele der vorhin genannten Verantwor-
tungsbausteine nach der ihnen eigenen Funktionslogik durchaus durch di-
gitale Agenten selbst ausfillen lassen, jedenfalls weitgehend:

e Im Bereich der monetiren Haftung dirfte es nur ein praktisches Prob-
lem sein, z. B. Sondervermégen als Haftungsmassen oder eine KI-Un-
fallversicherung zu schaffen, wie Zech es mit guten Argumenten vor-
schlagt.”?

e Auch die Grundfunktion von Verantwortung, nimlich das Antworten
und nachvollziehbar Rechenschaft iber das Warum einer Entschei-
dung ablegen koénnen, ist ein Verantwortungsbaustein, der unter den
Schlagworten explainable artificial intelligence (xAl) oder interpretable
machine learning (IML)7# bereits automatisiert wird bzw. werden soll.”’

e Das institutionalisierte Testen und Evaluieren von KI-Agenten ist eine
Verantwortungs-Funktion, die sich in Zukunft ohne die Hilfe eben von
Test- und Evaluierungs-Algorithmen angesichts der wachsenden Kom-

71 Ziemann (Fn. 64), S. 185ff.

72 Vgl noch deutlicher zu den iberschiefenden Wirkungen von Analogien, Schir-
mer, in: Wischmeyer/Rademacher (Hrsg.), Regulating Artificial Intelligence,
2020, S. 123 Rn. 24: ,[Tlhe trap snaps shut.”

73 Siehe oben, Fn. 37; dort auch zahlreiche weitere Nachw. zu alternativen Haf-
tungsmodellen.

74 Zu den Begriffen Watson/Florids, https://ssrn.com/abstract=3509737 <17.3.2020>.

75 Siehe — Wischmeyer, in diesem Band, S. 82, Fn.32. Zum aktuellen Forschungs-
stand Garnelo/Shanaban, Current Opinion in Behavioral Sciences 29 (2019), 17ff.;
Samek/Montavon/Vedaldi/Hansen/Miiller, Explainable Al, 2020. Dazu, dass auch
xAl-Anwendungen den sog. automation bias (= ungerechtfertigtes Vertrauen in die
Richtigkeit computergestiitzter Entscheidungen seitens der NutzerInnen) auslo-
sen konnen, Heaven, MIT Technology Review v. 29.1.2020, abrufbar unter https://
www.technologyreview.com/2020/01/29/304857/why-asking-an-ai-to-explain-itself
-can-make-things-worse/ <20.4.2020>, m. w. N.
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plexitit der Systeme und der Arbeit im Umfeld von Geschaftsgeheim-
nissen kaum mehr denken lasst’¢ — Stichwort compliance by design.””
Schlieflich lasst sich selbst die Erstellung des materiell-rechtlichen Pro-
gramms, dem Software-Agenten unterliegen, enseits von Wertentschei-
dungen, also wo Recht eine reine Optimierungsaufgabe hat, irgend-
wann eventuell auf KI Gbertragen.”8

Es gibt aber mindestens einen Baustein, der sich nicht auf KI rejustieren
lasst: Der moralische Vorwurf, die Blamability,”® oder, rechtlich(er) ausge-
driickt, das Bedtrfnis nach strafrechtlicher — oder, was ich hier aber nicht
vertiefen will: demokratischer® — Verantwortungszuschreibung. Im engli-
schen Diskurs wird dieser Aspekt sprachlich deutlicher: Software-Agenten
konnen, in der Terminologie von Luctano Floridi, accountable fur ihre
Handlungen sein; sie konnen aber nicht in einem vollstindigen Sinne re-
sponsible sein, schlicht weil sie konzeptionell nicht sinnvoll bestrafbar
sind.®! Das idealerweise normstabilisierende Unwerturteil, das in der Kri-
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Statt vieler Kroll et al., University of Pennsylvania Law Review 165 (2017), 633
(660ft.).

Speziell zur Kontrolle von KI durch Kl-gestiitzte impossibility structures auch
Cornelius (Fn. 9), S. 57; zum Begrift der impossibility structures Rademacher (Fn. 6),
S. 703f, sowie unten, bei Fn. 123.

Zu der Gefahr, dass auch an sich (noch) nicht fiir eine automatisierte Gesetzesan-
wendung geeignete Materien fiir computergestiitzte Verarbeitung — und d. h.
wahrscheinlich: bewusst vereinfachend - geregelt werden kénnten, Unger, in:
ders./Ungern-Sternberg (Hrsg.), Demokratie und kinstliche Intelligenz, 2019,
S.113 (121), und dort bes. die Nachw. in Fn. 58.

Zum Begriff oben, bei Fn. 39.

Die Moglichkeit der Abwahl in demokratischen Herrschaftsstrukturen, die eben-
falls eine Vorwurfskomponente transportiert bzw. transportieren soll, lasse ich im
Folgenden auffer Betracht; zu Formen ,digitaler Herrschaft als demokratischem
Zurechnungsproblem® mit zahlreichen weiteren Nachw. Unger (Fn. 78),
bes. S. 118ff.

Siehe Floridi, in: Anderson/Leigh Anderson (Hrsg.), Machine Ethics, 2011, S. 184
(201-203, 205): ,Recall that moral accountability is a necessary but insufficient
condition for moral responsibility.” Aus dem strafrechtlichen Schrifttum ebenso
z. B. Gless/Silverman/Weigend, New Criminal Law Review 19 (2016), 412 (415ft.).
Ob sich hieran etwas dndert, falls KI-Agenten einmal Gefiihle haben oder simulie-
ren kdnnen sollten (vgl. van den Hoven van Genderen (Fn. 60), S. 238; Kuehn/Had-
dadin, TEEE Robotics and Automation Letters (RA-L), 2 (2016), 72ff.) und wir
dann beginnen, ihnen Bewusstsein und eventuell sogar Rechte zuzuschreiben,
soll hier offen bleiben. Mit diesen Zukunftsiiberlegungen ausf. Gaede (Fn. 40),
S. 57tt., 66ft., der allerdings selbst fir diesen Fall daran zweifelt, dass es ein geeig-
netes, gegeniiber Robotern wirksames Strafiibel im tiberkommenen Sinn gibt
(S. 66f.).
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minalstrafe enthalten ist,3? ist ihnen gleich und ist damit wirkungslos.®?
Natirlich kann man den sanktionsrechtlichen Verantwortungs-Baustein
fur aberflassig halten,? wie es namentlich Floridi vorschwebt:

»We can stop the regress of looking for the responsible individual
when something evil happens, because we are now ready to acknowl-
edge that sometimes the moral source of evil or good can be different
from an individual or group of humans”.%5

Ich halte Blamability als Teil einer Verantwortungs-Gesamtrechnung fiir
unverzichtbar.3¢ Falls das stimmt, dann erfordert das — entgegen der be-
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Fateh-Moghadam (Fn. 3), S. 877ff., mit weiteren ausf. Uberlegungen zur Dysfunk-
tionalitét eines anthropomorphisierenden ,,Roboterstrafrechts®.

Ahnlich Fateh-Moghadam (Fn. 3), S. 876ff., dort, Fn. 76, auch zur teilweise vertre-
tenen Gegenauffassung. Wenn demgegeniber in der philosophischen Diskussion
argumentiert wird, dass blamability sich vom punishment dahingehend unterschei-
de, dass ein Adressat von blame dadurch zwar hiufig einen Nachteil (punishment)
empfinde, das aber nicht zu den Essentialia von blame/blamability gehore, wird
dem hier - jedenfalls in Ubertragung auf KI - nicht gefolgt: Ein Vorwurf (blame),
der strukturell, d. h. strukturbedingt stets und notwendig, auf emotionale Gleich-
gultigkeit beim Adressaten st6ft, verfehlt die damit vom und beim Sender inten-
dierte Befriedigungswirkung zwangslaufig, sodass jedenfalls nicht von sinnvoller
blamability gesprochen werden kann. Anders, freilich aus Pri-KI-Tagen stam-
mend, z. B. Smith, Proceedings of the Aristotelian Society, New Series 109 (2009),
31 (55); ahnlich wohl auch Sankowsk: (Fn. 39), S. 51, 59 (mit der Frage, ob fiktio-
nale literarische Charaktere sinnvoll blamable sind; Sankowsk: beantwortet die
Frage positiv).

Vgl. hierzu auch Burchard, Normative Orders Working Paper 2/2019 — Kiinstliche
Intelligenz als Ende des Strafrechts? Zur algorithmischen Transformation der Ge-
sellschaft, 2019, S. 24ff., der darauf hinweist, dass unter einer wohlfahrtsstaatlich-
sicherheitsrechtlichen Strafrechtstheorie (i. S. v.: ,Verunméglichung oder zumin-
dest die substantielle Minimierung von Rechtsgutsverletzung®) die ,,Verheiun-
gen von KI“ im Falle ihrer Realisierung den Zweck des Strafrechts erfiillen und es
damit gleichsam tberflissig machen konnten.

Florid: (Fn. 81), S. 210.

In diesem Sinne auch Beck (Fn. 40), S.48: ,Die dargestellten Verinderungen [=
Diffusion von Verantwortung durch Digitalisierung] konnten zur Folge haben,
dass in der digitalen Welt [...] kaum noch Strafen verhingt werden. Das kann je-
doch zu Problemen fithren, wenn die Gesellschaft durch die fehlende Ubernah-
me personlicher Verantwortung beunruhigt und die Normgeltung bezweifelt
wird. [...] Die Zuschreibung individueller Verantwortung des Staates zum Biirger
bzw. der Biirger untereinander ist grundlegend fiir unsere gegenseitige Wahrneh-
mung sowie unsere Selbstwahrnehmung.“ Ferner ebendort, S. 49: ,Insofern [wi-
re] der umfassende Verzicht auf das Strafrecht nicht unproblematisch.“ Vgl. auch,
aus dem zivilrechtlichen Schrifttum, Schirmer (Fn. 72), Rn. 11.
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kannten systemtheoretisch fundierten Annahme, das ,soziale Substrat
[einer Organisation] sei [mehr als] eine Vielheit konkreter Menschen“s” —
doch wieder eine Zergliederung der system-theoretisch zusammengeftg-
ten kommunikativen Entscheidungsketten in einzelne Entscheidungstra-
ger. Und wenn man dann nur auf digitale Agenten als ,eigenverantwortli-
che® Entscheidungstrager st6£t,% dann steht die Verantwortungsliicke, die
durch die Analogie zum Unternehmen geschlossen schien, doch wieder of-
fen. Das gesellschaftliche Akzeptanzreservoir, das auch und gerade im Be-
dirfnis bzw. in der Fihigkeit zum nachtraglichen Schuldvorwurf liegt,
kann eben nicht gehoben werden gegenitiber einer ,anonymen Matrix“%
aus miteinander verwobenen digitalen Aktanten und menschlichen Akteu-
ren mit angehingter Haftungs- oder Versicherungsmasse, sondern nur ge-
geniber individualisierten Menschen.”® Die strafrechtswissenschaftliche
Diskussion ist deshalb darum bemiiht, vor allem im Rahmen der Fahrlas-
sigkeitsdelikte menschliche Verantwortungsbeitrage beim Inverkehrbringen
und Nutzen von KI-Agenten identifizierbar zu halten.”!

Aufbauend auf der soeben referierten Einschitzung sei hier das Plado-
yer erlaubt, dass wir als Rechtswissenschaft insgesamt vorsichtig sein soll-
ten, analoge Vorbilder als Blaupausen fiir Verantwortungsarchitekturen —
also als Vorbilder mit einem scheinbaren gesamtheitlichen Anspruch —
auszuweisen, ohne dabei zugleich auch eine Verantwortungs-Gesamtrech-
nung aufzumachen, die dann alle drei groffen Rechtsgebiete mindestens
mit bedenkt.

2. Burgerverantwortung?
Das nichste Schlaglicht — Biirgerverantwortung? — soll zunachst mit einem

auslindischen Beispiel eingeleitet werden: Finnland zwingt seine Birger
bzw. genauer gesagt: deren Mobilitatsdienstleister seit 2018, unter ande-

87 Teubner (Fn. 3), S. 164.

88 Das ware m. E. auch der Unterschied zum Unternehmensstrafrecht, wie es in an-
deren Staaten existiert; vgl. mit diesem Einwand gegen die hier vertretene Auffas-
sung schon Simmler/Markwalder, ZStW 129 (2017), 20 (44); wie hier Wohlers, B]M
2016, 113 (123f.).

89 Ebd., S.202.

90 Jedenfalls nach der noch g. h. M. in der strafrechtlichen Lit., Nachw. bei Fateb-
Moghadam (Fn. 3), S.876ff; u. bestimmten U. aufgeschlossener aber z. B.
Cornelius (Fn. 9), S. 60ff.

91 Dazu schon die Nachw. oben, in Fn. 40.
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rem Bewegungs- und Zahlungsdaten mit anderen Mobilititsdienstleistern
zu teilen — im Interesse eines reibungsloseren, plattform- und Kl-gestiitzten
intermodalen Verkehrs der Zukunft.?? Das Stichwort hierfiir lautet: Mobi-
lity as a Service. Das finnische Gesetz ist derzeit freilich so konzipiert, dass
der Austausch aggregierter Daten ausreicht, jedenfalls soweit es um die be-
sonders sensiblen Standortdaten geht. Der europaische Rechtsrahmen, der
fur diese Verkehrs-Anwendungen gilt, lasst aber bereits jetzt zu, dass auch
nationale Vorschriften zum zwingenden Austausch personenbezogener
Daten gemacht werden.?? Data sharing wird quasi zur Burgerpflicht, zu
einer neuen Verantwortung des einzelnen Datensubjekts, durch Nicht-
Mehr-Zurtickhaltung ,seiner® Daten zum IT- und KI-Fortschritt beizutra-
gen.

In diese Richtung weisen auch die neue Datenstrategie der EU** und
das White Paper zur geplanten KI-Regulierung, die beide am 19. Februar
2020 vorgestellt wurden. So heifit es im White Paper zu den Gefahren kiinst-
licher Intelligenz:

»For example, as a result of a flaw in the object recognition technolo-
gy, an autonomous car can wrongly identify an object on the road and
cause an accident [...]. [Tlhese risks can [...] be related to problems with
the avatlability and quality of data or to other problems stemming from
machine learning”.?s

Die noch unausgesprochene Konsequenz, die im hervorgehobenen Teil
des Zitats verborgen ist, scheint eindeutig: Wer ,seine“ Daten nicht fiir die
neuen EU-weit geplanten data pools zur Verfigung stellt,’® der gefihrdet

92 Vgl. dazu Part I1I, Chap. 1, Sect. 1, und Chap. 2 des finnischen Act on Transporta-
tion Services, in Kraft seit 1.7.2018.

93 Vgl. Art. 10 RL 2010/40/EU, Erwagungsgrund 5 der VO 217/1926.

94 COM(2020) 66 final, z. B. S. 5f.: “The infrastructures should support the creation
of data pools enabling Big Data analytics and machine leaning, in a manner com-
pliant with data protection legislation and competition law, allowing the emer-
gence of data-driven ecosystems. [...] Currently there is not enough data available
for innovative re-use, including for the development of artificial intelligence.”

95 COM(2020) 65 final, S. 12. Hervorhebung hier.

96 Vgl. EU-Kommission, A European strategy for data, COM(2020) 66 final, S. 14,
16ft., 21, 22f. Zur Diskussion aus kartellrechtlicher Perspektive Schweitzer, GRUR
2019, 569.
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nicht nur den Fortschritt oder den reibungslosen Verkehr, sondern viel-
leicht, unter Umstinden, je nach Sachbereich sogar Menschenleben.””

Fortgeschritten ist die Diskussion um individuelle Pflichten zum data
sharing schon im Antidiskriminierungsrecht: Um zu verhindern, dass KI-
Systeme diskriminierende Wirkungen haben,’® bedarf es grundsatzlich Da-
tensitze, die die diskriminierenden Eigenschaften enthalten, und zwar in
moglichst reprasentativer Form.” Diese Erkenntnis lautet im Antidiskri-
minierungsrecht schon einen Paradigmenwechsel ein, weg vom Grundsatz
des ,Es geht niemanden etwas an, welche Hautfarbe ich habe“ hin zu
einem Grundsatz der Wissensgenerierung als Gemeinwohlaufgabe.'® Nur
noch kurz erwihnt sei hier schlieflich das neue Digitale-Versorgung-Ge-
setz, welches das Bundesversicherungsamt im Interesse der Forschung zur
zentralisierten Sammlung — Stichwort data pools — bestimmter Patienten-
daten berechtigt.'” Damit sind wir schon sehr nah an den Schutz von
Menschenleben durch data sharing herangericke (zur aktuellen Corona-
Krise siche sogleich, bei Fn. 106).102

Meine These zu dieser neuen Biirgerverantwortung: Data sharing darf
keine verhaltenssteuernden Konsequenzen haben, und darf deshalb auch
grundsitzlich nicht mit verhaltenssteuernden Anreizen verkniipft werden.
Dabei habe ich weniger Sorge vor einem potentiell glidsernen Biirger — ich
denke nicht, dass der noch zu verhindern ist — oder Sorge um die Datensi-
cherheit — wobei dies sicherlich das vordringlichste technische Forschungs-
feld der niachsten Jahre sein diirfte. Die Dystopie, die mir realistischer er-

97 Die EU-Kommission (Fn. 96), S. 13 sicht ,,compulsory data access rights* als sek-
torspezifisch zu bestimmende Ausnahme an, vorranging bzw. allgemein soll mit
Anreizen fiir einen Datenaustausch B2B gearbeitet werden.

98 Hierzu statt vieler Hacker, CMLR 55 (2018), 1143 (1146ff.).

99 Kroll et al. (Fn. 76), S. 685ff., dort auch, S. 688f., zu alternativen, datenschutz-
freundlicheren Methoden wie ,,synthetischen® Trainingsdaten.

100 Tischbirek, in: Wischmeyer/Rademacher (Hrsg.), Regulating Artificial Intelli-
gence, 2020, S. 103 (115ff.).

101 Einschligig sind die novellierten §§303aff. SGB V; dazu, auch zum Verhiltnis
zur DSGVO, Kiihling/Schildbach, NZS 2020, 41. Zur Notwendigkeit/Sinnhaftig-
keit des data sharing speziell im medizinischen Bereich siehe auch die Plidoyers
von Johnson, BBC News v. 7.2.2014, abrufbar unter www.bbc.com/news/health-2
5988534 <27.3.2020> und - bes. nachdricklich — Moore-Colyer, Silicon.co.uk v.
5.7.2017, abrufbar unter www.silicon.co.uk/e-regulation/data-sharing-privacy-21
6521 <27.3.2020>.

102 Bes. deutlich Moore-Colyer (Fn. 101).
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scheint, ist das neue Ideal eines Gemeinwohl-optimierten Biirgers.!® Die
Vereinnahmung des Biirgers als Wissensgenerator oder, noch deutlicher:
als Trainingsdatenlieferant fir KI-Systeme liegt dabei sicherlich im Ge-
meinwohlinteresse und die EU-Kommission hat ohne Zweifel recht, dass
es obne eine solche Vereinnahmung keine gute KI geben wird. Es geht
nicht ohne Daten, und auch wenn die Kommission vor allem auf Indus-
triedaten abstellt: Es geht eben auch nicht ohne personenbezogene Da-
ten.'% Die Gefahr, an die Datenlieferung im nachsten Schritt quasi beildu-
fig gemeinwohlorientierte Verhaltensanreize zu setzen, folgt dem aber auf
dem Fufl. Hier bedarf es m. E. friher und klarer Grenzen, die zu ziehen
zum Beispiel im Bereich des Umweltschutzes angesichts der Herkulesauf-
gabe ,Klimaerwirmung®“ extrem schwerfallen wird.

Die vorgenannten Uberlegungen, das sei erginzt, waren Teil des Manu-
skripts dieses Beitrags, bevor in der 12. Kalenderwoche 2020 wegen der ra-
santen Ausbreitung des SARS-CoV-2-Viruses (,Corona“) das offentliche
Leben in Europa zum Stillstand gebracht wurde. Damit stand die Frage —
um im Bild zu bleiben — im gleiend hellen Schlaglicht, ob nicht ein mas-
senhaftes, auf die frithzeitige Erkennung und Isolierung von individuellen
Infizierten gerichtetes data sharing zwischen Telekom-Unternehmen, Kre-
ditkartendienstleistern, Plattform- und Social-Media-Betreibern usw. hin
zu den staatlichen Gesundheitsbehérden — zum Zwecke des sog. contact
trackings bzw. tracings mit anschliefenden, individuellen Folgemafinah-
men - ein alternatives Mittel zur Eindimmung der Pandemie hatte sein
konnen.1% Asiatische Staaten — darunter durchaus auch demokratisch-
rechtsstaatlich organisierte wie Stidkorea — hatten mit entsprechenden

103 Die KI-Diskussion kann hier an die bereits konsolidiertere Nudging-Debatte (da-
zu jingst der Uberblick von Hufen, JuS 2020, 193ff.) anschlieSen, z. B. unter
dem Stichwort hypernudging Yeung, in: Yeung/Lodge (Hrsg.), Algorithmic Regu-
lation, 2019, S. 21 (34f.), sowie Danaher (Fn. 20), S. 107f., der in der Kombinati-
on von verhaltenspsychologisch informierten nudges mit algorithmischer Perso-
nalisierung die grote Gefahr fiir menschliche Unabhingigkeit und damit Auto-
nomie ausmacht. Literarisch ferner Zeh, Corpus Delicti, 2010.

104 Vgl. hierfiir, wenn auch nicht in dieser Deutlichkeit, COM(2020) 65 final, S. 18f.

105 Sieche den - zuriickgezogenen - Vorschlag fir einen §5 Abs.12 IfSG v.
20.3.2020, Bearbeitungsstand 23:23 Uhr: ,,(12) 'Fur den Fall einer epidemischen
Lage von nationaler Tragweite kann die zustindige Behorde zum Zwecke der
Nachverfolgung von Kontaktpersonen technische Mittel einsetzen, um Kontakt-
personen von erkrankten Personen zu ermitteln, sofern aufgrund epidemiologi-
scher Erkenntnisse gesichert ist, dass dies zum Schutz der Bevolkerung vor einer
Gefahrdung durch schwerwiegende iibertragbare Krankheiten erforderlich ist.
*Unter den Voraussetzungen nach Satz 1 kann die zustindige Behorde von je-
dem, der geschiftsmafig Telekommunikationsdienste erbringt oder daran mit-
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tracking- und tracing-Methoden zumindest anfangs gute Erfolge erzielt.!%¢
Das Thema ist im Schnittfeld von Forschungs-, Steuerungs- und Uberwa-
chungszwecken angesiedelt!?” und ihm sollte aufgrund der notstandsihnli-
chen Lage keine mafstabsbildende Funktion zugebilligt werden.!%® Auch
geht es dem Grundrechte beschrankenden Staat hier nicht um die oben als
Dystopie bezeichnete Optimierung des Einzelnen im Gemeinwohlinteres-

106

107
108

wirkt (Diensteanbieter) die Herausgabe der vorhandenen Telekommunikations-
verkehrsdaten, der fir die Ermittlung des Standortes eines Mobilfunkgerites er-
forderlichen spezifischen Kennungen und die zur Durchfihrung von Mafinah-
men nach Satz 4 erforderlichen Daten der méglichen Kontaktpersonen von er-
krankten Personen verlangen. 3Erforderlichkeit und Zweck der Mafnahme sind
durch die zustandige Behorde zu dokumentieren. “Die zustandige Behorde kann
die nach Satz 1 und 2 ermittelten Kontaktpersonen von dem Verdacht einer Er-
krankung informieren. *Die zustindige Behorde darf zu diesem Zweck perso-
nenbezogene Daten verarbeiten. ®Nach Beendigung der Manahmen ist die Lo-
schung der Daten zu dokumentieren., abrufbar unter https://fragdenstaat.de/do
kumente/4075-anderung-des-infektionsschutzgesetzes-und-weiterer-gesetze/
<1.4.2020>. Verwiesen wird a.a.0., S.21f., zur Rechtfertigung der angedachten
Ermachtigung auf die positiven Erfahrungen des frackings in Sudkorea. Richtig
ist der Einwand des BfDI, dass ein solches Instrument angesichts der Eingriffstie-
fe einige Gewibhr fiir seine Geeignetheit zur Zweckerreichung bieten muss, um
eingesetzt werden zu dirfen, siche Stellungnahme des BfDI v. 23.3.2020 zum
Entwurf eines Gesetzes zum Schutz der Bevolkerung bei einer epidemischen
Lage von nationaler Tragweite, S. 4. Fir plausible Bedenken an der Geeignetheit
der zunichst angedachten Regelung Abeler/Bicker/Buermeyer, Netzpolitik.org v.
29.3.2020, abrufbar unter https://netzpolitik.org/2020/corona-tracking-datenschu
tz-kein-notwendiger-widerspruch/ <1.4.2020>. Dort auch der Vorschlag fiir ein
freiwilliges und dank des Einsatzes der Bluetooth-Technologie datensparsames
Alternativmodell zu den asiatischen Vorbildern.

Sieche mit knappen Berichten zu Singapur, Sidkorea und Taiwan
M. Miiller et al., Wie Behorden ihre Biirger in der Corona-Krise mittels Smart-
phone-Daten tiberwachen, NZZ v. 14.3.2020, abrufbar unter www.nzz.ch/digital
/coronavirus-wie-behoerden-die-buerger-in-der-krise-ueberwachen-1d.1546033?ut
m_source=pocket-newtab <27.3.2020>. Speziell Singapur scheint allerdings nicht
nur auf die diskussionsbeherrschenden tracking-Apps gesetzt zu haben, sondern
auf klassische Methoden der Durchsetzung von Hausarresten bzw. Quarantine-
Maf$nahmen, siche den Selbstbericht von Hezn, F.A.Z. v. 26.3.2020, abrufbar un-
ter https://www.faz.net/aktuell/wirtschaft/digitec/high-tech-gegen-coronavirus-ko
ntrolle-in-singapur-16697321.html.

Zu letzterem auch noch unten, bei Fn. 123.

Vgl. zu den Gefahren der Argumentation in und mit Notstandslagen Kingreen,
Whatever it Takes? Der demokratische Rechtsstaat in Zeiten von Corona,
VerfBlog v. 20.3.2020, abrufbar unter https://verfassungsblog.de/whatever-it-take
s/ <27.3.2020>: ,Die krisentypische Einigkeits- und Entschlossenheitsrhetorik ist
diskursfeindlich®.
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se, sondern um elementaren Lebens- und Systemschutz. Allerdings ist der
Fall auch vorliegend von Interesse, illustriert er doch in hdchstmoglicher
Klarheit, wie wenig das seiner Natur nach abstrakte Datenschutzrecht!”? in
konkreten Abwigungslagen mit akut bedrohten Rechtsgiitern jenseits pro-
zeduraler Sicherungen befriedigende materielle Leit- und damit auch Grenz-
linien fiir den Einsatz von KI bzw. von neuen, datenintensiven Technolo-
gien generell vorgeben kann.!'® Es bleibt nur, diese materiellen Grenzen
(wie in den vergangenen Jahren vielfach eingeiibt) aus den abstrakten
Missbrauchsgefahren von data sharing bzw. tracking/tracing zu gewinnen,
also den Vergleich mit China zu bemiihen, was angesichts der aktuellen
Verfasstheit des deutschen demokratischen Rechtsstaats — vorsichtig ausge-
driickt — hochspekulativ erscheint. Nur das grundrechtliche Wigen unter
Heranziehung solcher Spekulationen kann dann zu der Einschitzung fih-
ren, dass generelle Ausgangs- und/oder Kontaktsperren, wie sie im Marz
2020 Realitat wurden, gegeniber einem anlassbezogenen!!! data sharing
bzw. tracking mit individuell zugeschnittenen Folgemainahmen einen we-
niger tiefgreifenden Einschnitt® in Freiheits- und Birgerrechte darstel-
len,!? so dass das staatlich verordnete tracking zu unterbleiben habe.!!3
Nach Uberwindung der krisenhaften Lage muss nochmals mit Nachdruck
gefragt werden, ob dem Schutz vor hypothetisch-abstrakten Gefahren staatli-

109 Im Fall des trackings von Corona-Verdachtsfillen einschlagig sind, vorbehaltlich
der Verwendung ausschlieflich anonymisierter/aggregierter Daten, Art. 6 Abs. 1
lit. ¢, d und/oder e, Art.9 Abs. 2 lit.c, g und/oder h DSGVO, Art. 15 ePrivacy-
Richtlinie 2002/58/EG.

110 Vgl. hierzu das klare Statement on the processing of personal data in the context of
the COVID-19 outbreak v. 19.3.2020 des European Data Protection Board, abruf-
bar unter https://edpb.europa.eu/sites/edpb/files/files/news/edpb_state-
ment_2020_processingpersonaldataandcovid-19_en.pdf <27.3.2020>, wo es auf
S.3 heiflt: “Invasive measures, such as the ‘tracking’ of individuals (i.e. process-
ing of historical non-anonymised location data) could be considered proportion-
al under exceptional circumstances and depending on the concrete modalities of
the processing.” Grenzen ergeben sich dann nur noch aus dem Gebot der
Zweckbindung (S. 3), sowie prozedural in Form von “adequate safeguards, such
as providing individuals of electronic communication services the right to a judi-
cial remedy” (ebenda, S. 2).

111 Zum grundrechtlich bes. wichtigen Kriterium des Anlasses siche die Kennzei-
chenkontrollen-2-Entscheiung in BVerfGE 15, 244 Rn. 51, 93f.

112 Dieses Bundesjustizministerin Christine Lambrecht zugeschriebene Einschitzung
zu verpflichtenden Tracking-Methoden wird zitiert bei Grumert, F.AZ. v.
28.3.2020, S. 6.

113 So ausdr. Kugelmann, F.A.Z. v. 9.4.2020, abrufbar unter https://www.faz.net/aktu
ell/politik/staat-und-recht/was-juristen-und-datenschuetzer-ueber-die-corona-app-
sagen-16718015.html <24.4.2020>.
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chen Missbrauchs in Abwigung mit konkreten staatlich auferlegten Belas-
tungen weiterhin ein bestimmendes Gewicht zugewiesen werden darf,'!4
oder ob das Datenschutzrecht seinen eigentlichen Zweck damit nicht ver-
fehlt, der nicht sein kann, die Vertrauenswurdigkeit demokratischer Insti-
tutionen einfach zu negieren, sondern dessen Aufgabe es sein sollte, diese
Vertrauenswirdigkeit zu wahren.

3. Eigenverantwortung. Oder: disruptives Recht i. e. S.

Der dritte Punkt lasst sich vielleicht am besten mit der sehr abstrakten Fra-
ge einleiten: Was ,,soll“ kiinstliche Intelligenz eigentlich?

Nach meinem Verstandnis, und wiederum auf hoher Abstraktionsebene
gesprochen, soll KI vor allem eines: Sie soll Menschen Verantwortung ab-
nehmen; Verantwortung hier sehr weit verstanden als Entscheidungs- und
Handlungslast. KI verspricht in diesem Sinne ein Mehr an Bequemlichkeit,
etwa, wenn der digitale personal assistant uns nicht nur den schnellsten Rei-
seweg in den Urlaub vorschligt, sondern dazu auch das am ,besten“ zu
uns passende Hotel (nach welchem Bewertungsmafistab auch immer);
oder, wenn dieser assistant aus unseren Bank- und sonstigen Finanzdaten
uns vollautomatisiert die Einkommenssteuererklarung erstellt. Alternativ
soll KI ein Mehr an Lebensqualitit schaffen, indem eine Medizin-KI perso-
nalisierte Therapien vorschligt, die genauer zu unserer Erkrankung passen,
Nebenwirkungen reduzieren usw.;!'5 oder KI verspricht ein Mehr an Si-
cherheit und Regelbefolgung, indem sie Grenzbeamten hilft, genau die

114 Manche Diskussionsteilnehmerlnnen scheinen das Mittel realer (physischer)
Freiheitsbeschrinkungen den mit Datenverarbeitungen potentiell (nimlich im
Fall staatlichen Missbrauchs nach dem Vorbild einiger asiatischer Staaten) ver-
bundenen Belastungen tatsichlich vorzuziehen. Es ist bedenkenswert zu fragen,
ob hinter dem damit krass teuer (rechtlich und wirtschaftlich) erkauften Wider-
stand, von diesen asiatischen Staaten bewusst selektiv zu lernen, eine Form ,,zivi-
lisatorischer Krankung® stecken konnte. Mit dieser These Siemons, F.A.S. v.
29.3.2020, S. 41. Dahinter konnte freilich auch stehen, dass die verordneten Kon-
taktsperren zwar rechtlich real und auf physische Wirksamkeit angelegt waren,
die faktische Moglichkeit zur Devianz aber sehr weitgehend unberihrt gelassen
haben; bei tracking-Apps wire das vermutlich anders, die fatsdchliche Freiheit wi-
re der rechtlichen Freiheit angepasst. Gedanken dazu auch bei Rademacher
(Fn. 6).

115 Zu medizinischen Einsatzfeldern von KI siehe, jeweils mit m. w. N., Jabri, in:
Wischmeyer/Rademacher (Hrsg.), Regulating Artificial Intelligence, 2020,
S. 307ff., sowie Molndr-Gdbor, ebendort, S. 337ft.

67

https://dol.org/10.5771/783748009491-45 - am 19.01.2026, 00:23:08. [ —



https://doi.org/10.5771/9783748909491-45
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Timo Rademacher

Personen herauszuwinken, die tatsachlich Drogen schmuggeln;!!¢ oder in-
dem der digitale Steuerberater dafiir sorgt, dass wir nicht — natirlich nur
leichtfertig — ein Arbeitszimmer an- und absetzen, obwohl wir eine Ein-
raumwohnung haben.

Unbeschadet des frithen technologischen Entwicklungsstadiums, will
heiffen: unbeschadet des Bewusstseins, dass viele der soeben angedeuteten
Technologien (noch) nicht gut funktionieren, scheint es mir gewinnbrin-
gend, um des Arguments willen anzunehmen, dass die eben genannten
Technologien perspektivisch gut funktionieren werden. Dass ,die KI“ also
verlasslich und menschlich nachvollziehbar arbeitet, und auch fir straf-
rechtliche Zwecke noch hinreichend klar ware, welcher Mensch wie und
wo Intervenieren musste und konnte, um wahrgenommene Fehlleistun-
gen der KI zu verhindern oder zumindest rasch zu korrigieren.!'” Wire die
Architektur dann fertig, vollstaindig?!!8

Hier sind Zweifel angezeigt: Denn diese ,,schone neue KI-Welt“ wiirde
immer noch drei Fragen, oder vielleicht besser formuliert: drei zentrale
Wiinsche offenlassen bzw. iberhaupt erst aufwerfen:

o Erstens: Wie schaffen wir es, dass der Mensch analoge Fihigkeiten be-
halt, z. B. in der medizinischen Diagnostik? Ich setze voraus, dass wir
eine solche Fihigkeitserhaltungs-Architektur wollen.!"® Frei nach
Marietta Auer zitiert sollte tatsichlich tberlegt werden, ob es Bereiche

116 Hier sei etwa auf das Projekt iBorderCtrl verwiesen, dazu in diesem Band —
Wischmeyer, bei S. 75. Fn. 15.

117 Natiirlich sind wir davon derzeit noch weit entfernt. Allerdings wire es verfehlt,
die Diskussion auf die — derzeit noch deutlich sichtbaren — Defizite von KI (false
positives, black box-Phanomen, Diskriminierungspotential etc.) zu beschrianken;
ydlenn je mehr man strafrechtstheoretisch die Bléfen von KI betont, desto
mehr Anreize setzt man, dass solche Schwachstellen durch technologischen
Fortschritt geschlossen werden.“ Dieses strafrechtswissenschaftliche Zitat von
Burchard (Fn. 84), S. 19, durfte mutatis mutandis fir alle Rechtsdisziplinen gelten.

118 Das literarische Vorbild einer derartigen KI unter demokratisch-grundrechtli-
chen Pramissen wire dann nicht mehr George Orwells ,,1984%, sondern eher die
paternalistisch-umsorgende KI aus Bzjan Moinis ,Der Wiirfel®, 2. Aufl. 2019.

119 Herrmann/Stock, Kompetenzverlust in Zeiten von KI: Wie bewahren wir Men-
schen wichtige Fahigkeiten, in Ausgabe 2/2020 der Schriftenreihe #Verantwor-
tung KI — Kiinstliche Intelligenz und Gesellschaftliche Folgen der IAG Verantwor-
tung an der Berlin-Brandenburgischen Akademie der Wissenschaften, S.24ff.
Vgl. auch schon Mayer-Schonberger/Ramge, Das Digital, 2017, S. 260: ,Daraus ent-
stehen eine Reihe neuer Fragen, oft mit ethischer Dimension: Welche Entschei-
dungen wollen wir in jedem Fall selbst treffen, und welche kénnen wir pro-
blemlos delegieren?.
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gibt, wo wir als Gesellschaft in der Lage sein wollen, wieder ,den Ste-
cker ziehen“!20 zu konnen.!2!

Zweitens: Wie schaffen wir es, dass der Mensch nicht auf eigenen/selbst-
und biologisch festgelegten Pfaden ,festhangt®, z. B. bei der Partnersu-
che mittels digitaler Apps, beim Medienkonsum!?? oder bei der Studi-
enwahl anhand digitaler Studieneignungstests?

Zuletzt: Wie schaffen wir es, dass der Mensch demokratisches Herr-
schaftssubjekt bleibt und sich als Herrschaftssubjekt wahrnimme, statt
von den ihn umgebenden digitalen Infrastrukturen physisch gesteuert
zu werden (das Stichwort hierzu lautet fmpossibility structures)?'?3 Sollen
wir zum Beispiel, in Maflen,'** die Freiheit zu zivilem Ungehorsam er-
halten,!?S oder generell zu rechtlich deviantem Verhalten?'2¢ Rechtsver-
stoffe miissen dafir in einer digitalisierten Zukunft vielleicht tatsich-
lich, in Maflen, als ,Kritik am status quo anerkannt“!?” und damit ihre

122

Auer, Interview mit Maximilian Steinbeis v. 29.1.2020, abrufbar unter https://verf
assungsblog.de/was-mich-eigentlich-interessiert-ist-das-gesellschaftliche/
<12.2.2020>.

Vgl. auch Gaede (Fn. 40), S.76ff., mit der plausiblen Forderung, jedenfalls fiir
die Rechtsdurchsetzung gegen starke intelligente Agenten analoge Reservekapazi-
taten vorzuhalten.

Die Frage hat auch tberindividuell Bedeutung fir den demokratischen Prozess,
siehe Sunstein, #Republic, 2017, passim; Schemmel, Der Staat 57 (2018), SO1ff.
Dazu m. w. N. Rademacher (Fn. 6), S. 707ff., und ders. (Fn. 50), S. 397f. Aus der
strafrechtlichen Perspektive zudem Fateh-Moghadam (Fn. 3), S. 870ff., und — krit.
— Rostalski, GA 2019, 481ft., bes. 485, die freiheitsphilosophisch argumentierend
die Freiheit zum Bekenntnis ,fiir das Recht® (womit als andere Seite derselben
Medaille freilich die Freiheit zum Handeln gegen das Recht verbunden ist), fir
eine rechtsstaatlich-freiheits(grund)rechtliche Fundierung der Diskussion pla-
diert. Fir eine rechtsstaatliche Fundierung der Méglichkeit der Devianz tenden-
ziell auch Mollers (Fn. 126), S.478. Das erscheint mir zweifelhaft, jedenfalls
wenn man rechtsstaatlich-dogmatisch argumentierend rechtliche Freiheit als
Freiheit zum Handeln innerhalb von Rechtsbindungen konzipiert; hier ist es da-
her m. E. iiberlegenswert, ob die faktische Freiheit zum Handeln auferhalb von
Rechtsbindungen nicht demokratie-, also herrschaftsrechtlich rekonstruiert wer-
den misste, dazu Rademacher, Vom rechtlichen Wert des Zufalls in der KI-Ge-
sellschaft, Recht im Kontext-Vortrag an der Humboldt-Universitit zu Berlin,
18.11.2019, S. 25ff., Manuskript beim Verfasser erhaltlich.

124

125
126
127

Die Schwierigkeiten diirften darin bestehen, dieses Maf§ festzulegen, dazu
Rademacher (Fn. 6), S. 709f.

Becker, ZUM 2019, 636.

Mollers, Die Moglichkeit der Normen, 2018, S. 476ft.

Zitat sowie sehr Uberzeugende Fragen hierzu bei Burchard (Fn. 84), S.29 bzw.
24f.: ,Die eigentliche Herausforderung fir die Strafrechtstheorie liegt darin, dass
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faktische Moglichkeit positiv konnotiert!?8 oder gar verfassungsrechtlich
geschitzt!'?? werden.!30

Diese Fragen konnen in diesem Beitrag nicht vertieft werden, und es sei
auch sofort eingeraumt, dass diese Fragen ganz unterschiedliche Rechts-
und Schutzgiiter adressieren’3! und vor allem nach Rechts- und Sachgebiet
differenzierend feinjustiert werden missen. Relativ naheliegend und
schon jetzt diskutiert ist zum Beispiel ein Vorschlag fiir den Bereich der
Medizin-KI, in digitale Diagnostiksysteme bewusst randomisierte Falsch-
Diagnosen einzubauen, um den behandelnden Arzt weiter aufmerksam zu
halten, ihm weiterhin ein Gefiihl von Verantwortung zu erhalten.!3? In
diesem und anderen Bereichen wire zudem denkbar, Mensch und Maschi-
ne gezielt redundant und ,,im Wettbewerb“ arbeiten zu lassen, wo dies oh-
ne Effizienzverluste moglich ist.

Was den Antworten auf alle drei Fragen immerhin gemein sein konnte,
ist Folgendes: Die neue KI-Verantwortungsarchitektur erfordert Bausteine,
die die menschlichen Nutzerinnen und Nutzer — bei allem vielleicht ja ein-
mal eingelosten Optimierungspotential der Technologie — in einem un-
technischen Sinne wach und aufmerksam halten, sodass sie auf das Uner-
wartete, Unberechnete und Kontingente nicht nur reagieren kénnen (wie

sich KI prima facie die zentralen Versprechungen des Strafrechts zu eigen macht
- und sie optimiert. [...] Eine grundsitzliche strafrechtstheoretische Kritik am
Einzug von KI in die Strafrechtspflege misste also nicht nur deren ,fremde, son-
dern vielmehr die ,eigenen’, von KI ja vermeintlich nur ibernommene Zielset-
zungen kritisch in den Blick nehmen.“

128 1. S. eines rechtspolitischen Petitums, die Rechtsvollzugsphase als Ort einer —
dann v. a. vor Gericht und nicht qua Selbsthilfe auszutragenden - Kommunika-
tion Gber das im konkreten Fall ,richtige” Recht zu erhalten.

129 1. S. eines rechtsstaatlich und/oder demokratisch begriindeten Gebots, dem Ein-
zelnen eine Mitentscheidungsmoglichkeit tiber die Beachtung des Rechts zu ge-
ben (siche die Nachw. hierzu in Fn. 123). Zu auf den ersten Blick parallel laufen-
den Uberlegungen gegen ,digitale Eigenmacht“ im Internet der Dinge durch
Anwendung des possessorischen Besitzschutzrechts auf vernetzte Gerite siche
Kuschel, AcP 220 (2020), 98, bes. S. 109ff., 116ff.; ob hier auch die Wertungen
von Zivil- und 6ffentlichem Recht parallel laufen, wire naher zu untersuchen.

130 Es entbehrt nicht einer gewissen Ironie, dass gerade das Datenschutzrecht, dem
es ja gerade um die Sicherung von Selbstbestimmtheit und Autonomie geht, mit
Art. 25 DSGVO und dem darin normierten privacy-by-desing-Ansatz die weitge-
hende Einfihrung von impossibility structures fordert und fordert; vgl. hierzu
auch Cornelius (Fn. 9), S. 57ft.

131 Fiir im Ansatz dhnliche Uberlegungen siehe auch Danaber (Fn. 20), S. 112ff.

132 Natiirlich muss gewihrleistet sein, dass das System den Fehler aufdeckt, bevor
ein Arzt/eine Arztin danach handelt.
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im Medizindiagnostikbeispiel), sondern dem Unerwarteten einen positi-
ven, eben we:l Eigenverantwortung erhaltenden Mehrwert zuschreiben.!33
Denn andernfalls droht eine immer weiter getriebene Optimierung einer
technologischen Verantwortungsentlastung des Menschen in seine Verant-
wortungsunfihigkeit und -unmiindigkeit abzugleiten. Anders gewendet: Es
gilt, der Optimierung dort Grenzen zu setzen, wo ein Umschlagen vom gut
genug in ein zu gut droht.!3* Man konnte dann von disruptiven Bausteinen
oder disruptivem Recht im engeren Sinne sprechen. Bewusste Zufallsar-
rangements, in je nach Sachbereich unterschiedlich gewahlten ,Einstellun-
gen®, konnten damit in der Zukunft — nach der tiberkommenen Dogma-
tik!3S durchaus tberraschende — rechtliche Legitimitat erlangen.!3¢

II. Fazut

Dieser Beitrag schlieft mit einem sehr offenen Fazit in Form eines Appells:
Die mit KI und Verantwortung befasste Rechtswissenschaft sollte perspek-
tivisch ihre Uberlegungen mindestens auch daran ausrichten, dass die tech-
nologisch begrindeten Verantwortungsprobleme bzw. -herausforderungen
rund um KI geldst werden konn(t)en; jedenfalls wird von den technolo-
gisch-ingenieurswissenschaftlichen Disziplinen hart an Losungen gearbei-
tet.3” Viele der dafiir notwendigen Bausteine sind bekannt, erkannt und
werden nun auch langsam zusammengesetzt (— 1.2). Eine Maschinenver-
antwortlichkeit in einem anspruchsvollen, oben referierten Sinn (— 1II.1.)
brauchen wir dafiir im Zweifel nicht; eine Verantwortung der Biirgerin-
nen und Biirger und Unternehmen als — dufferst unvornehm ausgedriickt —
Datenlieferanten werden wir hingegen wohl brauchen und auch bekom-
men (— I1.2). Bei alledem sollte darauf geachtet werden, dass wir bei aller
KI-gesttitzten Optimierung unserer Gesellschaft — wozu mit hoher Sicher-
heit auch die fir KI-Anwendungen geschaffenen Verantwortungsstruktu-

133 Vgl. literarisch Hermann, in: Fecher (Hrsg.), Twentyforty — Utopias for a Digital
Society, 2020, S. 211ff.

134 Mit Blick auf die Funktionslogik des Strafrechts in diesem Sinne schon Burchard,
zitiert in Fn. 127.

135 Zum Zufall als Rechtsprinzip immer noch aktuell Depenbeuer, JZ 1993, 171ff.

136 So auch Mollers (Fn. 126), S. 478; Rademacher, Vom rechtlichen Wert des Zufalls
in der KI-Gesellschaft (Fn. 123).

137 Treffend Burchard (Fn. 84), S. 30: ,[I]nterne informationstechnologische Zweifel
an der Leistungsfahigkeit von KI [beférdern] nur weitere Entwicklungsspiralen
[...].“ Sieche im Einzelnen zu technologischen Fortschritten mit spezifischem
Verantwortungsbezug oben, bei Fn. 75.
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ren ziahlen werden!3® — dass wir also bei aller technischen Verantwor-
tungsentlastung, auch Bausteine verbauen, die unsere rein analogen,
menschlichen Fahigkeiten zu eigenverantwortlichem Handeln fordern
und damit erhalten (— I1.3).

138 Dazu oben, bei Fn. 73ff.
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