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Preface

This book constitutes the published version of the doctoral dissertation
of the same title, prepared under the supervision of Prof. Dr. Dr. Eric
HILGENDOREF and awarded the distinction of summa cum laude by the
Faculty of Law at the University of Wiirzburg.

Since antiquity, humanity has crafted narratives centred on the fear of
losing control to non-human entities. Today, perhaps for the first time,
we find ourselves on the threshold of witnessing the realisation of such
narratives: we are no longer confronting mere puppets; instead, we are
engaging with Pinocchio, who has transcended his strings.

This book engages with one of the most pressing challenges facing
contemporary (and likely also future) criminal law: Who bears liability
when an Al-driven autonomous system is involved in a criminal offence?
It approaches this question from the perspective of German criminal law,
with the aim of providing concrete answers, particularly in relation to the
negligent liability of the person behind the machine. In this context, it
further examines whether it is possible to classify the risky activities of such
systems, which possess the potential to yield significant benefits for society,
as permissible; thereby resulting in a situation where no one is held liable.

The research was mainly conducted between 2020 and 2025, a period
marked by the rapid evolution of AI technologies. Consequently, the exam-
ples examined were repeatedly updated and revised. While the creation of
avocado-shaped chairs by GPT was met with fascination, the production of
films indistinguishable from reality has become almost ordinary. Nonethe-
less, the analysis offered here will remain relevant unless (or until) we wit-
ness a fundamental paradigm shift in which humans completely relinquish
control, as at the heart of liability lies control. Accordingly, rather than
focusing on a specific Al application, the study takes a step back to explore,
within the framework of criminal law doctrine, how responsibility is affect-
ed when human control is partially or entirely assumed by autonomous
systems. For this reason, the emphasis is placed not so much on Al itself,
but on the concept of autonomy.

This work began with a question that first occurred to me in 2017. At
the time, I had not yet completed my master’s thesis, and as I lacked the
necessary proficiency to address this topic within the framework of crimi-
nal law dogmatics, I needed to further develop my knowledge. Upon com-
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mencing my doctoral studies at Galatasaray University (Turkey) in 2018, I
started taking notes regarding the subject. Later, thanks to two scholarship
programmes and a series of fortunate coincidences, life brought me to
Wiirzburg, to work alongside the most distinguished scholars in the field,
Prof. Dr. Dr. Eric HILGENDOREF, renowned not only in Germany, but
also across Europe and beyond for his work on AI and criminal law. I am
truly grateful that it happened this way, as my time in Wiirzburg has been
immensely enriching. I owe my deepest thanks to my Doktorvater, who,
despite an exceptionally demanding schedule, always found the time to
respond to my questions and played a vital role in the development of this
dissertation. I am also sincerely grateful to the University of Wiirzburg,
its academic and administrative staff, for their constant support and warm
hospitality. Of course, I would also like to extend my deepest thanks to
Prof. Dr. Tobias REINBACHER, who generously devoted time to read-
ing my -admittedly lengthy- dissertation and kindly prepared a detailed
Gutachten. Both Gutachten contributed significantly to the completion and
eventual publication of this work.

One of the main difficulties I faced at the beginning was the absence
of an established body of literature on the subject. Of the few existing
works, some were heavily influenced by science fiction, relying on specula-
tive arguments that lacked grounding in legal reality. Others, by contrast,
dismissed the significance of the issue altogether, suggesting there was no
legal problem worth analysing. As a legal scholar, understanding the tech-
nological aspects of the subject presented another significant challenge. I
spent a considerable amount of time familiarising myself with the technical
dimensions to identify where precisely the legal issues, particularly from the
standpoint of criminal law exist. During this period, I also improved my
German, which enabled me to engage more thoroughly with the relevant
legal literature.

The book is written primarily from the perspective of German law.
However, given the substantial overlap with Turkish law, it is of use within
both legal systems. Moreover, as it is written in English, it may also serve
as a valuable resource for readers from the Anglo-American legal tradition,
who may be less familiar with the criminal law dogmatics prevalent in
Continental Europe. Where relevant, the study also highlights points of
convergence and divergence between these legal traditions.

Although being relatively lengthy for a doctoral thesis, the descriptive
sections have been kept brief. However, certain foundational issues (such
as negligence) are addressed in greater depth to engage readers from the
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Anglo-American legal tradition. Theoretical discussions are not abstractly
presented; rather, they are contextualised and illustrated with concrete ex-
amples closely linked to the subject matter.

This book was originally intended to be completed in 2023. However,
various unforeseen difficulties delayed its finalisation. It is, after all, uncom-
mon for a legal scholar studied in Turkey to pursue a doctorate in Germany
under such circumstances. I owe an immense debt of gratitude to my
family, who stood by me through every challenge encountered along this
largely uncharted path. I have dedicated this book to them. Throughout
my life, they have placed the highest value on my education and made
every possible sacrifice to support. First and foremost, I am grateful to
my mother for instilling in me a constant drive for self-improvement and
a lasting curiosity to explore new horizons. If I possess a slight genuine
passion for reading, research, and learning, it is undoubtedly due to her
influence. I thank my father for teaching me the enduring virtues of honesty
and integrity. I believe that even a single moment from the final stages of
this project is enough to illustrate the principles he consistently upholds:
during the exhausting final months, I worked no less than fourteen hours a
day, every day. When the day came to submit the thesis, I worked through
the night and printed the final draft using the printer in my university
office, then had it bound and submitted. I called my father to share the
news. He congratulated me warmly and, with characteristic sincerity, gently
reminded me that it would be right to put back the paper I had used from
the university supply - which, of course, I did. If I can live my life with even
half the integrity he has shown, I will consider myself fortunate.

There are dozens of people to whom I owe thanks. First and foremost,
I am deeply grateful to the DAAD (German Academic Exchange Service)
for awarding me the scholarship that made it possible for me to pursue
a doctorate in Germany. I am likewise thankful for the Jean Monnet
Scholarship, among the most longstanding and prestigious scholarships
in Turkey, which, through a fortunate series of events, opened a door for
me to undertake my doctoral studies in Wiirzburg, the most suitable place
for carrying out this research.

I am especially grateful to Prof. Dr. Tugrul KATOGLU and Dog. Dr.
Aysun ALTUNKAS, whose unwavering support throughout this entire
journey has been invaluable. I also extend my sincere thanks to all the
dedicated academics at Kadir Has University, who continue to stand in
solidarity despite increasingly difficult circumstances. I am truly lucky and
proud to have been part of this university for many years. My sincere
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thanks go to Dr. Onur Cagdas ARTANTAS, who has always walked one
step ahead of me, lighting the way down this path. I am equally grateful
to Lauren NORMAN, who undertook the meticulous proofreading of this
work with great care. I would also like to thank Maximilian HELL for
proofreading the German summary, and for being not only one of the most
talented individuals I have had the pleasure of knowing, but also a true
friend. Also, I owe special thanks to Dr. Dr. Leandro Dias, whose guidance
on the procedures and constant encouragement whenever he saw my work
have been invaluable. Finally, I am also deeply grateful to all the friends and
colleagues, who stood by me throughout the long and demanding process
of preparing this thesis. Their constant support meant more than words can
express. I am truly fortunate to have them.

I am also thankful to have been taught by many teachers throughout my
life who upheld essential virtues and progressive values. While I cannot
name each of them here, I sincerely thank all the teachers who have, in
various ways, contributed to my learning journey. And of course, I would
also like to express my sincere thanks to Nomos Publishing, Dr. Marco
GANZHORN and Miriam Moschner for all their support.

Finally, I would like to extend my heartfelt thanks in advance to all
readers who take the time to engage with this book. Undoubtedly, the study
contains shortcomings, and I would be genuinely grateful for any feedback
or criticism you may wish to share. You are always welcome to contact me
at kizilirmak.baran+book@gmail.com.

With the hope of a peaceful world in which humans and artificial beings
coexist in harmony!

Wiirzburg, August 2025 Baran KIZILIRMAK
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