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Bei diesem Beitrag handelt es sich um einen wissenschaftlich
begutachteten und freigegebenen Fachaufsatz (,,reviewed paper”).
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ZUSAMMENFASSUNG Die datenbasierte Prozessuber-
wachung ermdoglicht es, Frasprozesse prazise zu analysieren
und Anomalien friihzeitig zu erkennen - ohne zusétzliche Sen-
sorik nachriisten zu muissen. Durch den Einsatz spezialisierter
Signalvorhersagemodelle und selbstlernender Mechanismen
lassen sich variierende Produktionsbedingungen effizient
abbilden, wodurch die Gesamtanlageneffektivitat und Ferti-
gungsqualitat in Produktionsumgebungen mit hoher Varian-
tenvielfalt gesteigert werden kénnen.
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1 Einleitung

Der demografische Wandel und die damit verbundenen Eng-
passe an Fachkriften [1] stellen Unternehmen vor die dringende
Aufgabe, ihre Produktionsprozesse sowie die Digitalisierung
dieser Prozesse effizienter zu gestalten, um mit sinkendem Perso-
naleinsatz weiterhin eine hohe Produktivitit zu erreichen [2; 3].
Bei gleichbleibender Anzahl an Produktionsmaschinen sieht sich
das Fachpersonal zunehmend mit einer wachsenden Anzahl zu
iiberwachenden Maschinen konfrontiert. Die steigende Komplexi-
tit der Produktionsumgebung erhoht dabei das Risiko von Feh-
lern und verlingerten Ausfallzeiten [4]. Gleichzeitig erfordert die
wachsende Nachfrage nach individualisierten Produkten und die
immer kiirzer werdenden Lebenszyklen von Produkten, dass
Werkzeugmaschinen und ihre Uberwachungsmodelle flexibel auf
sich @ndernde Produktionsanforderungen reagieren konnen [4].
Werden Anomalien in Frasprozessen (Werkzeugbruch, Ver-
schleifl, Materialunregelméfigkeiten etc.) erst spit detektiert,
reduzieren sich die Handlungsmoglichkeiten des Fachpersonals
(Werkzeugwechsel, Abbruch des Fertigungsprozesses). Insbeson-
dere bei komplexen Werkstiicken mit einer langen Bearbeitungs-
dauer kann dies zu hohen Ausschusskosten fiithren.

Um diesen Herausforderungen zu begegnen, sind prizise
Systeme zur Prozessiiberwachung unverzichtbar. Sie tragen dazu
bei, unvorhergesehene Stérungen und Ausschuss zu minimieren,
wodurch die Gesamtanlageneffektivitit (Overall Equipment
Effectiveness, OEE) entscheidend verbessert werden kann.

Damit Uberwachungssysteme auch an Bestandsmaschinen im
Brownfield kostengiinstig implementiert werden konnen, ist es
vorteilhaft, wenn hierzu keine zusitzliche kostspielige Sensorik
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nachgeriistet werden muss, sondern auf vorhandene Maschinen-
daten zuriickgegriffen werden kann. Insbesondere die Motor-
strome der Hauptspindel- und Vorschubachsenantriebe eignen
sich fiir eine Uberwachung, da viele prozessbestimmende Fakto-
ren wie Prozesskraft, Drehmoment und Werkzeugverschleify die
Hohe der Strome beeinflussen [5]. Je nach Maschinentyp und
Steuerung lassen sich die Motorstrome direkt aus der Steuerung
auslesen. Ist dies nicht moglich, beispielsweise bei alten Bestands-
maschinen, kann ein Strommesssystem kostengiinstig mit Strom-
wandlern nachgeriistet werden [6].

2 Ansitze zur Prozesstiberwachung

Klassische Verfahren der statistischen Prozesskontrolle basie-
ren auf der Auswertung von Referenzwerten aus Stichproben
identisch gefertigter Bauteile. In einer modernen Produktionsum-
gebung mit niedrigen Stiickzahlen - bis hin zur Losgrofle 1 -
eignet sich dieser Ansatz aufgrund der fehlenden Referenzwerte
nicht mehr. Viele erforschte Ansitze zur flexibleren Prozess-
iiberwachung basieren auf der Integration zusitzlicher Sensorik
wie einer Kraftmessplattform, Vibrationssensoren oder Kameras
in der Maschine [7, 8, 9]. Die Anschaffung und Integration dieser
Sensorik ist allerdings mit Kosten verbunden. Es existieren Ansit-
ze zur Vorhersage des Energieverbrauchs der Motoren fiir die
Fahrt einzelner Sitze auf Basis des G-Codes [10; 11]. Kurze
Abweichungen im Stromverbrauch, wie das Frisen durch einen
Lunker, fallen mit diesem Ansatz nicht auf.

Aktuelle Forschungsansitze zielen darauf ab, Referenzwerte
auf wiederkehrende geometrische Merkmale wie Taschen oder
Nuten zuriickzufithren [12]. Eine Uberwachung, die unabhingig
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Bild 1. Beispielhafte Darstellung der Gliltigkeitsbereiche einzelner Modelle. Modell A ist auf die Vorhersage des Motorstroms der X-Achse bei hohen
Vorschubgeschwindigkeiten spezialisiert, wahrend Modell B bessere Ergebnisse fiir niedrigere Geschwindigkeiten liefert. Der untere Graph zeigt den

Vorhersagefehler der einzelnen Modelle. Grafik: KIT wbk

von vorher gefertigten Werkstiicken oder Konstruktionsmerk-
malen funktioniert, jedoch die Moglichkeit voraus,
Referenzwerte fiir jeden Messzeitpunkt mit hoher zeitlicher Auf-
losung vorherzusagen.

Ansitze, bei denen Uberwachungsmodelle durch gezielte
Datenerhebung via Experimenten parametrisiert werden, haben
signifikante Nachteile: Sie beanspruchen kostbare Maschinenzeit,
reduzieren die OEE und fiithren zu erhghtem Verbrauch an Mate-
rial und Energie. In agilen Produktionsumgebungen, die durch
stark individualisierte Produkte und kleine Losgrofien gekenn-
zeichnet sind, ist das Sammeln solcher Datensitze fiir jede neue
Produktvariante weder praktikabel noch effizient. Deshalb sind

setzt

unter diesen Bedingungen neue, innovative Modellierungsstrate-
gien erforderlich, um eine effektive Prozessilberwachung zu ge-
wihrleisten.

Strobel présentiert einen Ansatz, Motorstrome wihrend eines
Frisprozesses in hoher zeitlicher Auflosung vorherzusagen [13].
Durch die hohe zeitliche Auflsung kénnen konstante Anomalien,
wie ein erhohter Energiebedarf durch ein verschlissenes Werk-
zeug, von kurzen Anomalien, wie dem Frisen durch einen Lun-
ker, detektiert und voneinander abgegrenzt werden. Hierzu wer-
den zunichst die Prozesskrifte und Materialabtragsrate unter
Verwendung des G-Codes und der Werkstiickgeometrie mithilfe
einer Abtragssimulation berechnet. Diese berechneten Werte wer-
den mit der Geschwindigkeit und Beschleunigung genutzt, um
datengetriebene Modelle auf Basis von Maschinellem Lernen zu
bilden.

Geschwindigkeity 07 4ense. Hauptspindel

Beschleunigung,,
Kraft

X-, Y- und Z-Achse, Haupispindel
Materialabtragsrate

Y- und Z-Achse, Haupispindel

Daten,,,= Daten,,,=(Motorstrom;)

Gleichung 1: Ein- und Ausgangssignale der datenbasierten
Stromsignalvorhersage nach Strobel. Fiir jeden Motor der Vor-
schubachsen beziehungsweise Hauptspindel wird ein Modell
gebildet. Die Eingangssignale der Modelle enthalten auch die
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Signale der anderen Achsen, damit das Modell Quereinfliisse be-
riicksichtigen kann.

Die Implementierung nach Strobel ermdglicht bereits eine Vor-
hersage der Motorstrome wihrend eines Frasprozesses, indem ein
auf zuvor aufgezeichneten Daten trainiertes Modell verwendet
wird. Dieses Modell liefert besonders dann zuverlassige Ergebnis-
se, wenn die Materialien und Werkstiicke eine gewisse Ahnlich-
keit aufweisen. In hochflexiblen Produktionsumgebungen, in
denen eine grofle Bandbreite unterschiedlicher Werkstiicke aus
verschiedenen Werkstoffen und unter Verwendung verschiedens-
ter Werkzeuge gefertigt wird, stoflen solche Ansitze jedoch an
ihre Grenzen. Ein einzelnes Modell, das mit Daten aus stark
variierenden Fertigungsprozessen trainiert wurde, bendotigt eine
hohe Komplexitit, um alle moglichen Szenarien abzudecken. Dies
kann die Generalisierungsfihigkeit des Modells erheblich ein-
schrinken, sodass neue Prozesse, fiir die es keine vergleichbaren
Trainingsdaten gibt, ungenau vorhergesagt werden.

3 Erweiterung bestehender Modelle

Eine vielversprechende Alternative ist die Verwendung mehre-
rer spezialisierter Regressionsmodelle zur Stromvorhersage, die
jeweils auf spezifische Prozessbereiche fokussiert sind. Diese
Modelle besitzen keine globalen Giiltigkeitsbereiche, die alle mog-
lichen Werte der Prozessparameter umfassen, sondern arbeiten
innerhalb klar definierter lokaler Bereiche. Dadurch kann jedes
Modell spezifische Prozesse mit hoherer Genauigkeit vorhersa-
gen.

Ein anschauliches Beispiel fiir die Kombination mehrerer
Modelle mit begrenztem Giiltigkeitsbereich ist die Unterschei-
dung zwischen dem normalen Friasprozess und Bewegungen der
Maschine im Eilgang. Bild 1 verdeutlicht dies. Fiir das Training
von Modell A wurden Datenpunkte aus den aufgenommenen
Maschinendaten aus dem Datensatz [14] wihrend hoher Vor-
schubgeschwindigkeit verwendet, wihrend fiir das Training von
Modell B Datenpunkte mit niedrigerer Vorschubgeschwindigkeit
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Bild 2. Informationsflussdiagramm des selbstlernenden Prozesstiberwachungssystems. Grafik: KIT wbk

genutzt wurden. Dies hat zur Folge, dass Modell A den Motor-
strom wihrend einer Fahrt im Eilgang bedeutend priziser vor-
hersagen kann als Modell B. Wihrend des Frasprozesses ist ein
gegenldufiger Effekt zu beobachten. Weder Modell A noch Modell
B konnen den gesamten Prozess addquat abbilden. Nutzt ein
Gesamtsystem beide Modelle jeweils in dem Bereich, fiir den die
Modelle gebildet wurden, kann eine deutlich bessere Stromvor-
hersage erreicht werden.

Die Verwendung der Vorschubgeschwindigkeit ist nur ein Bei-
spiel, moglich sind auch andere Prozessgroffen beziehungsweise
Kombinationen dieser, wie Beschleunigung, Prozesskrifte oder
die Materialabtragsrate.

3.1 Selbstlernende Prozessanpassung

Damit sich das Prozessitberwachungssystem selbststindig an
neue Prozesse anpassen kann, ist ein selbstlernender Aspekt
erforderlich. Die grundlegende Funktionsweise eines solchen
Systems ist in Bild 2 dargestellt. Nachdem fiir jeden Messpunkt
aus den Maschinendaten die Prozesskrifte und Materialabtrags-
rate berechnet wurden, wird ein passendes Regressionsmodell
ausgewihlt. Dies geschieht durch die Auswahl des Modells, dessen
Definitionsbereich bestméglich zu den Werten der Prozessgrofen
des Messpunktes passt. Unter Verwendung des ausgewihlten
Modells werden die Motorstrome der Maschine vorhergesagt und
mit den gemessenen Stromwerten verglichen. Wird aufgrund der
Differenz zwischen den vorhergesagten Strémen und den gemes-
senen Stromen aus den Maschinendaten eine Anomalie vermutet,
wird der Friasprozess von einem Facharbeiter tiberpriift. Wenn die
Anomalie tatsichlich auf einen Prozessfehler (zum Beispiel
Lunker im Werkstiick, Werkzeugverschleifé) zuriickzufithren ist,
konnen entsprechende Mafinahmen eingeleitet werden. Liegt hin-
gegen kein Fehler vor, muss das System angepasst werden, um die
Vorhersagegenauigkeit zu verbessern.
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Ein zentrales Element des selbstlernenden Ansatzes ist die
Bildung neuer lokaler Modelle. Diese Modelle werden gezielt fiir
Prozesse erstellt, die von bestehenden Modellen nicht prizise ab-
gebildet werden konnen. Ein Algorithmus analysiert die relevan-
ten Prozessgrofen und definiert aus diesen einen Giiltigkeitsbe-
reich, der von keinem existierenden Modell abgebildet wird. Die
Datenpunkte in diesem Bereich werden dann zum Training eines
neuen lokalen Modells verwendet. Zukiinftige Vorhersagen inner-
halb dieses Bereichs werden dann von dem lokalen Modell iiber-
nommen, wodurch die Vorhersagequalitit in diesem Bereich
signifikant verbessert wird. Je linger das System in einem varian-
tenreichen Produktionsumfeld eingesetzt wird, desto mehr lokale
Modelle werden in der Modelldatenbank abgespeichert. Hier-
durch konnen auch bei neuen Produktionsprozessen schnell pri-
zise Vorhersagen der Motorstrome getroffen und hierdurch eine
Prozessiiberwachung realisiert werden. Im Gegensatz zum Online
Machine Learning, bei dem alle neu erfassten Datenpunkte
unmittelbar zur Anpassung des Modells verwendet werden, wer-
den in diesem Ansatz ausschliellich jene Datenpunkte herangezo-
gen, bei denen das bestehende Modell keine zufriedenstellende
Vorhersage liefert. Dadurch wird gewihrleistet, dass ein allmahli-
cher Werkzeugverschleiff nicht als Normalzustand erlernt wird,
sondern als Anomalie erkannt wird.

3.2 Technische Voraussetzungen

Damit ein Einsatz des modellbasierten Uberwachungssystems
wirtschaftlich eingesetzt werden kann, miissen Training und Ein-
satz der Modelle dateneffizient auf gingigen Industrie-PCs
maoglich sein. Die Tabelle gibt einen Uberblick iiber die wesentli-
chen technischen Parameter der Trainingsphasen fiir die Modelle
A und B aus Bild 1. Als Hardware wurde ein Prozessor des Typs
sIntel Core i7-1360P“ eingesetzt, als Modellarchitektur wurden
Extra-Trees mit 100 Estimators verwendet [15].
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Tabelle. Ubersicht der DatensatzgréRe, Trainingsdauer und ModellgroRe
fir Modelle A und B aus Bild 1.

Modell A Modell B

Trainingsdatensatz 1,5 KB 42 KB
Trainingsdauer 0,04 s 0,12s
ModellgroRe 465 KB 11,3 MB

Entsprechend den Werten aus der Tabelle ldsst sich abschit-
zen, dass auch deutlich komplexe Gesamtsysteme mit einer Viel-
zahl einzelner, vergleichbarer Modelle auf gingigen Industrie-PCs
problemlos eingesetzt werden kdnnen.

3.3 Vermeidung von Uberanpassung

Ein potenzielles Risiko bei der Bildung von lokalen Modellen
ist die Uberanpassung (engl. Overfitting) durch immer kleiner
werdende Giiltigkeitsbereiche. Solche hoch spezialisierten Model-
le konnten die Generalisierungsfihigkeit des Gesamtsystems
beeintrichtigen. Um dem entgegenzuwirken, muss die Grofle der
Giiltigkeitsbereiche begrenzt werden. Ziel ist es, eine Balance
zwischen der Genauigkeit der Modellvorhersagen und der Breite
der abgedeckten Prozessbereiche zu finden. Neue Modelle sollten
daher nur dann gebildet werden, wenn sie einen klaren Mehrwert
fiir die Gesamtleistung des Systems bieten.

Ein optimal konfiguriertes System nutzt die Vorteile sowohl
globaler als auch lokaler Modelle. Globale Modelle bieten eine
grundlegende Abdeckung iiber alle Prozesse hinweg, wihrend
lokal definierte Modelle spezifische Prozesse prizise adressieren.
Entsprechend der Prozessgréfen wird nach einem auf die vorlie-
genden Werte spezialisierten lokal giiltigen Modell gesucht. Exis-
tiert ein solches Modell, wird dieses verwendet, um die Motor-
strome mit bestmoglicher Prizision vorherzusagen. Umfasst kein
Definitionsbereich der vorhandenen lokal giiltigen Modelle die
Prozessgroflen einer Aufnahme, wird ein global giiltiges Modell
genutzt, wobei davon ausgegangen wird, dass die Vorhersage eine
geringere Prizision als die eines spezialisierten Modells erreicht.
Die aufgenommenen Daten werden dann fiir die Bildung eines
neuen, lokal giiltigen Modells verwendet.

Durch diese Kombination wird eine effektive und effiziente
Prozessiiberwachung ermdglicht, die sich flexibel an neue Anfor-
derungen anpassen kann.

4 Zusammenfassung und Ausblick

Die vorgestellten Ansitze bieten eine Grundlage, um ein
selbstlernendes Prozessiiberwachungssystem zu entwickeln, das
sich an die Anforderungen variabler und flexibler Produktions-
umgebungen anpasst. Durch die Kombination von datengetriebe-
nen Modellen mit auf bestimmte Definitionsbereiche spezialisier-
ten Modellen kénnen Vorhersagen fiir unterschiedliche Prozess-
bereiche prizisiert werden, ohne dass umfangreiche manuelle
Anpassungen notwendig sind.

Ein entscheidender Aspekt ist die kontinuierliche Anpassung
des Systems an neue Prozesse. Hierfiir ist es notwendig, dass das
System Anomalien zuverlissig erkennt, durch Anwenderfeedback
bewertet und durch den Einsatz neuer Daten weiterentwickelt
werden kann. Der Fokus liegt darauf, eine Balance zwischen
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Prizision und Generalisierungsfihigkeit zu finden, um eine nach-
haltige Leistungsfahigkeit des Gesamtsystems sicherzustellen.

Langfristig hat das Konzept das Potenzial, die Prozessiiberwa-
chung nicht nur priziser, sondern auch effizienter zu machen.
Besonders in hochflexiblen Produktionsumgebungen kann ein
solches System dazu beitragen, Ausschuss und Ausfallzeiten zu
reduzieren, die Produktionsqualitit zu steigern und den Ressour-
cenverbrauch zu senken. Gleichzeitig konnte der Ansatz auch fiir
andere Fertigungsprozesse weiterentwickelt werden, wodurch er
iiber die reine Frisprozessiiberwachung hinaus Einsatzmoglich-
keiten bietet.

Der vorgestellte Ansatz soll in den nichsten Schritten anhand
realer Produktionsprozesse validiert und in ein funktionsfihiges
System tibertragen werden.
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