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In digitaler Gesellschaft

Das Digitale sorgt fiir einen gesellschaftlichen Wandel in nahezu allen Lebens-
bereichen, Interaktionen und gesellschaftlichen Teilsystemen. Mit ihm verindern
sich Denk- und Handlungsweisen wie auch Bewertungsmaf3stibe und Handlungs-
zwinge. Und dennoch, so wollen wir im Folgenden aufzeigen, verliuft die so ge-
nannte digitale Transformation weder jenseits bekannter Entwicklungstrends noch
unabhingig von der gesellschaftlichen Konstruktion von Wirklichkeit. Allerdings
hat sich die Digitalisierung, die sich zu Beginn mit dem Einsatz von elektronischer
Datenverarbeitung und Informationstechnologie nur in einzelnen Handlungsbe-
reichen entwickelte, im 21. Jahrhundert deutlich beschleunigt und erfasst heute
alle gesellschaftlichen Handlungsbereiche und Sinnsysteme. Vor diesem Hinter-
grund fragt der Band nach der Bedeutung dieser weitreichenden soziodigitalen
Neukonfiguration sozialer Welten zwischen Algorithmen, digitalen Medien, Robo-
tern und Usern. In unserer Einleitung werden wir dafiir zuerst das spezifisch Neue
dieser sozialen Ausdehnung in eine digitale Gesellschaft herausarbeiten, dann die
Konturen soziodigitaler Arrangements und ihre Implikationen sowie die gesell-
schaftlichen Risiken benennen und schliefilich die einzelnen Beitrige des Bandes
vorstellen.

In digitaler Gesellschaft zu leben, bedeutet faktisch, dass gesellschaftliches
Wissen, soziale Ereignisse und physische Objekte ganz oder teilweise digital
»verdoppelt« existieren (Nassehi 2019: 108ff.) und weitere Phinomene entstehen
lassen, so dass Handlungssituationen nun sowohl analog als auch digital struktu-
riert sind. Konnte viele Jahrhunderte klar zwischen Interaktion unter Anwesenden
und Abwesenden unterschieden werden, werden Personen, Informationen, Hand-
lungssubjekte und -objekte sowie die mit ihnen verkniipften Steuerungs- und
Kontrollformen nun auch digital reprisentiert: vollstindige Abwesenheit wird
zur Ausnahme. Stattdessen hat Handlungstrigerschaft (agency) neben ihrer Pri-
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sentation auf Vorder- und Hinterbithne und in den durch Institutionen und
Organisationen aufgespannten Riumen einen dritten, virtuellen Raum gewonnen:
GrofRe Datenmengen, Simulationen, Chatbots oder Roboter verkorpern Abwesen-
de und konstituieren neue Akteur*innen, die keine Entsprechung in der analogen
Welt haben, und mischen sich eigenlogisch in die Fabrikation und Reprisentation
gesellschaftlicher Wirklichkeit ein.

Wiahrend die Digitalisierung anfangs darin bestand, analoge Werte informati-
onstechnisch in digitale Informationen umzuwandeln, um sie als Daten und Da-
teien in digitalen Formaten (»Bits and Bytes«) verarbeiten zu konnen, erfolgen die
Erstellung, Speicherung, Verteilung und Verarbeitung von Daten dank der Om-
niprisenz von Computern, digitalen Endgeriten und Kommunikationsnetzen in-
zwischen zu einem erheblichen Teil algorithmisch und direkt in digitalen Medi-
en. Wenn daher heute Roboter Montageaufgaben iibernehmen, Finanzdienstleis-
ter*innen abrechnen oder Marketingabteilungen Kundenprofile auswahlen, miis-
sen meist nur noch wenige analoge Angaben digitalisiert werden. Dennoch gehen
weiterhin Vorstellungen aus der analogen Welt in die zugrunde liegenden Modelle
ein, an denen sich die algorithmischen Rechenschritte orientieren, und umgekehrt
verindern digitale Moglichkeiten analoge Vorstellungen und Handlungsweisen. In
der Folge vermischen sich durch die Digitalisierung und die voranschreitende Au-
tomatisierung zunehmend digitale und soziale Rationalititen in den Handlungs-
settings und beeinflussen die Konstitution gesellschaftlicher Wirklichkeit.

Die Durchdringung aller gesellschaftlichen Handlungsbereiche durch digitale
Rationalititen und Dynamiken, die wir im zweiten Abschnitt genauer betrachten,
16st gleichermafen Angste und Hoffnungen aus und fithrt zu einer vor allem am-
bivalenten Beurteilung der Verinderungen. Fragt man in Deutschland entweder
nach Entlastungschancen und steigendem Komfort oder nach wachsenden Zwin-
gen und Storanfilligkeiten im Gefolge der Digitalisierung, erhalten stets die Ant-
wortkategorien des Sowohl-als-auch (»teils/teils«) die grofiten Zustimmungswerte,
wihrend eindeutig positive und negative Einschitzungen seltener genannt werden
und sich in etwa die Waage halten (Stork-Biber et al. 2020: 25). Ein kleiner Blick in
die alltigliche Lebenswelt mag das illustrieren.

Digitale Selektionsprozesse bestimmen, welche Nachrichten wir lesen, welche
Musik wir horen und welche Stidte als lebenswert, welche Unternehmen als er-
folgreich gelten. Eltern kimpfen gegen die digitale Sucht ihrer Kinder, fiir eine Di-
gitalisierung der Schule und mit den Anforderungen digitaler Systeme in Freizeit
und Arbeitswelt. Seit Beginn der COVID-19-Krise gilt das Digitale als Rettungs-
boot fiir Zusammenarbeit und Austausch, als universeller Alleskénner im Risiko-
management, aber auch als Dauerbeldstigung im Alltag und Bedrohung lebenswer-
ter Innenstddte, bisheriger Geschiftsmodelle und kiinftiger Nachhaltigkeit. Selbst
in den politischen Kerninstitutionen stellt die Digitalisierung alle Selbstverstind-
nisse auf den Kopf: In Saudi-Arabien erhilt der Roboter Sophia, der laut Her-
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steller kiinstliche Intelligenz besitzt, die Staatsbiirgerschaft, in den sozialen Me-
dien sind Bots die aktivsten Akteur*innen der Meinungsbildung und ein briti-
sches Datenanalyse-Unternehmen hat erfolgreich in den amerikanischen Wahl-
kampf und die Entscheidung iiber die britische EU-Mitgliedschaft eingegriffen.
Nimmt uns das Digitale den sozialen und politischen Gestaltungsraum?

Die beispielhafte Skizze des Siegeszugs der Algorithmen und seiner ambivalen-
ten Bewertung lenkt den Blick auf die noch unscharfen Konturen der angestofenen
gesellschaftlichen Neukonfiguration. Die Moglichkeiten werden gerne genutzt, die
damit einhergehenden Zwinge befiirchtet und in der Bewertung, ob die digitale
Transformation nun Fluch oder Segen ist, dominiert die ungewisse Ambivalenz in
Bezug auf die Umbriiche und ihre mogliche Beherrschbarkeit. Diese und dhnliche
Skizzen provozieren regelmifRig Fragen nach einer demokratischen Technikent-
wicklung und den Verantwortlichen sowie den versteckten Treibern der Entwick-
lung. Der vorliegende Band geht diesen Fragen in vielen Facetten nach, beleuchtet
Moglichkeiten der partizipativen Gestaltung soziodigitaler Arrangements, lotet die
Definitions- und Krifteverhiltnisse ihrer Etablierung aus und untersucht, wie sich
die Strukturen demokratischer Offentlichkeiten und politischer Entscheidungsfin-
dung verschieben.

Ein Ausgangspunkt besteht dabei darin, dass das Technische auch weiterhin
menschengemacht ist und doch Befiirchtungen weckt, Menschen iiberfliissig und
menschliche Losungen unwahrscheinlicher zu machen. Wir fithlen uns in digita-
ler Gesellschaft zugleich entlastet und manipuliert. Die sozialkonstruktivistische
Betonung der gesellschaftlich eingebetteten, wirtschaftlich, sozial und politisch
bestimmten Technikentstehung und -implementierung wirkt angesichts der digi-
talen Verinderungsdynamik genauso wenig iiberzeugend wie ihr technikdetermi-
nistischer Gegenspieler mit der Annahme, die Gesellschaft passe sich nachlaufend
und gezwungenermafien den technisch erméglichten Innovationen an. Welche Ak-
teur*innen, welche Motive treiben kiinstliche Intelligenz und bspw. die Algorith-
men der Sprach- und Bilderkennung voran? Verfolgen sie (konspirative) Interessen
oder entstehen diese als nicht-intendiertes Werk mathematisch begabter Eliten
oder in den Hinden politisch oder kommerziell motivierter Uberwachungsagen-
turen in der schénen neuen digitalen Welt? Haben die digitalen »Entdeckungen«
und »Moglichkeiten« als unschuldiger Ausdruck des technisch Machbaren die Tiir
in eine neue Gesellschaft aufgestoflen und rufen nun die Wesen aus Fleisch und
Blut auf, dorthin nachzukommen, wo faktisch alle diejenigen mit digitalem Herz-
schrittmacher, Smartphone und elektronischer Patientenakte schon sind?

Weder ja noch nein. Die Lage ist komplizierter, das Denken in einfachen Dua-
lismen von Ursache und Wirkung, Subjekt und Objekt, vorher und nachher, Gut
und Bose hilft wieder einmal nicht weiter. Ob es um die Leistungsfihigkeit der Al-
gorithmen geht, die Neuverteilung von Arbeitsschritten in kollaborativen Mensch-
Roboter-Interaktionen oder die Ausbreitung quantifizierenden Denkens in Ran-
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kings und Simulationen, in all diesen folgenreichen Neukonfigurationen der digi-
talen Gesellschaft interagieren soziale, wirtschaftliche und technische Treiber. Dies
ist eine Kernaussage des vorliegenden Bandes. Diese Interaktion wirtschaftlicher,
gesellschaftlicher und technischer Motive und Handlungsfihigkeiten, die im Mit-
telpunkt der Beitrage steht, schligt sich von Fall zu Fall in unterschiedlichen Neu-
konfigurationen des Miteinanders von Algorithmen, Robotern, digitalen Medien
und menschlichen Nutzer*innen nieder. Ihre Etablierung folgt keiner einseitigen
oder tibergeordneten Notwendigkeit, sondern einer im Einzelnen zu rekonstruie-
renden Logik der mehr oder weniger bewussten und transparenten Durchsetzung
und Installation.

Diese Etablierung hat oftmals (sub)politischen Charakter und geht mit erheb-
lichen politischen Implikationen einher: Rankings und Quoten intervenieren in
Prozesse der Wertsetzung und Verteilung knapper Giiter. Grofle Datenmengen
(>Big Dataq strukturieren und konstruieren Priferenzen, Anspriiche und margina-
le Gruppen (Cardon 2017). Robotik und Kiinstliche Intelligenz (KI) verindern die
Wahrnehmung von Normalitit, Leistung und Kontrolle (Mau 2017). Wenn die Im-
plikationen dieser vielfiltigen und mehrschichtigen digitalen Neukonfigurationen
allerdings auf der politischen Tagesordnung von Parlamenten oder Entscheidungs-
triger*innen ankommen, sind die wesentlichen Entscheidungen meist schon ge-
fallen. So ist die zweite Kernaussage des Bandes, dass die in der digitalen Welt eta-
blierten Neukonfigurationen zwischen Algorithmen, digitalen Medien, Robotern
und Nutzer*innen auf der Vorderbiihne sichtbar installieren, was auf den Hinter-
bithnen in Laboren, Unternehmen, Universititen und Behoérden nach wirtschaftli-
chen, sozialen und technischen Gesichtspunkten kofabriziert wurde. Weder fithren
also KI oder Robotik ein Eigenleben, noch sind sie vollstindig kontrollierbar (Ma-
ckenzie 2017). Zurecht werden digitale Phinomene in Alltag und Arbeitskontexten
als oft eigenwilliges Gegeniiber erlebt — und nur manchmal als Ausdruck veran-
derbarer und benennbarer Priorititensetzung.

Den komplizierten Fragen der demokratischen Technikgestaltung, die mit der
verteilten Kontrolle und Kontrollierbarkeit in digitaler Gesellschaft einhergehen,
gehen wir im Folgenden mit einem Fokus auf die soziodigitalen Arrangements,
ihre wesentlichen Strukturmerkmale und gesellschaftlichen Implikationen nach,
bevor wir knapp die Risiken der digitalen Gesellschaft benennen, derer sich eine
demokratische Technikgestaltung bewusst sein muss. Schliefilich stellen wir die
Beitrige des Bandes vor und stoflen eine Diskussion itber notwendige Utopien
und Gesichtspunkte der demokratischen Technikgestaltung an.
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Stochastische Optimierung und integrative Vernetzung: die Prozesse
der sozio-digitalen Transformation

In der digitalen Gesellschaft spielen Daten und Algorithmen eine zentrale Rolle. So
sind es zum einen grofRe Datenmengen zu den unterschiedlichsten Phinomenen
der sozialen und physischen Welt, deren automatisierte Erfassung, Erzeugung und
Verarbeitung hinter den neuen Mdglichkeiten stehen und in denen sich die Kon-
turen der Gegenwartsgesellschaft in spezifischer Weise verdoppeln und vermeh-
ren. Zum anderen verdanken sich diese Moglichkeiten mathematischen Regeln und
Modellen (Algorithmen) ihrer Verarbeitung als mathematische Objekte sowie den
gewachsenen Rechenleistungen, um die mathematischen Operationen in Echtzeit
ausfithren und fur die unterschiedlichsten Auswahl- und Steuerungsprozesse nut-
zen zu konnen. Mit diesen beiden Ingredienzien der digitalen Gesellschaft, Daten
und Algorithmen, verbinden sich die endlosen Moglichkeiten und Verschiebungen,
die mal als digitale Transformation, mal als digitale Revolution Anlass fiir eine Re-
vision der Konturen moderner Gesellschaften geben. Wir méchten an dieser Stelle
einen kurzen Aufriss der durch Daten und Algorithmen geprigten sozio-digitalen
Arrangements und ihrer gesellschaftlichen Implikationen geben.

Daten konnen heute iiberall erfasst und genutzt werden, sind universell
verwend- und vernetzbar. Die grofiere Aufgabe ist eher, ihre Erzeugung und
Nutzung sinnvoll zu regulieren und in manchen Fillen auch zu verhindern. Als
»Big Data« gelten insbesondere solche in Echtzeit erfassten riesigen Datenmengen,
die zu grof3, zu schnelllebig und zu schwach strukturiert sind, um sie mit den
herkémmlichen Methoden der manuellen oder statistischen Datenverarbeitung
auszuwerten, so dass Algorithmen und Software fiir Aufbereitung, Analyse und
Weiterverarbeitung herangezogen werden. Nicht nur jeder Klick im Internet
produziert Daten und reichert bestehende Datensitze an, sondern enorme Fort-
schritte in den Sensortechnologien und der Vernetzung von Geriten, IT-Systemen
und schon bestehenden Datensitzen erlauben zudem die weitere Datenproduk-
tion und -integration in und durch alle Riume, Infrastrukturen und Medien.
Jeder Mensch erzeugt tiglich mehr als ein Gigabyte Daten, bezogen auf mehr als
7,8 Milliarden Datenproduzent®innen ergibt sich schon aus dieser Quelle eine
unvorstellbare Menge an Daten, die fir Entscheidungs- und Steuerungsprozesse
genutzt werden konnen.

Im Mittelpunkt der Erfassung, Sammlung und Verarbeitung grofier Daten-
mengen finden sich zwei bekannte gesellschaftliche Fortschrittserzahlungen: nim-
lich die der statistischen Optimierung und integrativen Vernetzung. Optimierung
und Vernetzung materialisieren sich als digitale Kernprozesse im Zentrum der
datenbasierten Entscheidungs- und Steuerungsverfahren und treiben die digita-
le Transformation voran, mit spezifischen Affordanzen und Versprechungen und
eher in Kontinuitit als im Bruch mit den Bewegungsgesetzen moderner Gesell-
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schaften. Die Optimierung fithrt das Versprechen der Rationalisierung hin zu im-
mer besserer Einsicht und Beherrschbarkeit fort, das Max Weber als wesentliches
Merkmal moderner Gesellschaften beschrieben hat. In ihrem Kern steht der Glau-
be, dass man zwar nicht alles weif3, aber dass man »alle Dinge — im Prinzip -
durch Berechnen beherrschen konne« (Weber 2002: 448, Herv. im Orig.). Die weltum-
spannende Vernetzung und datenbasierte Integration, erst im World Wide Web,
dann in den universellen Warenhiusern von Plattformdkonomien, kniipft mit der
kybernetischen Erzihlung von informationsbasierter Inklusion in gewisser Weise
an die - als hegemonial kritisierten — Versprechen von Universalismus und In-
tegration an, allerdings ohne Anspruch auf universale Wahrheit. Dem Denken in
Daten, Kommunikationsstrukturen und relationalen Netzwerken geht es letztlich
nicht um »Informationen iiber die Welt, sondern darum, dass sich die Welt nur
informationsformig beschreiben lisst und dass dies unentrinnbare Formen der
Geschlossenheit erzeugt« (Nassehi 2019: 88). In der Kontinuitit der grof3en Erzih-
lung von Aufklirung, Industrialisierung und Fortschritt haben Optimierung und
Vernetzung einen Aufforderungscharakter, regen eine zweckorientierte Auseinan-
dersetzung mit der Welt auf dem Weg zu einer generalisierbaren, nicht linger will-
kitrlichen, sondern als unbestechlich prisentierbaren Vernunft an. In dieser kultu-
rellen Entwicklung haben Daten eine wachsende, nahezu autoritative Bedeutung
erlangt, und dies insbesondere fiir das Regierungshandeln, das sich in pluralen De-
mokratien weniger an Idealen und zukiinftigen Zielen orientiert als am Verspre-
chen universal giltiger, unparteiischer Entscheidungen auf der Basis wissensba-
sierter, objektiver Neutralitit (Bogner 2021). Die zugleich bestehenden nicht-in-
tendierten Nebenfolgen, Ambivalenzen, Riickkoppelungen, iiberhaupt Reflexivitit
und Emergenz — charakteristische Elemente einer zweiten oder reflexiven Moder-
ne (Beck 2007) — werden in diesen Prozessen als Unschirfe marginalisiert, bis die
nichste Krise oder Katastrophe sie wieder ins Bewusstsein bringt.

Die datenbasierte Optimierung geschieht in digitaler Gesellschaft aus der Per-
spektive stochastischer Kalkiile, indem Mittelwerte, Verteilungen und Wahrschein-
lichkeiten herangezogen werden, um aus bisherigen Zusammenhingen Kenntnis-
se fiir zukiinftige abzuleiten. Die Vernetzung bewegt sich im Rahmen der Moglich-
keiten, iiber elektronische Impulse zu kommunizieren, also diskrete Unterschiede
schneller und flexibler auszutauschen, als analoge, kontextualisierte Kommunika-
tion dies kénnte. Statistische Optimierung und elektronische Vernetzung, so die
hier formulierte These, spannen das Untersuchungsfeld auf, dem sich die gesell-
schaftstheoretische Betrachtung »der digitalen Transformation« widmen muss.

Im Rahmen der statistischen Optimierung werden vor allem grofde Datenmen-
gen genutzt, um iltere Formen der datenbasierten Analyse und Entscheidungsfin-
dung zu vereinfachen und zu generalisieren. Je mehr Informationen in Echtzeit
bspw. zur Verkehrsmittelwahl vorliegen, desto besser und flexibler kénnen Nut-
zerpriferenzen, die Betriebskosten verschiedener Verkehrstriger und die Zielgro-
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Ren der Gestaltung von Transportangeboten in ein Entscheidungsmodell einflie-
fRen, sei es, um Preise zu berechnen oder Verhalten zu steuern. Mittelwerte zei-
gen Durchschnittsauslastungen an, Verteilungen informieren iiber Reichweite und
Bedeutung dahinter liegender Unterschiede, ZielgroRen lassen sich in Simulatio-
nen bestimmen und modellieren. So scheinen entsprechende Datenanalysen einen
Durchgriff in die komplexe und undurchsichtige Vielfalt der das Verkehrsgesche-
hen beeinflussenden Faktoren zu erdffnen und laden dazu ein, orientiert am zu-
grundeliegenden Modell zielorientiert den ein oder anderen Parameter steuernd
zu optimieren. Diese Optimierungslogik durchzieht in gleicher Weise den Um-
gang mit Nutzer- oder Bewerberprofilen in Marketing, Versicherungs- oder Per-
sonalwesen, Kreditentscheidungen von Banken oder die digitale Planung von in-
frastrukturgebundenen Versorgungsleistungen (bspw. in Smart Grids). Spatestens
seit Thomas Robert Malthus Ende des 18. Jahrhunderts die statistischen Merkmale
der Bevolkerungsstruktur fiir Prognosen bspw. zu Bevolkerungswachstum und Bo-
denertrag heranzog, versprechen Stichproben und die datenbasierte Beobachtung
von gesellschaftlichen Mustern und Verinderungen bessere Planungs- und Steue-
rungsansitze. »Besser«, indem Informationen, Ressourcen und Entscheidungs-
prinzipien in einer Weise systematisiert werden, die auf die gesellschaftliche Be-
herrschung und organisatorische Steuerung der Welt gerichtet ist.

Im Prinzip setzen auch die viel diskutierten Formen »kiinstlicher Intelligenz«,
also Moglichkeiten der avancierten algorithmischen Datenanalyse und des maschi-
nellen Lernens, auf diesen Grundlagen der mathematischen Modellierung, sta-
tistischen Klassifikation und systematischen Rationalisierung an. Elemente der
wahrgenommenen Realitit (bspw. Daten zu Fertilititsraten, Ertragsmustern, Nut-
zerpriferenzen, Therapieerfolgen) werden mit mathematischen Objekten identifi-
ziert und die Resultate der mathematischen Operationen in Bezug auf diese Ele-
mente und weitere Variablen mit Blick auf die betrachtete Realitit interpretiert.
In der mathematischen Modellierung geht es dabei nicht darum, wie diese Ele-
mente beschaffen sind oder was sie wiitnschen und leisten, sondern um konzeptio-
nelle Modelle, um iiber sie nachdenken und kommunizieren zu kénnen (Gelman
und Hennig 2017; Nassehi 2019). Dadurch verdndert sich auch die Sicht auf die
Realitit. Allzu leicht fillt das Nicht-Erfassbare aus dem Blick, wird das Mehrdeu-
tige klassifiziert, substituiert, und eindeutige Berechnungs- und Simulationser-
gebnisse werden als vorhergesehene Wirklichkeit reifiziert. Hinzu kommen pro-
blematische Pfadabhingigkeiten selbstlernender Algorithmen, die sich in Bezug
auf vorhergehende Operationalisierungen und Datenbestinde entwickeln, deren
»Lernen« aber undurchschaubar bleibt. Im Rahmen des sogenannten maschinellen
Lernens greifen Programmierer*innen Teile der konzeptionellen Modelle auf und
lassen mit regelbasierten (=algorithmischen) stochastischen Analysen neue entste-
hen, die sie selbst nicht immer vollstindig nachvollziehen kénnen.
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Von »kiinstlicher Intelligenz« wird gesprochen, wenn die Resultate aussehen,
als verdankten sie sich menschlicher Intelligenz, so die frithe Definition auf der
Dartmouth-Conference 1956, die Verantwortung fiir ihr Zustandekommen aber, so
mochte man erginzen, Computern zugerechnet wird. Die soziokulturellen Teile
in Problemdefinition, Modell- und Softwareentwicklung und mehr oder weniger
gut bestimmten Zielen werden ausgeblendet. Hinzu kommt eine als Opazitit be-
zeichnete, begrenzte Nachvollziehbarkeit der Resultate (Burrell 2016), die zum Teil
als Ergebnis der Komplexitit der analysierten Netzwerke eintritt, in der zahlrei-
che und heterogene Elemente variabel interagieren, wie bspw. im komplexen Ver-
kehrsgeschehen einer lebendigen Stadt. Zum Teil iiberfordern die komplexe und
dynamische Interaktivitit der iiber Daten erfassten Netzwerkelemente und de-
ren computergestiitzte Modellierung sowohl die Anwender*innen der lernenden
Systeme als auch die programmierenden Expert*innen aus Mathematik, Informa-
tik und angrenzenden Fachwissenschaften. Die Ergebnisse werden zwar als pro-
gnostischer Blick eingeordnet, bleiben aber in spezifischer Weise undurchschau-
bar und unerklirbar, eben opak, weil fiir die zugrundeliegende Datenanalyse und
-weiterverarbeitung Algorithmen genutzt werden - viele tausend Zeilen Code —,
die aus Programmbibliotheken stammen. In der Konsequenz sind die einzelnen
Rechenschritte im Detail nicht immer bekannt, auch weil die Software proprietir
ist. Aus diesem Umstand scheint sich ein Teil der Magie zu speisen, die sich in der
gegenwirtigen Rede von »Kinstlicher Intelligenz« (KI) niederschligt. Die weitrei-
chenden Spekulationen und Versprechungen zu den — zweifellos beeindrucken-
den - Leistungen von KI lassen ihre mathematisch zwar dufierst anspruchsvolle,
aber letztlich doch an Datenverarbeitung gefesselte Entstehung mitunter verges-
sen. Zugleich, und das soll hier nicht verschwiegen werden, stehen hinter der Opa-
zitdt auch handfeste Interessen, die unter dem Schlagwort der »Black Box Society«
diskutiert werden und nur einseitig die Moglichkeit eroffnen, aus grofien Daten-
mengen Wissen und Geschiftsmodelle zu generieren, fiir die Datenproduzenten
aber undurchsichtig, nicht tiberpriifbar und nicht anfechtbar sind (Pasquale 2015).

Der zweite Prozess, die integrative Vernetzung, hat in ihrer elektronischen Form
eine etwas weniger lange Geschichte, die erst im 20. Jahrhundert begann, sich aber
als Fortsetzung von epistemologischen Standardisierungen und Universalisierun-
gen deuten ldsst. Erst indem das kategorial Unterschiedliche auf gemeinsame Nen-
ner gebracht wurde, itber Orte und Zeiten hinweg austauschbar und verkniipfbar,
wurden die industriellen Revolutionen, Automatisierung und der gesellschaftli-
chen Pfad hin zum Programm einer permanenten »Weltreichweitenvergrofierung«
(Rosa 2016) moglich. Im Kern der integrativen Vernetzung in der digitalen Gesell-
schaft steht der Datenaustausch durch elektronische Impulsiibertragung. Auf der
einfachsten Stufe werden dafiir in der digitalen Universalsprache von o und 1 In-
formationen eines Beobachtungssystems mit einem anderen geteilt. Auf ungleich
komplexerer Ebene verbinden Internetknoten im weltweiten Netz viele Compu-
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ternetzwerke, die untereinander Daten austauschen und iibergreifende Operatio-
nen ermdglichen. Glasfaserkabel, Server und Ubertragungsprotokolle erméglichen
nun eine Kommunikation mit Ubertragungsgeschwindigkeiten, die kein anderes
gesellschaftliches Kommunikationsmedium zu erreichen vermag. Die beispiellose
Anschlussfihigkeit des Digitalen und seine sprichwortlich grenzenlose Verkniipf-
barkeit hat auf dieser Basis einen neuen Raum erschaffen, das Virtuelle, in dem
die gesellschaftlich schwerwiegenden Kommunikations- und Austauschbarrieren
wie Ubersetzungsprobleme, Inkommensurabilititen, Handelsschranken, Hierar-
chien nicht zu gelten scheinen. Diese Eigenschaft der potenziell allseitigen Ver-
netzbarkeit des Digitalen hat anfinglich iiberzogene Erwartungen einer neuen
Gleichheit, Freiheit und Briiderlichkeit im Internet begiinstigt, die bald enttiuscht
wurden. Der analytische Blick offenbart hingegen, dass Vernetzung erstens die Re-
duktion aller beteiligten Elemente in die Ausdrucksfihigkeit digitaler Nachrichten-
ibermittlung voraussetzt, zweitens durchaus einen materiell-energetischen Fuf3-
abdruck hat und drittens durch die Verkniipfung verschiedenster Steuerungs-,
Ubertragungs- und Ausfithrungsgerite nahezu raumlose, globalisierte Steuer- und
Kontrollarchitekturen ermoglicht.

Die erste industrielle Revolution kann als formgebender Vorliufer betrachtet
werden. Sie erlaubte den Ubergang von der Eigenlogik des sachlich, értlich und
sozial eingebetteten Manufakturwesens hin zur kontextunabhingigeren mecha-
nisierten Produktion, sofern das notwendige Kapital fir bspw. Webstithle und
Dampfmaschinen mobilisiert werden konnte. Giiter und Produktionsinforma-
tionen wurden dafiir bereits standardisiert und dokumentiert. So liefd sich die
Produktion aus den engen Grenzen von Hand- und Heimarbeit herauslésen und
eine potenziell mobile Arbeiterschaft mit kontextunabhingigen Kompetenzen
entstand. Die zweite industrielle Revolution, die ihren Ausdruck in Massenpro-
duktion, Massenkonsum und Massendemokratien des Fordismus fand, reihte die
Arbeitskrifte als Teil einer tayloristisch optimierten Produktionskette in den engen
Takt festgelegter Arbeitsabliufe ein. Sie standardisierte Wertschépfungsketten bis
hin zum Flief3band, Giiter zur Ware, lie Lohne und Gewinne steigen, machte in-
dividuelle Qualifikationen und Bewegungen beinahe verzichtbar, fithrte aber bald
in Massenmairkte und ermoglichte breiten Bevolkerungsschichten eine wachsende
Teilhabe an den Segnungen des industriellen Zeitalters. Die begleitende inter-
nationale Vernetzung, die nicht zuletzt vom US-amerikanischen Marshall-Plan
getrieben wurde, stief} den Abbau von Handelshemmnissen voran und machte
Englisch im so genannten Westen zur Verkehrssprache.

Noch in diesem Zeitraum wurden bald die ersten Moglichkeiten der rechner-
gestittzten numerischen Maschinensteuerung (CNC) genutzt, die schliefilich in die
dritte industrielle Revolution fithrten, die auch als digitale Revolution bezeich-
net wird, mit dem verbreiteten Einsatz von Elektronik und Informationstechno-
logie zur Automatisierung der Produktion. Dazu steuerten erst separate Geri-
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te Werkzeugmaschinen, die bspw. die Bewegungs- und Materialdaten fiir Frisen
von Lochstreifen verarbeiteten, iibermittelten und dadurch die universelle Bearbei-
tung verschiedener Werkstiicke erlaubten. Spater ibernahmen elektronische CNC-
Programme auf Industriecomputern die Maschinensteuerung (computerized nume-
rical control) und erméglichten eine weitergehende Rationalisierung der Serien- und
Einzelfertigung. Die Mikroelektronik (Mikroprozessoren) eréffnete der computer-
gestiitzten, digitalen Fertigung neue Wege und lief die Maschinen durch integrier-
te Schaltkreise, Computer, Sensoren und Roboter immer effektiver und automati-
sierter arbeiten. Die Teilhabe an der Massenwohlfahrt wuchs trotz eines verlang-
samten Wirtschaftswachstums weiter, hohere Bildung wurde zunehmend notwen-
dig, um die maschinelle Steuerung zu steuern, es stiegen die Hoffnungen auf eine
umfingliche technische Entlastung und mit ihr auch die Angst vor (Massen-)Ar-
beitslosigkeit. Tatsichlich sank der Anteil der im zweiten, industriellen Sektor be-
schiftigen Bevolkerung zugunsten des tertiiren Dienstleistungssektors. Zugleich
entstanden neue Beschiftigungsmoglichkeiten, die freilich auch neue Qualifika-
tionen voraussetzten. Heute nun stehen wir, so das nach Kriften verbreitete Zu-
kunftsbild, an der Schwelle zur vierten, auch >cyberphysisch« genannten industri-
ellen Revolution, in der die elektronische Vernetzung auf eine neue Stufe geho-
ben wird, und mit ihr die Automatisierung. Vernetzt werden (sollen) nun nicht
nur Maschinen und Steuerungsgerite, sondern auch deren Produkte sowie ganze
Fabriken, Roboterschwirme und Wertschopfungsketten im >Internet der Dingex.
Sensordaten und digitale Zwillinge ziehen in den virtuellen Raum der Cloud ein,
ermoglichen ein neues Niveau der Produktionsiitberwachung und -steuerung bis
hin zu >autonomen« Prozessen der maschinellen Selbstorganisation und Selbstop-
timierung durch die unternehmensiibergreifende Datennutzung im Internet. Auch
auf Verbraucherseite verschiebt sich das Interesse, weg von industriellen Standard-
produkten und biirgerlicher Emanzipation hin zu an Singularitit orientierten For-
men des distinktiven Konsums und der permanenten digitalen Selbstdarstellung
als Selbstverwirklichung (Reckwitz 2019).

Mit dieser kleinen tour de force in der Industriegeschichte mochten wir zei-
gen, dass die elektronische Vernetzung, die allzu oft nur in Bezug auf soziale Me-
dien und Internet diskutiert werden, dem wibergreifenden Trend der industriel-
len Revolutionen und modernen Reichweitenvergroferung folgen. Er besteht im
Kern aus einer Sektorgrenzen iibergreifenden Vernetzung, erst durch Standardi-
sierung, Mechanisierung und Maschinisierung, dann durch Informationstechnik,
und bahnt der kontextunabhingigen Wertschopfung, der Globalisierung und Fle-
xibilisierung von Austausch- und Arbeitsprozessen mitsamt zunehmender Auto-
matisierung den Weg. Nicht nur die Produktivkraft hat sich dadurch verindert,
sondern auch die Erwartungen der Bevolkerung in Industrie- und Dienstleistungs-
gesellschaften. Allerdings sind Standardisierung, Vernetzung oder Automatisie-
rung keine >exogenen Faktoren«< (Butollo und Nuss 2019: 12), keine technischen
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Selbstliufer oder Sachzwinge, sondern ein Ausdruck marktwirtschaftlicher Krif-
teverhiltnisse. Die Steigerung von Produktivitit und Rentabilitit durch Standar-
disierung, Flexibilisierung und Automatisierung gehéren zur bekannten kapita-
listischen Akkumulationsstrategie. Ihre Akzeptabilitit verdankt sich seit jeher der
damit einhergehenden Diversifizierung und Verbesserung des Produktangebots,
den ermdglichten Wohlfahrtseffekten und ihrer Nihe zu Liberalisierungs- und In-
dividualisierungsbestrebungen.

Soziodigitale Arrangements und ihre gesellschaftlichen Implikationen

Was bedeuten statistische Optimierung und integrative Vernetzung fiir die sozio-
digitalen Arrangements und ihre Folgen in digitaler Gesellschaft? Im Detail wird
diese Frage in vielen der folgenden Beitrige diskutiert. Der Fokus liegt auf der
Meta-Ebene. Wir wollen — notwendigerweise in groben Ziigen — skizzieren, dass
diese Arrangements erstens durch die Vermischung analoger und digitaler Exis-
tenzen eine neuartige Koproduktion von Wirklichkeit befordern (Datafizierung),
zweitens Handlungsfihigkeit und -vollziige zunehmend fragmentieren (distribut-
ed control) und drittens einen folgenschweren Wandel hin zu Formen des digitalen
Kapitalismus mit entsprechender Oligopolbildung nach sich ziehen (Plattformaiko-
nomie).

Die Koproduktion gesellschaftlicher Wirklichkeit geschieht in digitaler Gesell-
schaft in einer Weise der statistischen Optimierung und integrativen Vernetzung,
in der digitale (Re-)Prisentationen gegeniiber analogen Interaktionsformen an Be-
deutung gewinnen, sogar als glaubwiirdiger, unparteiischer und neutraler darge-
stellt und wahrgenommen werden (Kropp 2020; Mau 2017). Weit iiber den &ko-
nomischen Bereich hinaus setzt sich ein quantifizierendes, datafiziertes Denken
durch, innerhalb dessen digitale Daten, zuletzt mit einer erstaunlichen Selbstver-
standlichkeit, als Begriindung und Legitimierung von Entscheidungen herange-
zogen und als autoritative Aussagen iiber die Welt genutzt werden. Uberall dort
aber, wo politische Fragen als Gegenstinde statistischer Betrachtung verhandelt
werden, etwa in Bezug auf die Allokation knapper Ressourcen oder die Beriick-
sichtigung ungleicher Voten, treten stochastische Abschitzungen an die Stelle der
politischen Beratung und umgehen die demokratische Aushandlung, welche »Gii-
ter« es wert sind, verfolgt zu werden (Timcke 2020: 44). Mit dieser Umkodierung
werden gesellschaftliche Phinomene auf messbare Informationen reduziert. Nicht
mehr Wihler*innen und ihre Vertretung bestimmen die politische Tagesordnung,
sondern die digitale Konstitution mdéglicher Wahlerstimmen, teils durch die per-
manente Beobachtung von Neigungen und Priferenzen »in Echtzeit«, teils durch
die statistisch endlose Verkniipfung dieser Informationen mit dem Auf und Ab
okonomischer, gesundheitlicher, sozialer Entwicklungen. Die zentralen Konflikte
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um Arbeit und Kapital sowie Markt und Staat werden mit statistischen Kennzah-
len und (6konometrischen) Funktionen kleingekocht. In digitaler Gesellschaft geht
es weniger um die Feststellung von Priferenzen, Werten, Interessen und Entschei-
dungen als um Korrelationen, Trends und SteuerungsgréfRen und deren Prognose,
Modellierung und Manipulierung.

Ein weiteres Beispiel liefert die digitale Reorganisation von Infrastrukturleis-
tungen, bspw. der Energie-, Mobilitits- oder Gesundheitsversorgung oder ganzer
»Smart Cities, fiir die ebenfalls die Versprechen von optimierter Rationalitit und
vernetzter, datenbasierter Steuerung herangezogen werden. Dabei werden algo-
rithmische Steuerungssysteme fiir immer mehr Entscheidungen verantwortlich,
indem sie aus Input-Daten »automatisiert« einen Output »berechnenc, der Versor-
gungsansprilche und -leistungen bestimmt. Die herangezogenen Daten inszenie-
ren eher, was sie zu reprisentieren vorgeben: Sie »ereignen sich nicht einfach als
unstrukturierte soziale Praktiken, sondern werden durch die strukturierten und
strukturierenden Felder produziert, in und durch die verschiedene Agenten mit
ihren jeweiligen Interessen, Kompetenzen, Interpretationen, Konzepten und Me-
thoden zugleich Wissen und Macht produzieren, so eine feldtheoretische Analyse
(Ruppert et al. 2017, Ubers. d. Verf.). Im Rahmen dieser Strukturen und der zu-
grunde liegenden Modelle dessen, was es zu beobachten gilt, sind die algorithmi-
schen Prozesse der Entscheidungsfindung selbst nicht sinnhaft an Deutungs- und
Handlungskontexten oder konkreten Subjekten orientiert, sondern verarbeiten di-
gitale Zeichen, die sie in interne Verweisungssysteme aus verschiedenen Schichten
einbetten (Nassehi 2019: 58, 105f.). Im Ergebnis werden Operationen, Entscheidun-
gen und Wahlmoglichkeiten, die vorher einzelnen Personen oder Organisationen
zugerechnet wurden, an Algorithmen delegiert, die »berechnen«, wie Daten zu in-
terpretieren und welche Mafinahmen als Folge ihrer Operationen zu ergreifen sind.
Trotz ihrer weitreichenden, nicht demokratisch abgesicherten oder rechenschafts-
pflichtigen Steuerungs- und Kontrollwirkung (Gillespie 2014; Kitchin 2014; Pasqua-
le 2017; Zuboff 2015) finden algorithmische Systeme flichendeckende Akzeptanz
bzw. stellen diese vordergriindig durch Formate der erzwungenen Einwilligung
her. Die weitreichenden Folgen algorithmischer Regime und Datenpolitik werden
aber verstirkt problematisiert (Kitchin, Fraser 2020; Mackenzie 2017; Ruppert et
al. 2017; Timcke 2020) und Moglichkeiten erwogen, aus Datenobjekten kritische
Offentlichkeiten zu machen.

Tatsichlich findet die Koproduktion gesellschaftlicher Wirklichkeit in digitaler
Gesellschaft nicht nur im Rahmen neuartiger Formen von Wissen und Reprisen-
tation statt, sondern auch in den Interaktionen von, mit und zwischen Algorith-
men, Sensoren, Robotern und Usern. Die avancierten digitalen Moglichkeiten tra-
gen dazu bei, Handlungsbefugnisse und Kontrollméglichkeiten, Handlungstrager-
schaft an der Mensch-Maschine-Schnittstelle und generell die Zuschreibung von
Handlungsfihigkeit permanent neu zu konfigurieren (Suchman 1998). Riskanter
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Weise geschieht dies nicht immer transparent und nachvollziehbar, sondern mit-
unter ungesteuert und unter Missachtung der organisationalen Anforderungen,
so dass fragmentierte Handlungsfihigkeiten und Subjektivititen entstehen (Ram-
mert 2016). Nutzerinnen und Nutzer sehen sich in digitaler Gesellschaft immer
Ofter mit Handlungskonstellationen konfrontiert, in denen maschinelles Handeln
und maschinelle Entscheidungen unvorhersehbar, oftmals sogar undurchschau-
bar und auch fiir professionelle Expert*innen nicht immer nachvollziehbar und
beherrschbar sind. Damit ist ein méglicher Kontrollverlust verbunden, der im in-
dividuellen Umgang mit Technik zwar gesellschaftlich keineswegs neu ist, sich aber
in Bezug auf die prinzipielle Kontrollierbarkeit doch deutlich von fritheren Tech-
nikanwendungen unterscheidet.

Das lasst sich sehr gut an den beiden Abstiirzen der voll besetzten Passa-
gierflugzeuge des Typs Boeing 737 Max 8 in den Jahren 2018 und 2019 verdeutli-
chen. Diese Tragddie war das Ergebnis einer katastrophalen Mensch-Maschine-
Konfiguration, in der die wechselseitige Relationalitit von Handlungsfihigkeit
nicht beriicksichtigt wurde. So konnte ein automatisiertes Korrektursystem (Ma-
neuvering Characteristics Augmentation System, MCAS) die Flugzeuge in einen
Sinkflug lenken, den die Piloten nicht mehr unter Kontrolle bringen konnten, weil
ein Sensor am Bug des Flugzeugs dem automatisierten Korrektursystem einen
falschen Neigungswinkel meldete, die Automatik das Héhenleitwerk verstellte und
die Flugzeugnase unwiderruflich nach unten driickte (Kropp und Wortmeier 2021:
98). Beim ersten Absturz bemerkten Flugkapitin und Co-Pilot die Gegensteuerung,
konnten das intelligente System aber nicht iiberwinden und auch im Handbuch
keine Problemlésung finden. Als Antwort auf die erste Katastrophe kiindigte der
Hersteller ein Software-Update an und informierte die Fluggesellschaften, dass
bis dahin durch die Betitigung mehrerer Trennschalter das MCAS-Trimmsystem
deaktiviert werden kann. Mit dieser Ubergangsldsung gaben sich die amerikani-
sche Flugsicherheitsbehorde und die betroffenen Fluggesellschaften zufrieden —
bis das zweite Flugzeug wenige Monate spater aufgrund der MCAS-Fehlfunktion
abstiirzte, obwohl die Piloten die Trennschalter betitigt und insgesamt 26-mal
verzweifelt den Sinkflug manuell korrigiert hatten. Die aufschlussreichen Unter-
suchungen offenbarten mehrere Probleme fragmentierter Kontrolle in hybriden
Systemen, die sowohl die technische Qualitit und Integration (Interoperabilitit
der Softwaresysteme) als auch die Auslegung der (teil-)autonomen Maschinen,
die Information und Schulung der steuernden Pilot*innen, Sicherheitsprinzipien
und die institutionelle Aufsicht betrafen (ebd.). Automatisierung und digitale
Vernetzung von Steuerungs- und Kontrollsystemen haben das Fliegen sicherer,
aber auch komplizierter gemacht und in eine neue Situation »verteilter Kontrolle«
(distributed control) gefithrt.

Diese grundsitzliche Implikation neukonfigurierter Mensch-Maschine-
Interaktionen in digitaler Gesellschaft, die operative Verschiebung und soziale
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Fragmentierung von Gestalt- und Kontrollierbarkeit hybrider Systeme, weckt
nicht nur alte Technikingste, sondern bedarf unseres Erachtens auch einer sys-
tematischeren Befassung, die derzeit noch nicht stattfindet. Vielmehr wird in
vielen Feldern der Mensch-Maschine-, Mensch-Robotik- oder Mensch-Computer-
Interaktion den in diesen Systemen agierenden Personen weniger Aufmerksambkeit
geschenkt als den komplexen und detaillierten Technikbeschreibungen. »Men-
schen« werden eher etwas pauschal als potenzielle Fehlerquellen betrachtet und in
ihren Handlungsmoglichkeiten beschrinkt, man kénnte auch sagen ausgeliefert.
Die Verschiebung der Handlungsgewichtung zwischen (teil-)autonomen Maschi-
nen und sozialen Akteur*innen ist zwar ein wichtiges Thema der Techniksoziologie
mit ihrem Fokus auf »verteilte Steuerung« und riskante »Governancex, iiber die
dahinter liegende Zurechnung von Handlungsfihigkeit, Handlungskontrolle und
Handlungsgewichten mit ihren vielfiltigen Implikationen nicht nur am Arbeits-
platz, sondern fir die Moglichkeiten der Verantwortungsitbernahme insgesamt
liegen bislang aber nur wenig systematische Einlassungen vor (Grote 2015).

Die gegenwirtigen Diskurse iiber Digitalisierung und Automation sind oft
durch ein dualistisches Denk- und Deutungsschema strukturiert, nach welchem
entweder »der« Mensch bzw. »die Gesellschaft« »die« Technik beherrscht oder um-
gekehrt »die« Technik »den« Menschen und die Gesellschaft. »Der Menschc, heifdt
es dann mahnend, miisse immer im Mittelpunkt stehen; »die Maschine« diirfe
»den Menschen« nicht ersetzen. Diese Konstruktion ist in zweifacher Hinsicht
irrefithrend. Zum einen unterschligt sie die komplexen Interaktionsbeziehungen
und geteilten Handlungstrigerschaften zwischen menschlichen und technischen
Agenten, zum anderen deutet sie Technik und Gesellschaft als einander dufierliche
und in sich jeweils homogene Einheiten. Die digitalen Transformationen, die sich
gegenwirtig in allen gesellschaftlichen Teilsystemen und Sektoren vollziehen,
konnen dann nur als duflere Einwirkung der Technik auf die Gesellschaft oder
umgekehrt als technische Umsetzung gesellschaftlicher Handlungsauftrige ver-
standen werden; gesellschaftliche Widerspriiche, Konflikte und Dynamiken und
ihre Einschreibung in und Uberformung durch soziotechnische Arrangements
geraten aus dem Blick. Statt die Beziehung zwischen Digitalisierung und Gesell-
schaft daher als dichotomisch strukturiertes Kausalverhiltnis zu verstehen, folgen
wir Jeanette Hofmann (Hofmann 2019) darin, dieses als komplexe Konstellation
und Erméglichungsverhiltnis zu verstehen. Digitalisierung, Datafizierung, Auto-
matisierung und der Siegeszug des Internets einerseits und die Reorganisation
des Kapitalismus im Anschluss an die Finanz- und Wirtschaftskrise 2007/2008
andererseits stehen in diesem Sinne in einem wechselseitigen Erméglichungs-
verhiltnis zueinander (Nachtwey und Staab 2020; Staab 2020). Mit dem Platzen
der Kreditblase 2007 platzte auch das System der »gekauften Zeit« (Streeck
2013), das mit Inflation, Staatsverschuldung und der exzessiven Expansion von
Privatschulden die Spannung zwischen Kapitalmacht und demokratischen Teilha-
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beanspriichen in Schach gehalten hatte (Crouch 2009; Streeck 2013; Staab 2020).
Im digitalen Kapitalismus des 21. Jahrhunderts formiert sich im Anschluss an
die Krise und auf Basis von Informations- und Kommunikationstechnologien,
digitaler Vernetzung und der (6konometrischen) Generierung und Verarbeitung
grofler Datenmengen ein neues Produktions- und Wertschopfungsregime, dessen
Kernmodell die kommerzielle digitale Plattform bildet (Nachtwey und Staab 2016;
Srnicek 2017; Staab 2020).

Die Leitkonzerne des kommerziellen Internets, Google, Amazon, Facebook
und Apple (GAFA), und ihre Machtstellung sind das Produkt dieser techno-
dkonomischen Reorganisation. Digitale Plattformen sind im weitesten Sinne
digitale oder cyber-physische Arrangements, deren Algorithmen 6konomische
oder soziale Aktivititen ermoglichen, vermitteln, kuratieren, strukturieren und
begrenzen, indem sie verschiedene Akteur*innen oder Gruppen, wie Produ-
zent*innen und Anbieter*innen, Nutzer*innen und weitere Parteien wie Werbe-
agenturen zusammenbringen (Kenney und Zysman 2016; Langley und Leyshon
2017). Plattformen wie die von GAFA, aber auch Uber, Airbnb, Twitter, Netflix,
Spotify, YouTube oder diverse Partnerborsen bestimmen heute nahezu alle Aspek-
te des sozialen Lebens. Ob es sich um Werbeplattformen, industrielle Plattformen,
Dienstleistungs- oder Metaplattformen wie die globalen Digitalkonzerne handelt
— der existenzielle Rohstoff, den sie extrahieren, prozessieren, strukturieren,
kuratieren und in der ein oder anderen Form zu Geld machen, sind Daten. Das
Wertschopfungsmodell kommerzieller digitaler Plattformen basiert nicht mehr
primir auf der Produktion zu verkaufender Giiter, sondern sie operieren im
Rahmen der Datenextraktion und -verarbeitung im Wesentlichen als assets — oder
hiufig auch spekulative, antizipierte assets (Birch und Muniesa 2020), d.h. als
Strukturen zur Extraktion 6konomischer Renten (Birch 2020; Staab 2020, 220); sie
erzielen Profite durch Gebiihren fiir das Verleihen, Vermitteln, Zuginglichmachen
oder auch von Produkten anderer oder deren Sekundirverwertung z.B. durch
Werbung. Dabei schépfen sie zugleich Wert aus der Generierung, Strukturierung,
Kuratierung, Analyse und Weitergabe von Nutzerdaten. Ein weiteres gemeinsame
Kennzeichen digitaler Plattformen ist ihr Streben nach Monopolstellung: Die
Attraktivitat einer Plattform fiir ihre Nutzer*innen und damit ihre Kapazitit zur
Extraktion von Daten ist umso hoéher, je mehr Nutzer*innen die Plattform an
sich binden kann, je mehr Dienste oder Produkte sie ihnen anbieten kann und
je weniger die Nutzer®innen darauf angewiesen sind, das Plattformuniversum
zu verlassen. Expansion, soziale Schliefung und eine enorme Konzentration
wirtschaftlicher und auch politischer Macht ist die Folge (Langley und Leyshon
2017; Kreiss und McGregor 2018; Moore und Tambini 2018). Ohne die techno-
okonomische Dynamik des digitalen Plattformkapitalismus (Srnicek 2017) und
die damit verbundenen Macht- und Abhingigkeitsverhiltnisse lassen sich die
Potentiale, Risiken und Herausforderungen digitaler und cyber-physischer Tech-
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nologien nicht angemessen einordnen und bewerten. Sie bilden sowohl Treiber
als auch Ermoglichungsbedingung der digitalen Transformationen verschiedener
gesellschaftlicher Teilsysteme.

Risiken sozio-digitaler Arrangements

In den letzten zehn Jahren hat eine Vielzahl von Studien die technologie-inhiren-
ten Risiken und nicht-intendierten Folgen der Nutzung automatisierter und KI-
basierter Systeme herausgestellt. Neben der Technikethik (Misselhorn 2018) und
Sozioinformatik (Zweig 2019) haben sich die Wissenschafts- und Technikforschung
(Burrell 2016; Fuller 2008; Kitchin und McArdle 2016; Seyfert und Roberge 2017) und
hier insbesondere die Critical Software Studies (Gillespie 2014; Pasquale 2015; Seaver
2017) mit der Entwicklungslogik datengetriebener, algorithmischer Prozesse und
ihren sozio-digitalen Folgen und Risiken fiir verantwortliches Handeln, Entschei-
den und Regieren auseinandergesetzt. Diese Untersuchungen machen deutlich,
dass die nicht gewiinschten sozialen, ethischen und rechtlichen Folgeprobleme nur
begrenzt durch entsprechendes Produktdesign (Ethics by Design), individuelle Ver-
antwortungsitbernahme oder politische Regulierung vermieden werden kénnen.
Accountability und vertrauenswiirdige Systeme entstehen vielmehr auf dariiber lie-
genden Ebenen integrativ gedachter Verantwortungsnetzwerke (Saurwein 2019),
die an mehreren Stellen in die viel beklagte, organisierte Unverantwortlichkeit ein-
greifen.

Die sozialwissenschaftliche Auseinandersetzung mit Risiken soziotechnischer
Systeme begann bereits in den 1980er Jahren, ausgelost von einer Reihe von
unerwiinschten und katastrophalen Technikfolgen (Stichworte: Asbest, Dioxin,
Nuklear- und Chemieunfille), die den steuerungsoptimistischen Fortschritts-
und Wachstumsglauben der Industriemoderne erschiittert haben. Als »normale
Katastrophen« (Perrow 1987) haben sie zur Diagnose der Risikogesellschaft und
technisch induzierter, nicht-intendierten Nebenfolgen in einer »Reflexiven Mo-
derne« (Beck 2007; Beck et al. 2004) mit Legitimationsproblemen gefithrt. Die
gesteigerte Sensibilitit gegeniiber den Ambivalenzen und Risiken wissenschaft-
lich-technologischer Entwicklungen lief} seither das Vertrauen in die Fihigkeit
der politischen Institutionen sinken, die Technologieentwicklung verantwortlich
zu steuern. Das liegt auch an der Problematik radikaler Unsicherheit (radical
uncertainty), d.h. dem unsicheren und umstrittenen Charakter wissenschaftlich-
technischen Wissens und den daraus ableitbaren Prognosen in Bezug auf Problem-
beschreibungen und Lésungsansitze (Braun und Kropp 2010). Diese Problematik
verschirft sich mit der Ubiquitit und Komplexitit digitaler Steuerung, automa-
tisierter Entscheidungsfindung und kiinstlicher Intelligenz. Auch diesbeziiglich
werden die fehlenden Moglichkeiten problematisiert, einen Adressaten oder eine
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Adressatin fiir die Verantwortungszuschreibung zu finden, sei es durch Risiko-
und Technikfolgenabschitzung, Verfahren der partizipativen Technikeinbettung
oder der Responsabilisierung von Nutzer*innen.

Wir konturieren im Folgenden die Risiken und Folgeprobleme in digitaler Ge-
sellschaft in Bezug auf drei Merkmale, nimlich die Undurchschaubarkeit und feh-
lende Nachvollziehbarkeit (opacity), die sozialen Gerechtigkeits- und Fairnesspro-
bleme sowie die Riickwirkungs- und Reaktivititsproblematik.

Die fehlende Transparenz und Nachvollziehbarkeit bzw. die zunehmende Un-
durchschaubarkeit digitaler Prozesse gilt als ein wesentliches Risiko in digitaler
Gesellschaft, weil unter ihren Bedingungen Verantwortung, Haftung und auch
Zurechnung nicht-intendierter Folgen und Schiden zum Problem werden. Diese
Verantwortungsdiffusion ist ein Kernmerkmal datengetriebener, vernetzter, auto-
matisierter Systeme. Der Durchbruch heutiger KI verdankt sich dem Zuwachs an
Rechner- und Datenverarbeitungskapazititen und den grofien Mengen verfiigba-
rer Informationen, um aus ihnen stochastisch zu lernen - also nicht regel- oder
wertorientiert, sondern wahrscheinlichkeitsbezogen. KIl-Anwendungen nutzen
Datenanalysen und Simulationen fiir die teilweise automatisierten Systeme bzw.
»Agenten< in Computern oder Robotern auf der Basis von iterativen Rechenregeln,
den schon besprochenen Algorithmen. Sie erfassen auf der Eingabeseite von Ka-
merasensoren, GPS-Empfingern, RFID-Chips o.a. Geriten Informationen, die sie
in mehreren verdeckten »Schichten« (hidden layers) in Hochstgeschwindigkeit nach
wahrscheinlichkeitsbasierten Verarbeitungsregeln sortieren, substituieren, ge-
wichten und als Input fiir weitere Operationen verwenden, bis sie in eine Ausgabe
(Aktorik, Berechnungen, Heatmaps, Diagnosen, Vorschlige etc.) miinden.

Das Transparenzproblem resultiert aus dieser Arbeitsweise selbst: Die Erzeu-
gung eines Algorithmus entfaltet sich vielschrittig, kontextuell und kollaborativ,
meist in Trial-and-Error- und Copy-and-Paste-Verfahren aus vorhandenen Pro-
grammbibliotheken (Seyfert und Roberge 2017), zudem »fragmental« (Rammert
2016), also ohne hierarchische oder zentrale Kontrolle und vollstindige Trans-
parenz iber die zugrunde gelegten Codes, Modelle und Integrationsschritte.
Gemeinsam mit proprietiren Softwaresystemen fithren die inhirente Komplexitit
und das nicht-itberwachte maschinelle Lernen dazu, dass weder die genutzten
Algorithmen vollstindig nachvollziehbar sind noch ihre datengetriebene Ar-
beitsweise oder die Qualitit der Eingabedaten. Transparenz und Erklirbarkeit
der Input-Output-Kausalititen sind daher selbst fiir Softwareentwickler*innen
begrenzt (Burrell 2016; Mittelstadt et al. 2016). Aus diesen Griinden bestehen er-
hebliche Barrieren, um Kontrolle und Verantwortung operativ und im rechtlichen
Sinne zu ibernehmen (Hoffmann-Riem 2017). Die Undurchschaubarkeit (opacity)
und Dezentralitit der teils global genutzten Algorithmen werden als wesentliches
Problem fiir eine verantwortliche Steuerung und kontrollierte Beherrschung von
KI betrachtet. Die in vielen Richtlinien hinterlegten Forderungen nach Erklir-
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barkeit (explainable Al) oder Uberpriifung, Validierung und Interpretation der
Ergebnisse betrachten befragte Softwareentwicklerinnen und Maschinenbau-
er*innen als kaum einldsbar, hinzu kommt die mit dieser Forderung unterschitzte
Rolle unterschiedlicher Anwendungskontexte.

Auch die Gerechtigkeits-, Fairness- und Reaktivititsprobleme ergeben sich aus der
datenbasierten Kategorienbildung und Musterkennung automatisierter soziodigi-
taler Arrangements. Diese gehen mit den derzeit vieldiskutierten Diskriminierun-
gen einher, die, mitunter auch nicht-intendiert, auf bestehende Verzerrungen in
der Datenbasis zuriickgehen (Crawford und Calo 2016): Die Eingabeseite erfasst
die soziale Wirklichkeit notwendiger Weise mit all den bewusst oder unbewusst
digitalisierten Informationen, Einteilungen und Unterschieden. Sind bestimmte
Nutzerpriferenzen genderspezifisch konnotiert, korrelieren Wohngegenden mit
unterschiedlicher Kaufkraft oder bestimmt der motorisierte Individualverkehr die
Transportstrukturen, bilden sich diese Ungleichgewichte in den mit maschineller
Intelligenz errechneten Diagnose- und Vorschlagsystemen oder der entsprechen-
den Steuerung von Informations-, Leistungs- und Giiterstromen ab. Viele Unter-
suchungen zeigen, dass die statistische Optimierung mit dem Anspruch der rech-
nerischen (Re-)Konstruktion von Objektivitit soziale Ungleichheit und ungleiche
Verteilungsstrukturen reproduziert und normalisiert (Beer 2017; Crawford und Ca-
lo 2016; Mittelstadt et al. 2016). Diese Reproduktions- und Normalisierungsprozes-
se konnen sich zuweilen unwillentlich bis in Versuche des debiasing hineinziehen,
wie Studien gezeigt haben (Mackenzie 2016; Mager 2018). Die problematischen
Folgen werden vor allem fiir Anwendungsfelder beschrieben, in denen eine enge
Mensch-Maschinen-Interaktion vorliegt, so dass die letztendliche Entscheidungen
nicht der Maschine, sondern den menschlichen Entscheidungstriger*innen zuge-
schrieben werden oder auf sie riickwirken, etwa bei der drztlichen Diagnose oder
der Steuerung automatisierter Maschinen (Ananny 2016; Martin 2019). In der Folge
stehen die Zustindigen vor der paradoxen Aufgabe, im Umgang mit als »intelli-
gent« und »autonom« beschriebenen Technologien die Beherrschung der Systeme
garantieren und moglicherweise unfaire oder unzutreffende Diagnosen (der Kre-
ditvergabe, der medizinischen Einordnung usf.) entsprechend korrigieren zu miis-
sen, und zwar trotz der Probleme der analytischen Intransparenz oder »misguided
evidence« (Brodner 2019; Mittelstadt et al. 2016). So wird eine permanente Kontrolle
der autonomen Systeme notwendig, fiir die oft weder die notwendigen Kompe-
tenzen bestehen noch Erfahrungen im Routinebetrieb gewonnen werden kénnen
(Hirsch-Kreinsen und Karacic 2019).

Schliefilich werden Herausforderungen nicht-gewollter Riickwirkungen (Reak-
tivitit und Pfadabhingigkeiten) thematisiert, deren soziale und 6kologische Risiken
vor allem aus einer lingerfristigen Perspektive angesprochen werden. Unter
Reaktivitit verstehen wir hier, dass soziodigitale Arrangements im jeweiligen
Handlungsfeld nicht folgenlos bleiben, sondern sich das Handlungsfeld durch
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die Nutzung der digitalen Moglichkeiten reaktiv verindert. Tatsichlich hat jede
Technik Rickwirkungen auf den Ausgangszustand, weil sie mit einem gewissen
Druck, manchmal auch Zwang zur Anpassung an Funktionsnotwendigkeiten ein-
hergeht. Das Besondere digitaler, automatisierter Systeme liegt aber darin, dass
dieser Druck fiir die meisten Nutzer*innen unsichtbar bleibt und menschliche
Entscheidungen vergleichsweise umfassend nach maschinellen Sortierregeln,
Gewichtungen und Voraussetzungen gesteuert werden, die zudem u.U. vorher-
gehenden Wertesystemen widersprechen (Misselhorn 2018; Rosenblat und Stark
2016) und nicht-nachhaltige Pfade gesellschaftlicher Entwicklung vertiefen kénnen
(Jones 2018; Lange et al. 2020).

Schon heute greift die algorithmische Nutzerlenkung erheblich in individuelle
Entscheidungen ein und verandert bspw. itber Routen- und Transportmittelwahl,
Informationsvorschlige, personalisierte Werbung, Gesundheits-Apps und die Nut-
zung von wearables das Entscheidungsverhalten, die Selbstwahrnehmung und auch
Schlaf-, Erndhrungs- und Konsumpriferenzen bis hin zur politischen Meinungs-
bildung. Analog dazu stehen Smart-Grid- und Smart-City-Anwendungen im Ver-
dacht, sozial ungleiche und nicht-nachhaltige Infrastruktursysteme zu reprodu-
zieren, weil sie ihre Nachfrageprognosen auf Basis bisheriger Nachfragemuster er-
rechnen, heavy user privilegieren und organisierte Reaktionsformen auslésen, wie
sie bspw. aus der Webseitenoptimierung bekannt sind (Gillespie 2014; Kropp et
al. 2021). Selbstlernende Technologien erweisen sich als tendenziell »konservativ«
und pfadabhingig, weil die (iiberkommenen) Ausgangsdaten neuere Berechnun-
gen langfristig mitbeeinflussen. Schlieflich bestehen die skizzierten Akkumulati-
onsvorteile im Zusammenhang mit Plattform-Okonomien, in deren Rahmen durch
den ungleichen und einseitigen Zugrift auf Nutzerdaten riskante Oligopolbildun-
gen zu befiirchten sind (Staab 2019; Braun et al. 2021).

Die Reaktivitit automatisierter Entscheidungssysteme und soziodigitaler
Neukonfigurationen gefihrdet die menschliche Autonomie und politische Gestal-
tungskraft. Zugespitzt lisst sich sogar sagen, dass die dem Digitalen zugespro-
chene Faktizitit und Uberlegenheit Gefahr liuft, politische Debatten, Reflexions-
und Verstindigungsprozesse zu ersticken, noch bevor die relevanten Fragen und
Positionen artikuliert sind. Zudem drohen asymmetrische Datennutzungen und
undurchschaubar lernende Systeme zur Verstirkung wirtschaftlicher und sozialer
Ungleichgewichte und zur Vertiefung nicht-nachhaltiger Entwicklungspfade bei-
zutragen und in riskanter Weise die Abhingigkeit von digitalen Leistungen und
dem Verbrauch endlicher Ressourcen zu vergrofiern. Zurecht kritisiert Brevini
(2020), dass die Moglichkeiten kiinstlicher Intelligenz sorglos als Losungsver-
sprechen fir nahezu jedes Problem dargestellt werden, die damit verbundenen
okologischen Kosten, Energie- und Ressourcenverbrauch, Emissionen und Abfall,
aber systematisch ausgeblendet werden. Schon heute verbrauchen Rechenzentren
mehr Energie als manche Linder und die Hilfte der international fir Mobilitit ge-
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nutzten Energie (Jones 2018: 163). Diese nicht-gewollten Riickwirkungen, die unter
Umstinden irreversiblen Pfadvertiefungen und die gedankenlose Herstellung
neuer Abhingigkeiten verschirfen die Nachhaltigkeitsproblematik und erschwe-
ren die Korrektur der zukunftsgefihrdenden Fehlentwicklungen weiter. Wie kann
demgegeniiber eine demokratische Technikgestaltung in digitaler Gesellschaft
aussehen?

Demokratische Technikgestaltung in der digitalen Gesellschaft:
die Beitrage des Bandes

Die folgenden Kapitel untersuchen angesichts der skizzierten Risiken und Dyna-
miken die Neukonfiguration demokratischer und kooperativer Technikgestaltung
in digitaler Gesellschaft und unter Beriicksichtigung soziodigitaler Neulinge im
Feld: Nicht nur Biirger und Biirgerinnen, zivilgesellschaftliche Akteur*innen, zu-
kiinftige oder gegenwirtige Nutzer und Nutzerinnen sind als noch immer relative
neue Akteur*innen ins Feld der Technologiegestaltung eingetreten und bestimmen
das Geschehen mit, sondern auch Roboter, Algorithmen, Simulationen, digitale
Plattformen und Chatbots mischen sich offensichtlich in der reprisentativen Are-
na ein. Sie treten mit alten und relativ neuen Akteur*innen in Interaktion, bringen
neue Anspriiche und Affordanzen ein, kooperieren in vielfach verschrinkten Kon-
stellationen und stellen die demokratische Gestaltung der neuartigen soziodigita-
len Arrangements vor neue Herausforderungen. Die Chancen einer sinnvollen, ge-
rechteren und nachhaltigkeitsorientierteren Neukonfiguration und das Verstind-
nis der Bedingungen ihrer Realisierung stehen im Zentrum der folgenden Beitrige.
Sie zeigen, dass sich das Verstindnis von und die Beziehungen zwischen Expertise,
soziotechnischen Arrangements, Gestaltungs- und Beteiligungsanspriichen durch
diese neuen Konstellationen verandert. Dabei spielen nicht nur digitale Moglich-
keiten und menschliche, nicht-menschliche und soziodigitale Akteur*innen eine
Rolle, sondern auch wirkméchtige Visionen und Imaginationen, Macht- und Krif-
teverhiltnisse sowie Spannungen und Wechselbeziehungen zwischen diesen.

Kooperative Technikgestaltung mit Biirgerinnen und Nutzerinnen

Im ersten Teil des Buches stehen Nutzer®innen, Roboter und andere Neulin-
ge in der kooperativen Technikgestaltung im Mittelpunkt. Die Beteiligung von
Biirger*innen oder Nutzer®innen an der Gestaltung soziodigitaler Umwelten
und die diesbeziigliche Wissensproduktion wird meist als Interaktionsbeziehung
zwischen akademischen und nicht-akademischen Akteur*innen, Forschenden
und Nutzer*innen, Forschenden und Zivilgesellschaft oder auch als Dreierbe-
ziehung zwischen Forschenden, Biirger*innen/Nutzer*innen und Politik gefasst.
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Wie verandern sich Formen und Praktiken von Biirger- und Nutzerbeteiligung,
wenn Algorithmen, Roboter, Computer und selbstlernende Systeme in diese In-
teraktionsbeziehungen eintreten und als Beteiligte ernstgenommen werden? Was
bedeutet eine solche Einbeziehung fiir die Gestaltung kooperativer Wissenspro-
duktion? Wie rekonfigurieren sich die Beziehungen zwischen Wissensproduktion,
Technologieentwicklung und Beteiligung? Welche Moglichkeiten eréffnen sich
fiir eine sinnvollere und nachhaltigkeitsorientiertere, gerechtere Gestaltung so-
ziotechnischer Arrangements? Welche neuen Anforderungen an Wissen, Lernen,
Verstindnis, Kooperation ergeben sich daraus? Unter welchen Bedingungen
konnen die Potentiale dieser neuen Interaktionsbeziehungen am besten genutzt
werden? Auf diese Fragen suchen die folgenden Beitrige eine Antwort.

Harald Rohracher und Fredrik Envall untersuchen eine Reihe von experimentel-
len Modellen einer zukiinftigen nachhaltigen Stromnutzung mit Hilfe intelligen-
ter Stromnetze (Smart Grids) in Schweden und gehen der Frage nach, was ei-
gentlich in diesen Experimenten geschieht. Potentiell, so Rohracher und Envall,
bietet die Digitalisierung des Stromsystems sowohl neue technische Moglichkei-
ten der Nutzung erneuerbarer Energietriger als auch die Moglichkeit einer Neu-
Konfiguration von sozialen Praktiken und Nutzer-Erzeuger-Beziehungen und da-
mit eine Neuordnung von Macht-Wissenskonstellationen im Energiesystem. Die
empirische Analyse zeigt jedoch, dass solche innovationspolitischen Experimente
nicht automatisch zu einer Demokratisierung des soziotechnischen Wandels bei-
tragen, sondern die Realisierung ihres Demokratisierungspotentials von der Aus-
gestaltung der Macht-Wissensverhiltnisse in diesen Experimenten abhingt. Das
Design dieser Experimente, so Rohracher und Envall, muss selbst zum politischen
Terrain werden, sollen sie ihr Potential fiir eine demokratischere, gerechtere so-
ziotechnische Transformation entwickeln.

Mit Alltagsalgorithmen und der Frage der Erklirbarkeit, genauer: der Gestal-
tung von Erklirbarkeiten, setzt sich Annelie Pentenrieder auseinander. Damit tritt sie
der breit kolportierten Auffassung entgegen, dass KI-Systeme prinzipiell nicht zu
6fftnende Blackboxes seien und zu komplex, um von Nutzer*innen verstanden zu
werden. Am Beispiel von Wegfindungsalgorithmen zeigt sie, wie das Erfahrungs-
wissen informierter Nutzer*innen wie Taxi-, Kurier- und Fernfahrer*innen zum
Ausgangspunkt genommen werden kann, um den Mythos der prinzipiellen Opazi-
tit von Algorithmen aufzulésen und Denkanstofie fiir eine demokratischere Soft-
waregestaltung zu liefern.

Auch Birgit Mack, Karolin Tampe-Mai, Gabriel Wilkes, Martin Kagerbauer und Eugen
Diesch stellen die Nutzer*innen ins Zentrum. Sie untersuchen, wie die Interakti-
on zwischen menschlichen Nutzer*innen und digitalen Technologien wie Smart-
phones, Online-Bezahlsysteme, Algorithmen und Applikationsplattformen in On-
Demand Ridepooling Shuttlesystemen so eingesetzt und gestaltet werden konnen,
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dass sie den motorisierten Individualverkehr vermindern und zu einer intelligen-
ten, effektiven und nachhaltigen Verkehrswende beitragen kénnen.

Um die Interaktion zwischen menschlichen Nutzer*innen, Forschenden und
Robotern und die Frage ihrer Gestaltung geht es im Beitrag von Astrid Weiss und
Katta Spiel. Anhand zweier Projekte zur nutzungszentrierten Mensch-Roboter-
Interaktionsforschung zeigen sie, warum eine gestaltungsoffene, demokratische
Beteiligung von Nutzer®innen am Entwicklungsprozess sinnvoll ist und wie
Forschende, Nutzer*innen und Roboter miteinander lernen kénnen, um die
nutzungsorientierte Gestaltung von sozialen Servicerobotern zu bereichern.

Soziotechnische Imaginationen und Krafteverhaltnisse

Im zweiten Teil des Buches nehmen wir soziotechnische Imaginationen und
Krifteverhiltnisse in den Blick. Digitalisierung und Automatisierung sind hiu-
fig mit groflen Visionen und Versprechen befrachtet: Sie sollen Antworten auf
gesellschaftliche Fragen und Herausforderungen bieten und z.B. fiir saubere
Energieversorgung, effektivere und zugleich nachhaltigkeitsorientiere Mobili-
titssysteme oder Bauweisen sorgen oder dariiber hinaus fiir mehr Sicherheit,
Transparenz, Empowerment, Kreativitit und Inklusion. Dabei spielen Visionen
und Imaginationen wiinschbarer Zukinfte eine wichtige Rolle. Sie definieren
den Bereich des Denkbaren und Erstrebenswerten, bringen Problem-, Ziel- und
Losungsdeutungen zusammen mit Handlungsvorschligen in eine kohirente,
kommunizierbare Form und beeinflussen die Realisierungs- und Materialisie-
rungschancen neuer soziotechnischer Arrangements. Aber welche Visionen und
Imaginationen setzen sich durch und welche nicht? Was ist problematisierbar,
was nicht? Wieso wird hiufig der Mensch als Fehlerquelle und die Technologie als
Losung imaginiert? Welche Rolle spielen Macht- und Krifteverhiltnisse sowohl
fiur die Entwicklung als auch fiir die Materialisierung soziotechnischer Imagi-
nationen? Wie kénnen wir alternative soziotechnische Imaginationen fir eine
lebbarere Welt entwickeln? Diesen Fragen widmen sich die folgenden Kapitel.

In der Bauindustrie, so zeigen Kathrin Braun und Cordula Kropp, stofien der-
zeit verschiedene, teils gegenliufige imaginaries witnschbarer Zukiinfte aufeinan-
der und konkurrieren um Legitimation, Durchsetzung und Anwendung. Ob sich
dabei die Vision einer nachhaltigen, umweltschonenden digitalen Bauweise oder
diejenige eines technologisch befeuerten Wachstums- und Produktivititsschubs
durchsetzen wird, oder die Vision einer singularisierten, bedarfsgerechten compu-
terbasierten Planungs- und Baukultur oder eine auf Integration basierende Vision
der computergestiitzten Steuerung und Kontrolle oder eine Kombination dieser
Visionen, ist keine Frage technologischer Funktionalitit sondern eine Frage von
Krifteverhiltnissen und politischen und gesellschaftlichen Priorititensetzungen.
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Ziel dieses Beitrages ist es, eine gesellschaftliche Debatte iiber die Wiinschbarkeit
dieser moglichen Bauzukiinfte anzustof3en.

Auch Alexander Wentland und Nina Klimburg-Witjes untersuchen am Beispiel von
Cyber-Security-Diskursen, wie sich technische Rationalititen mit sozialen Krifte-
und Interessenverhiltnissen verbinden und wie spezifische Diskurse und Narrative
aus dieser Verbindung hervorgehen, aber auch auf diese zuriickwirken. Sie zeigen
wie Hacker*innen und Sicherheitsexpert*innen diskursiv die Figur der defizitiren
Benutzer*in konstruieren, damit den Menschen als das schwichste Glied in der
Sicherheitsarchitektur darstellen und die Verantwortung fiir die IT-Sicherheit von
Unternehmen auf die Beschiftigten verlagern.

Visionen, Narrative oder Imaginationen soziotechnischer Zukiinfte spielen
selbst eine entscheidende Rolle dafiir, welche Méglichkeiten zu welchen Realititen
werden, welche Entwicklungspfade eingeschlagen und weiterverfolgt werden und
welche nicht. In ihrem Beitrag zu Smart Grids und Smart Homes untersuchen
Friederike Rohde und Leslie Quitzow, welche soziotechnischen Visionen intelligenter
Energieversorgung in den Anwendungsfeldern Smart Grid und Smart Home
derzeit in Deutschland kursieren. Rohde und Quitzow kommen zu dem Ergeb-
nis, dass diese Visionen stark von Akteur*innen aus Industrie, Wirtschaft und
Forschung sowie technik- und konsumbegeisterten politischen Akteur*innen und
Nutzer*innen geprigt werden.

Jutta Weber fragt in ihrem Beitrag, was den Heilsversprechen des kapitalistisch-
autoritiren Technosolutionism und der digitalen Transformation entgegenzusetzen
wire. Wie lassen sich komplexe Mensch-Maschine Assemblages fiir eine lebbarere
Welt entwickeln, die nicht von der soziotechnischen Logik der Korrelation domi-
niert sind? Weber pliadiert in ihrem Beitrag fiir kreative, demokratische Praktiken
des Human-Machine Learning, geleitet von den Prinzipien technologischer Sou-
veranitit, Gemeinwohlorientierung und der Digital Commons.

Soziodigitale Neukonfiguration von Politik und Offentlichkeit

Der dritte Teil des Bandes widmet sich der Untersuchung soziodigitaler Kommu-
nikationsrdume und der Neukonfiguration von Politik und Offentlichkeit. Digi-
tale Technologien und Kommunikationsriume haben die Strukturen demokrati-
scher Offentlichkeit und Politik tiefgreifend verindert. Sie haben auch Folgen fiir
die Moglichkeiten demokratischer Wissenschafts- und Technikgestaltung. Inzwi-
schen werden digitale Technologien auch selbst zum Gegenstand von politischen
Gestaltungs- und Steuerungsanspriichen, die wiederum neue Konflikte um die
Verteilung von Steuerungs- und Gestaltungsmacht, den Zugang zu und die Pro-
duktion von Wissen, um Kontrolle und Herstellung von Sichtbarkeit und Aufmerk-
samkeit in soziodigitalen Kommunikationsriumen auslésen. Wie ist die Bezie-
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hung zwischen soziotechnischen Arrangements, Wissensproduktion und der Um-
strukturierung von Offentlichkeit und Politik konzeptionell zu fassen?

Robert Seyfert befasst sich mit dem Problem der (Nicht-)Nachvollziehbarkeit und
Opazitit von Algorithmen und der Frage, wie diesen mit politischen Regulierun-
gen begegnet werden kann. An zwei Beispielen, der Datenschutzgrundverordnung
und der Regulierung von Finanzmarktalgorithmen, zeigt Seyfert, dass regulato-
rische Prozesse selbst ko-produktive soziale Praktiken sind; sie wirken nicht nur
verhindernd oder verindernd auf scheinbar gegebene Algorithmen ein, sondern
bestimmen mit, was tiberhaupt ein Algorithmus ist und was er tun soll.

Der Beitrag von Jan-Felix Schrape untersucht die Rekonfiguration der offentli-
chen Kommunikation zwischen euphorischen und dystopischen Erwartungen von
partizipativer many-to-many Massenkommunikation einerseits und vermachteter
Kommerzialisierung und Verflachung andererseits. Schrape kommt zu dem Ergeb-
nis, dass die Digitalisierung der 6ffentlichen Kommunikation die Méglichkeitsrau-
me fiir personliche Interaktionen und den 6ffentlichen Austausch ausgeweitet hat,
aber auch neue Selektions- und Synthetisierungsprozesse hervorgebracht hat. In-
wieweit diese in Zukunft algorithmisiert und automatisiert werden und durch die
Logik digitaler Plattformen mitbestimmt werden, ist, so Schrape, noch eine offene
Frage.

Die Digitalisierung ist hiufig Gegenstand der experimentellen Wissensproduk-
tion in Reallaboren. Diese werden eingesetzt, um Innovations- und Transformati-
onsoptionen zu erkunden, Herausforderungen zu behandeln und Lésungsstrategi-
en zu erproben. Reallabore, so zeigen Stefan Bischen, Julia Backhaus, Ana de la Varga,
Stefan John und Gabriele Gramelsberger, werfen jedoch als Strukturen einer »simula-
tiven Demokratie« ihre eigenen demokratiepolitischen Herausforderungen auf. In
ihrem Beitrag untersuchen die Autorinnen und Autoren, worin genau diese Her-
ausforderungen bestehen und wie sie durch eine gleichgewichtige Beachtung der
Dimensionen des politischen Kénnens, Wollens und Sollens gestaltet werden kén-
nen.

Sergio Bellucci beleuchtet die Frage demokratischer Wissenschafts- und Tech-
nikgestaltung aus einer Praxisperspektive. Er rekapituliert die Erfahrungen der
TA Swiss mit der partizipativen Technikfolgenabschitzung und zeigt, wie diese
als Instrument zur Stirkung der demokratischen Legitimitit technologiepoliti-
scher Entscheide eingesetzt werden kann. Der partizipative Dialog und das dar-
auf gegriindete Vertrauen der Biirgerinnen und Biirger, argumentiert Bellucci u.a.
am Beispiel von digitalen Patientendossiers, bilden eine unverzichtbare Grundlage
zum gemeinsamen demokratischen Abwigen moglicher technologischer Zukiinf-
te.

Die Beitrige dieses Bandes zeigen, dass es »die« soziodigitale Zukunft nicht
gibt, sondern dass verschiedene Zukiinfte um Realisierung konkurrieren und
sich heute pfadbildende Entwicklungen vollziehen, die den Umgang mit digitalen
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Einleitung

Moglichkeitsraumen langfristig prigen werden. Die Frage, welche Pfade und wel-
che alternativen Optionen mehr, welche weniger oder welche gar nicht wiinschbar
sind, ist dringend und verlangt nach einem demokratischen gesellschaftlichen
Diskussions- und Gestaltungsprozess.
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