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Abstract: Classification is the process of assigning objects to pre-defined classes based on observations or
characteristics of those objects, and there are many approaches to performing this task. The overall objective
of this study is to demonstrate the use of two learning techniques to analyze the results of a manual classifica-
tion system. Our sample consisted of 1,026 documents, from the ACM Computing Classification System, clas-
sified by their authors as belonging to one of the groups of the classification system: “H.3 Information Stor-
age and Retrieval” A singular value decomposition of the documents’ weighted term-frequency matrix was
used to represent each document in a 50-dimensional vector space. The analysis of the representation using
both supervised (decision tree) and unsupervised (clustering) techniques suggests that two pairs of the ACM
classes are closely related to each other in the vector space. Class 1 (Content Analysis and Indexing) is closely
related to Class 3 (Information Search and Retrieval), and Class 4 (Systems and Software) is closely related to Class 5 (Online Information
Services). Further analysis was performed to test the diffusion of the words in the two classes using both cosine and Euclidean distance.
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1.0 Introduction

Classification is the process of assigning objects to prede-
fined classes based on observations or characteristics of
those objects, and there are many approaches to perform-
ing this task. Gordon (1999) makes an important point
about ways to classify objects. He mentions that a set of
objects could be classified in different ways depending
upon which characteristic(s) were used to explain the ob-
ject. Thus, careful thought should be given when selecting

the set of variables that will be used to describe the ob-
jects. For the purpose of this study, we will be using a 50-
dimensional vector from a singular value decomposition
(SVD) to represent each document in a vector space mo-
del.

Walt and Barnard (2006) studied the relationship be-
tween the distribution of data and classifier performance
for non-parametric classifiers. The experiments per-
formed on the data show that “predictable factors such
as the available amount of training data (relative to the
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dimensionality of the feature space), the spatial variability
of the effective average distance between data samples,
and the type and amount of noise in the data set influ-
ence such classifiers to a significant degree.” Glanzel and
Schubert (2003) proposed a classification system for pa-
pers in the sciences, social sciences, arts and humanities.
The goal of the researchers was to classify a given docu-
ment into a defined category using a three-step iterative
process. As the authors mention, the results of article
classification assisted in determining the disciplinary af-
filiation of their authors. In other research related to clas-
sification schemes, Zins (2007) documented 28 classifica-
tion schemes in the information science field. The results
of the study assisted in further exploring the foundations
of this field. The main objective of Janssens et al. (2009,
90) research on classification schemes was to “compare
(hybrid) cluster techniques for cognitive mapping with
traditional ‘intellectual’ subject-classification schemes.”
The authors found that the hybrid clustering techniques
applied to a set of journals is superior to other methods
used and also allows the improvement of existing classi-
fication schemes.

Gordon (1999) explains different aims of classifica-
tion. First, classification allows the summarization of
datasets and also helps to detect relationships and struc-
ture within a dataset. This is also a feature of clustering,
Gordon (1999) uses the terms classification and cluster-
ing interchangeably. Second, if after a classification is per-
formed there still exist objects that could not be assigned
to any of the classes, then they could be grouped to-
gether with specific properties that define them. Third, if
a class contains a group of objects and each object has a
specific property, then it would be easier for the re-
searcher to define a name for the group of properties
that explain a given class. In this way, new properties
could be discovered for certain objects that were not ex-
plicit in the object, but because they appeared with other
objects in the same group, they would share the same
properties. Fourth, classification could allow researchers
to frame general hypotheses to account for the observed
data in a study.

In 1965, Taulbee and House (1965, 132) presented a
paper in the ACM 20" National Conference where they
discussed classification in the area of information storage
and retrieval. They point to the reasons for classification
followed by methods of classification and then cover
classification in more depth. At the end of their paper
they mention, “the question may be asked how can one
evaluate a classification schemer” The four methods they
stated to validate a classification scheme are: 1) recourse
to an ultimate criterion; 2) consistency arguments; 3) con-
sensus of opinion: and, 4) effective congruence. Taulbee
and House suggest that one method of determining con-

sensus of opinion is to compare two classification sche-
mes. This paper presents a novel approach to analyze the
results of a manual classification system.

2.0 Literature review

A vast amount of research has been done in the area of
classifying text-based documents. This includes but not li-
mited to manual classification, automatic classification, and
various measures of validation to different classification
schemes. Aggarwal and Zhai (2012) list several domains in
which text classification is used such as news filtering and
organization, document organization and retrieval, opinion
mining, and email classification and spam filtering, Aggar-
wal and Zhai (2012) mention two ways in which text-based
documents could be represented: as a bag of words or as
strings. Baharudin et al. (2010) discussed techniques and
methodologies used in text documents classification. Baha-
rudin et al. (2010, 16) mention that “more works are re-
quired for the performance improvement and accuracy of
the documents classification process.”

In terms of evaluation methods, Aggarwal and Zhai
(2012, 209) explain different evaluation methods for text
classification such as bagging, stacking, and boosting: “Me-
ta-algorithms play an important role in classification strate-
gies because of their ability to enhance the accuracy of ex-
isting classification algorithms by combining them, or mak-
ing a general change in the different algorithms to achieve
a specific goal.” Pong et al. (2008, 219) test two supervised
machine learning algorithms for automatic document clas-
sification and state that “such a complex categorization
scheme, developed for manual document classification,
may not be suitable for automatic document classification.”
Another study (Desale and Kumbhar 2013) suggests that
the use of automated classification scheme using natural
language and artificial intelligence. Roitblat et al. (2010, 73)
compate two categorization processes “with the more tra-
ditional process of having people, usually lawyers, read and
categorize each document. This study uses agreement to
assess the level of reliability of the human and computer
processes.” Authors conclude that the performance of the
two computer systems used to categorize text-based do-
cuments was at least as accurate of that of human review.
Other research (e.g. Al-Ghuribi and Alshomrani 2014, Luo
and Li 2014, and Pong et al. 2008), uses well-known meas-
ures for automatic classifiers (precision, recall, and F-1
measures) to compare the results of different classifiers. In
a different approach to improve a classification scheme,
Janssens et al. (2009) explore the possibility of using the
results of a cluster analysis.

Some studies propose a new hybrid method of classify-
ing text documents (e.g. Ur-Rahman and Harding 2012),
others compare hybrid clustering techniques with tradi-
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tional subject-classification schemes (Janssens et al. 2009).
In their research, Ur-Rahman and Harding (2012) first
classified documents manually by domain experts then
used the term-frequency (TF) representation of textual
documents. Glanzel and Schubert (2003, 364) state a cru-
cial point: “All papers published in journals not assignable
to ‘well-defined’ subject categories have to be assigned in-
dividually, i.e., paper by paper.” This raises the importance
of having a well-defined technique to analyze the results of
a classification scheme, which is the purpose of this re-
search.

Other research focuses on using natural language pro-
cessing (NLP) with statistics in the context of text cate-
gotization and classification. For example, Jacobs’ re-
search focuses on (1992, 78) “combining statistics and
NLP in a knowledge-based categorization system, using
statistics as a way of augmenting hand-coded knowl-
edge.” Our research is similar to Jacobs (1992), Wiebe et
al. (1999), and many others in the sense that NLP is used
with multivariate statistics. However, our research focuses
on using a vector space model and multivariate statistics
to assess an existing manual text classification system. In
the next section we will briefly give an example of the
process by analyzing a section of the ACM Computing
Classification System using both supervised (decision
tree) and unsupervised (clustering) learning techniques.

3.0 Data

The ACM provides a link on “How to Classify Works Us-
ing ACM’s Computing Classification System” for authors
to follow and decide what the most appropriate category
for their papet is. The link for the guidelines is: http://
www.acm.org/class/how_to_use.html. Basically, the papets
in the ACM classification systems are manually classified,
and we present a method to analyze the classification.

The ACM Computing Classification System (1998) can
be found at http://wwwacm.org/class/1998/TOPhtml.
We have collected data on only class H.3 Information Sto-
rage and Retrieval. The following are subclasses in H.3:

— H.3.0 General

— H.3.1 Content Analysis and Indexing - Class 1

— H.3.2 Information Storage — Class 2

— H.3.3 Information Search and Retrieval - Class 3
— H.3.4 Systems and Software — Class 4

— H.3.5 Online Information Services — Class 5

— H.3.6 Library Automation — Class 6

— H.3.7 Digital Libraries — Class 7

— H.3.m Miscellaneous

The sub-classifications not used after 1998 were not con-
sidered in the analysis, nor were the general and miscella-

neous levels. Only the seven classes H.3.1—H.3.7 in the
list above were used. The next step was to search in the
ACM database in the attribute “classification” for the
seven classes above as the primary classification. A strati-
fied random sample was taken across the seven classes. A
total of 1,026 documents (abstracts) were collected and
used in the analysis described below:

The ACM has published a newer system in 2012, and
according to ACM’s website: “The old scheme has been
mapped to the new, and both the 1998 and 2012 terms are
available on Citation Pages of all indexed articles in the
ACM Digital Library.” For the purpose of this research us-
ing any scheme would fulfill the objectives of the analysis.

4.0 Methodology
4.1 Document representation

Document representation includes the following steps:
preprocessing, obtaining the term-frequency matrix, trans-
formation, and decomposition. Preprocessing the docu-
ments involves removing stopwords, stemming the remain-
ing words, and identifying parts of speech to be used in the
analysis (e.g. ignoring adverbs). Stopwords include general
words such as the, an, is, at, etc. They also include common
domain-specific words (e.g, information). Lemmatization
is the process of reducing a word to its original root. For
example, the root of the word “processing” is “process.”
In this manner the multiple forms of a word (its morphol-
ogy) will be reduced to the same root. We used the SAS
Enterprise Miner 5.2 Text Miner node to determine the
parts of speech and to lemmatize the terms. The parts of
speech that were kept as part of this step were the nouns
and verbs. The rest were ignored.

Next, the term by document frequency (TT) matrix was
constructed. This matrix (X) has the terms as rows and the
documents as the columns (i.e., a 844 by 1026 matrix). The
cells are the count (frequency) of a term in a document.
The counts are weighted using the log-entropy weighting
method (log as the local weighting and entropy as the glo-
bal weighting for each term). The local weighting increases
or decreases the importance of a term within a document
while the global weighing does the same thing but across
the whole corpus. The formulas used for the log-entropy
weighting are (Hare and Lewis 2005):

L@, j) = log (tfj + 1) Local weighting
lo,

s (e host (1))

G(i) = 1—/1logN Global weighting
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where #;is the frequency of term iin document j, gfis the
frequency of the term i in the entire corpus, and N is the
number of documents (which in this case is 1,020).

Another common transformation applied to the term-
frequency matrix is normalization, which converts the
document vectors to a unit length thereby compensating
for the varying number of words in the documents. The
result of weighting and normalizing X is the matrix A.
Finally, A was decomposed into three matrices using sin-
gular value decomposition (SVD). This is described in the
next section.

4.2 Matrixc decomposition

Singular value decomposition (SVD) (Golub and Van Lo-
an 1996) is a mathematical technique that decomposes a
rectangular matrix into a linear combination of three ma-
trices. The decomposition of A results in the following
three matrices: U, S, and V.

Amxn:UmxrsrerTrxn zUmkakkaTkxn :Amxn

Where:
U:  left singular vectors corresponding to the terms
V:  right singular vectors corresponding to the docu-

ments

singular values

rank of A, which is < (m, n)

number of dimensions retained, k < r

>rn W

approximation of A using k dimensions

In this representation, each term is represented by a row in
U. Similarly, each document is represented by a row in V.

The critical point here is the issue of dimension reduc-
tion: that is, the reduction of the dimensionally of the vec-
tor space from r to k dimensions. The choice of k has
been mainly a matter of judgment by the researchers. As
Deerwester et al. (1990, 398) state, “we want a value of k
that is large enough to fit all the real structure in the data,
but small enough so that we do not also fit the sampling
error or unimportant details. The proper way to make such
choices is an open issue in the factor analytic literature.”
Deerwester et al. (1990) used 50-100 dimensions in their
first study. The SVD of text data has been used in many
applications with k typically between 50 and 500. In this
study we retained 50 dimensions and used them as inputs
to the decision tree and the clustering analyses discussed
below.

In order to analyze the classification of ACM’s H.3
section, a supervised learning technique (decision tree)
and an unsupervised learning technique (clustering) were
used. We describe both in the following sections.

4.3 Decision tree

The 1,026 50-dimensional vectors representing the do-
cuments were analyzed using a decision tree algorithm. A
stratified sample of 70% of the vectors was used as the
training dataset, and 30% was used as the validation data-
set. The validation data set was used for monitoring and
tuning the decision tree model to improve its generaliza-
tion. The target variable was the ACM “class” of each
document, ranging from 1 to 7, the H.3 subclasses. Since
it is a nominal target variable, the default splitting crite-
rion used in SAS E-Miner is the Chi-square test. Accord-
ing to SAS, “the data is partitioned according to the best
split. The process repeats in each leaf until there are no
more allowed splits” The threshold is the minimum ac-
ceptable p-value. We used the default value of 0.2.

4.4 Clustering

The same 1,026 50-dimensional vectors representing the
documents were clustered using the Expectation Maximi-
zation Method in SAS. The algorithm produces exactly &
different clusters; the default value of k in SAS is 10,
which was used in this research. The algorithm computes
probabilities of cluster memberships based on one or
more probability distributions. The clustering is modeled
using a Gaussian probability distribution.

5.0 Results
5.1 Centroids of members of each class

Each document is represented by a 50-dimensional vec-
tor in the space created by the SVD. The first step taken
was to find how close the centroids of the documents in
each of the seven classes were. Both the cosine similarity
measure and the Euclidean distance were used. The re-
sults ate shown in Table 1. The centroids of Class 1 and
Class 3 are closer to each other than to any others, and
the same applies to Class 4 and Class 5. An important
observation is that both the cosines and the Euclidean di-
stance measures produce the same results.

5.2 Output of the decision Iree

The result of the decision tree analysis of the validation
dataset is shown in Figure 1. Figure 1 shows the distribu-
tion of classes 1, 3, 4, and 5 among the 11 leaf nodes.
Leaf node 4 contains the highest percentage of classes 1
and 3. Leaf node 5 contains the highest percentage of
classes 4 and 5.
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Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7
Cosine | ED Cosine | ED Cosine | ED Cosine | ED Cosine | ED Cosine | ED Cosine | ED
Class 1 1.000 .000 .856 584 978 217 901 461 .870 532 .853 579 847 .586
Class 2 .856 .584 1.000 .000 .833 .626 .883 .526 .836 .622 .832 .639 811 .673
Class 3 978 217 .833 .626 1.000 .000 926 .399 .896 474 .854 .576 .855 .568
Class 4 901 461 .883 .526 926 .399 1.000 .000 960 294 .861 561 .875 527
Class 5 .870 532 .836 .622 .896 474 960 294 1.000 .000 .851 .583 .886 .505
Class 6 .853 579 832 .639 .854 576 .861 561 .851 583 1.000 .000 956 .320
Class 7 .847 .586 811 .673 .855 .568 .875 527 .886 .505 .956 .320 1.000 .000
Table 1. Similarity (cosines) and dissimilarity (Euclidean distance) matrix
Decision Tree
50
¢5
0
£35
=
g 30
§ mClass1
a:s
& Class3
é 20 W Class4
=
= 15 Class5
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5
o [N m nl . Am m T | A =
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Figure 1. Decision tree

5.3 Output of the clustering

The distribution of the 1,026 abstracts among the 13 clus-
ters is shown in Figure 2. Again, classes 1 and 3 and classes
4 and 5 are paired together. The distribution of the docu-
ments across the 13 clusters shows that the highest per-
centage of classes 1 and 3 both occur in clusters 2 and 5.
The highest percentage of classes 4 and 5 both occur in
clusters 3 and 5.

5.4 Correlation coefficient

The analysis of the correlation coefficients show that from
the distribution of the components of the classes across
the leaf nodes in the decision tree (Table 2), Class 1 and
Class 3 are significantly correlated (r=0.865, p=0.001),
Class 4 and Class 5 (t=0.774, p=0.005). In the clustering
analysis the results again show that from the distribution
of the components of the classes across the clusters (Table
3), Class 1 and Class 3 are significantly correlated (r=0.857,

p<0.0001), as are Class 4 and Class 5 (¥=0.901,
p=<0.0001).

5.5 Chi-square 1o test the distribution of classes

We have demonstrated that classes 1 and 3 and classes 4
and 5 are strongly related in terms of their distributions
among both the decision tree leaf nodes and the clusters.
Next we will test the existence of a leaf-node or a cluster
effect using a Chi-square goodness-of-fit test. The null
hypothesis is that the classes are distributed evenly among
the leaf nodes and clusters. The results indicate that there
is indeed both a leaf-node effect and a cluster effect. In
the decision tree, the reported y(6, N=59) = 104.847, p
= 0.000 for class 1, the reported y2(9, N=61) = 112.607,
p = 0.000 for class 3, the reported y*(7, N=54) = 71.037,
p = 0.000 for class 4, the reported y2(6, N=58) =
170.345, p = 0.000 for class 5, and the reported (8,
N=55) = 85.236, p = 0.000 for class 7. In the clustering,
the reported ¥?(13, N=194) = 135.072, p = 0.000 for
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Figure 2. Cluster analyses
Class_1 Class_2 Class_3 Class_4 Class_5 Class_6 Class_7
Pearson Correlation 1 .020 .865™ -.048 -.045 .185 -.042
Class_1
Sig. (2-tailed) 954 .001 .889 .894 .586 903
Pearson Correlation .020 1 113 .684* .840* 581 .553
Class_2
Sig. (2-tailed) 954 741 .020 .001 .061 .078
Pearson Correlation 865 113 1 227 .064 .075 .046
Class_3
Sig. (2-tailed) .001 741 .502 .852 .826 .892
Pearson Correlation -.048 .684* 227 1 7747 238 .538
Class_4
Sig. (2-tailed) .889 .020 .502 .005 481 .088
Pearson Correlation -.045 .840™ .064 774 1 .590 779
Class_5
Sig. (2-tailed) .894 .001 .852 .005 .056 .005
Pearson Correlation 185 581 .075 238 .590 1 843
Class_6
Sig. (2-tailed) .586 .061 .826 481 .056 .001
Pearson Correlation -.042 .553 .046 .538 779 843 1
Class_7
Sig. (2-tailed) 903 .078 .892 .088 .005 .001

**, Correlation is significant at the 0.01 level (2-tailed).

*. Correlation is significant at the 0.05 level (2-tailed).

Table 2. Decision tree correlation coefficients

class 1, the reported ¥*(10, N=65) = 122.338, p = 0.000
for class 2, the reported (14, N=200) = 153.55, p =
0.000 for class 3,the reported y*(14, N=177) = 325.996, p
= 0.000 for class 4, the teported y*(13, N=189) =
241.593, p = 0.000 for class 5, the reported ¥?(6, N=21)
= 26.67, p = 0.000 for class 6, and the reported y?(14,
N=180) = 491.67, p = 0.000 for class 7. There were no
leaf-node effects for the other classes.

6.0 Conclusions and future work

In this paper, we analyzed the results of a manual classifi-
cation system (a section of the ACM Computing Classifi-
cation System) using both supervised (decision tree) and
unsupervised (clustering) learning techniques. The data
consisted of 1,026 documents self-classified by each do-
cument’s author(s) as belonging to one of the seven clas-
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Class_1 Class_2 Class_3 Class_4 Class_5 Class_6 Class_7
Class_1 Pearson Correlation 1 .102 .639 .089 -.089 -.081 -.078
Sig. (2-tailed) .670 .002 710 709 742 744
Class_2 Pearson Correlation 102 1 192 292 156 278 .086
Sig. (2-tailed) .670 416 212 511 .249 719
Class_3 Pearson Correlation .639 192 1 .565 .296 .022 152
Sig. (2-tailed) .002 416 .009 .205 .929 .523
Class_4 Pearson Correlation .089 292 .565 1 775 173 .296
Sig. (2-tailed) 710 212 .009 .000 A79 .205
Class_5 Pearson Correlation -.089 156 .296 775 1 142 229
Sig. (2-tailed) 709 511 .205 .000 .561 332
Class_6 Pearson Correlation -.081 278 .022 173 142 1 967
Sig. (2-tailed) 742 249 929 479 .561 .000
Class_7 Pearson Correlation -.078 .086 152 .296 229 967 1
Sig. (2-tailed) 744 719 .523 .205 332 .000

**, Correlation is significant at the 0.01 level (2-tailed).

Table 3. Clustering correlation coefficients

ses of the Classification System: H.3 Information Storage
and Retrieval. Our analyses are based on the singular va-
lue decomposition (SVD) of the 1,026 documents’ term-
frequency (TF) matrix (i.c., a vector space model).

We have evidence to state that two pairs of the classes
are closely related to each other in the vector space of the
SVD. Class 1 is closely related to Class 3, and Class 4 is
closely related to Class 5. We examined the physical prox-
imity of the classes using the cosine similarity measure
and the Euclidean distance to determine how close the
centroids of each of the seven classes were. Using both
measurements, the centroids of Class 1 and Class 3 are
closer to each other than to any others, and the same ap-
plies to Class 4 and Class 5. To examine the distribution
of the abstracts in the classes, we used the correlation co-
efficient to observe that classes 1 and 3 and classes 4 and
5 are strongly related in terms of their distributions
among both the decision tree leaf nodes and the clusters.
Also, we have demonstrated that there exist both a leaf
node effect and a cluster effect by using a Chi-square test.
Since the two pairs of classes are behaving similatly
across the nodes we could say that they are addressing
closely related topics.

The results show some degree of overlap among clus-
ters. Class 1 and Class 3 seem to fit together. However, this
is less true for classes 4 and 5. One explanation might be
that the keywords supplied to the authors for them to as-
sign their paper to Class 4 or Class 5 may not have crisply
differentiated between the classes and consequently con-
fused the authors in their selection of a class for their pa-
per. Our analysis of the abstracts and the cluster overlap

would then reflect that fuzziness. Alternatively, a new clas-
sification could be merging with bits of both classes creat-
ing a new class in the classification scheme.

Regardless of the keywords that are contained in the
papers (abstracts) in both classes, we have reason to be-
lieve that classes 1 and 3, and classes 4 and 5 semantically
go together. That is, both pairs are discussing the same
topics. Future work could be performed to further ana-
lyze the subclasses and examine the keywords that appear
in both pairs of classes. Furthermore, as there exists a va-
riety of clustering algorithms, one could examine the re-
sults suggested by a different algorithm.
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