Diskriminierungsschutz bei Einsatz von KI im Bankbereich
— Fallstricke der praktischen Rechtsanwendung -

Petra Buck-Heeb

L. Einfithrung

Die Finanzbranche ist inzwischen elementar auf Kiinstliche Intelligenz (KI)
angewiesen. Insofern konstatierte die Deutsche Kreditwirtschaft schon im
Jahr 2021, dass ,die Zukunft der Branche ... ohne die Nutzung von KI nicht
mehr darstellbar® ist.! Die Banken sehen sich mit einer stetigen Zunahme
von enormen Datenmengen konfrontiert, mit denen umgegangen werden
muss.? Dabei spielt insbesondere die sog. generative KI-Technologie eine
Rolle, die Maschinen nicht nur ermdglicht zu lernen, sondern auch neue
Inhalte zu erzeugen.

So unterliegen nicht nur die technischen Ausformungen der KI stdndi-
gen Neuerungen, sondern auch die regulatorischen Vorgaben des Gesetz-
gebers. Der grofle Bedarf auch der deutschen Banken, zahlreiche ihrer
Prozesse KI-anwendungsbasiert umzustellen, um weiterhin international
wettbewerbsfahig zu bleiben, trifft auf Schwierigkeiten im Umgang mit
den aufsichtsrechtlichen Regelungsvorgaben. Diese bezwecken neben der
Datensicherheit vor allem auch die Verhinderung von Diskriminierung. Auf
den letzteren Aspekt soll im Folgenden néiher eingegangen werden.

1 Die Deutsche Kreditwirtschaft, Stellungnahme zur KI-Verordnung der EU, 6.8.202l,
abrufbar unter https://bankenverband.de/media/files/DK_Stellunganhme_zur_KI-Ver
ordnung.DE.pdf (zuletzt abgerufen am 30.10.2024).

2 Die Deutsche Kreditwirtschaft, Stellungnahme (Fn. 1).
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I1. Grundlagen

1. Einsatzbereiche von KI in Banken

KI-unterstiitzte Systeme konnen sowohl im Backoffice als auch im Frontof-
fice einer Bank eingesetzt werden.> Als Schwerpunkte der Nutzung von KI
im Bankensektor werden u.a. die Echtzeit-Transaktionsanalyse, das algo-
rithmische Trading (sog. Hochfrequenzhandel)* sowie KI-verwaltete Fonds
genannt. Auch im Bereich der Kreditwiirdigkeitspriifung wird KI inzwi-
schen eingesetzt.”> Technisch einfache Vorgange konnen ebenfalls KI-basiert
sein. Als Beispiel ldsst sich hier die Personalisierung von Kundendienstleis-
tungen bzw. die automatisierte Erstellung von Kundenprofilen nennen.

Des Weiteren kann der Einsatz von Chatbots angefithrt werden, der zur
Automatisierung der Routine-Kundeninteraktion erfolgen kann. So kénnen
etwa eine Kontoerdffnung oder allgemeine Kundenanfragen auf Seiten der
Bank nicht mehr durch Menschen, sondern Maschinen abgewickelt wer-
den. Das erstreckt sich ebenso auf die Bearbeitung von Kundenanrufen in
einem Callcenter,® wie auf eine automatisierte Kundenauthentifizierung,”
kann sich aber auch auf einen sog. Robo Advice® beziehen. Insbesondere
durch den Einsatz von generativer KI entstehen zunehmend fortschrittli-

3 Verband dffentlicher Banken, Kiinstliche Intelligenz im Bankwesen, 2.2022, S.1, abruf-
bar unter https://www.voeb.de/fileadmin/Dateien/Publikationen/VOEB_auf einen_B
lick_Kuenstliche_Intelligenz.pdf (zuletzt abgerufen am 30.10.2024).

4 Kindermann, Digitaler Effektenhandel, in: Mdslein/Omlor (Hrsg.), FinTech-Hand-
buch: Digitalisierung, Recht, Finanzen, 3. Aufl., Miinchen 2024, § 28 Rn. 51ff.; Buck-
Heeb, Compliance im Bank- und Kapitalmarktrecht, in: Chibanguza/Kuf3/Steege
(Hrsg.), Kunstliche Intelligenz: Recht und Praxis automatisierter und autonomer Syste-
me, Baden-Baden 2022, § 5 H. Rn. 25 ff.

5 Buck-Heeb, Rechtsrisiken bei automatisierter Kreditwiirdigkeitspriifung und Kreditver-
gabe, BKR 2023, 137 ff,; siehe auch Kelp/Schneider, Wenn ein Algorithmus tiber den
Kredit entscheidet, BaFinJournal v. 11.5.2023, abrufbar unter https://www.bafin.de/Shar
edDocs/Veroeffentlichungen/DE/Fachartikel/2023/fa_bj_2305_Algorithmen_Kreditve
rgabe.html (zuletzt abgerufen am 30.10.2024).

6 Die Deutsche Kreditwirtschaft, Stellungnahme (Fn. 1).

Siehe etwa Buck-Heeb, Compliance (Fn. 4), Rn. 14 ff.

8 Siehe dazu ESMA, Artificial Intelligence in EU securities markets (ESMA TRV Risk
Analysis), 1.2.2023, ESMA50-164-6247, S. 9 f., abrufbar unter https://www.esma.europa
.eu/sites/default/files/library/ESMA50-164-6247-Al_in_securities_markets.pdf (zuletzt
abgerufen am 30.10.2024); siehe auch etwa Hennemann/Kumkar, Robo Advice und
automatisierte Entscheidungen im Einzelfall, in: Linardatos (Hrsg.), Rechtshandbuch
Robo Advice: Automatisierte Finanz- und Versicherungsdienste, Miinchen 2020, § 13
Rn. 1ff.; Buck-Heeb, Robo Advice: Anlegerschutz und gesetzgeberischer Handlungsbe-

~
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chere Formen des Robo Advice als dies bislang der Fall war. KI kann
auch helfen, die Anforderungen aus der EU-TaxonomieVO (VO (EU)
Nr. 2019/2088) zu erfiillen.” Auflerdem besteht Einigkeit dariiber, dass eine
intelligente Betrugserkennung, insbesondere auch bzgl. der Geldwische,
nicht mehr ohne KI zu bewerkstelligen ist.

Die genannten Beispielsbereiche beziehen sich nicht nur auf verschie-
dene Anwendungsfelder, sondern auch auf unterschiedliche Automatisie-
rungsgrade bzw. KI-Anwendungen. Je nachdem, welche Art von System
eingesetzt wird, konnen die anwendbaren aufsichtsrechtlichen Regelungen
variieren. Teilweise hat sich hier auch der Begrift ,Regtech® herausgebildet.
Darunter versteht man den ,Einsatz innovativer Technologien zur effek-
tiveren und effizienteren Erfiillung und Dokumentation regulatorischer
Pflichten!® Wenn parallel dazu die Aufsichtsbehorde ihrerseits innovative
Technologien fiir ihre Aufsichtstitigkeit verwendet, wird von ,Suptech®
gesprochen.!!

Schon diese wenigen Beispiele zeigen das grofie Potenzial, das im Einsatz
von (generativer) KI im Bankenbereich steckt. Zeit- und Kostenersparnis
sind nur ein Faktor, die Moglichkeit, riesige Datenmengen (rasch) auszu-
werten, ein anderer. Den hiermit verbundenen Chancen fir Banken und
Kunden gleichermaflen stehen zahlreichen Risiken fiir simtliche Akteure
gegeniiber. Insofern hat eine optimale Regulierung ein Gleichgewicht zwi-
schen der rechtstatsichlich moglichen Wahrnehmung der Chancen auf der
einen und den Risiken (insbesondere Diskriminierungsrisiken) fiir den
Kunden auf der anderen Seite zu schaffen.

darf, in: Buck-Heeb/Oppermann (Hrsg.), Automatisierte Systeme, Miinchen 2022,
S.177ft.

9 Giillich, Automatisierung der EU-Taxonomie mit kiinstlicher Intelligenz: Wie Banken
durch KI unterstiitzt werden kénnen, Der Bank Blog v. 19.1.2024, abrufbar unter
https://www.der-bank-blog.de/automatisierung-eu-taxonomie/regulierung-aufsicht/
37706259/ (zuletzt abgerufen am 30.10.2024); Buck-Heeb, Rechtsunsicherheiten beim
KI-Einsatz im Bankensektor, WM 2023, 1625 (1626).

10 BaFin, Regtech, 5.5.2023, abrufbar unter https://www.bafin.de/DE/Aufsicht/FinTech
/Geschaeftsmodelle/RegTech/regtech_node.html (zuletzt abgerufen am 30.10.2024).
11 BaFin, Regtech (Fn. 10).
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2. Regulatorische Vorgaben

a) Bankspezifische Regelungen

Gesetzliche respektive aufsichtsrechtliche Regelungen zu KI-Anwendungen
oder automatisierten Systemen finden sich speziell im Bankenbereich nur
wenige. So wird die automatisierte Anlageberatung (sog. Robo Advice)
nicht schon in der Finanzmarktrichtlinie von 2014 (MiFID II), sondern
erst auf Level 2 der Aspekt der Automatisierung erwéhnt (Art. 54 DelVO
2017/565).12 Aulerdem sieht die revidierte Verbraucherkreditrichtlinie von
2023 (RL 2023/2225) Regelungen bzgl. einer automatisierten Kreditvergabe
an Verbraucher vor (Art. 18 Abs. 6 VerbrKrRL 2023).

Dieser Befund darf jedoch nicht dariiber hinwegtduschen, dass sich auf
Level 3 sowohl die européische Finanzaufsichtsbehérde ESMA in Leitlinien
als auch die nationale Finanzaufsichtsbeh6rde BaFin in jhrem Rundschrei-
ben zu den Mindestanforderungen an die Compliance-Funktion (sog. Ma-
Comp)"® ausfiihrlich zu bestimmten Anforderungen an Banken bzgl. ihrer
KI-Systeme verhalten haben. Diese Level 3-Mafinahmen haben zwar nicht
den Rang von gesetzlichen Regelungen, stellen aber die Verwaltungsauffas-
sung der Behdrden dar.

In diesem Kontext betont die BaFin stets, dass die aufsichtlichen Vorga-
ben technologieneutral sind."* Das ist in Bezug auf Art. 54 Abs.1 UAbs. 2
DelVO 2017/565 hinsichtlich der (teil)automatisierten Anlageberatung auch
der Fall. Dort wird die Verantwortung fiir die Durchfithrung der Geeig-
netheitsbeurteilung dem entsprechenden Wertpapierdienstleistungsunter-
nehmen zugewiesen, wenn ,, Anlageberatungs- oder Portfolioverwaltungs-
dienstleistungen ganz oder teilweise iiber ein voll- oder halbautomatisches
System erbracht® werden. Hervorgehoben wird im Weiteren, dass sich

12 Siehe auch konkretisierend BaFin, Automatisierte und signalbezogene Beratungs-
und Handelssysteme, 1.9.2022, abrufbar unter https://www.bafin.de/DE/Aufsicht/F
inTech/Geschaeftsmodelle/BeratungsHandelssysteme/BeratungsHandelssystem
e_node.html (zuletzt abgerufen am 30.10.2024); siehe auch Grischuk, Robo Advice
- Automatisierte Anlageberatung in der Aufsichtspraxis, 16.8.2017, abrufbar unter
https://www.bafin.de/SharedDocs/Veroeffentlichungen/DE/Fachartikel/2017/fa_bj_
1708_RoboAdvice.html (zuletzt abgerufen am 30.10.2024).

13 BaFin, Rundschreiben 05/2018 (WA) - Mindestanforderungen an die Compliance-
Funktion und weitere Verhaltens-, Organisations- und Transparenzpflichten - Ma-
Comp, Stand: 26.9.2024.

14 BaFin, Big Data und Kiinstliche Intelligenz: Prinzipien fiir den Einsatz von Algo-
rithmen in Entscheidungsprozessen (Prinzipienpapier BDAI), 15.6.2021, S.5; Kelp/
Schneider, Algorithmus (Fn. 5).
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diese Verantwortung nicht dadurch verringert, ,dass ein elektronisches
System zu Abgabe personlicher Empfehlungen oder zum Treffen von Han-
delsentscheidungen eingesetzt wird®. Fiir die aufsichtliche Verantwortungs-
zuweisung ist es unerheblich, welche technologische Entwicklungsstufe das
eingesetzte System aufweist. Insofern spielt eine Abgrenzung verschiedener
Entwicklungsstufen der KI hier keine Rolle.

Detaillierte anwendungsspezifische Vorgaben zum Robo Advice enthalt
auf Level 3 die MaComp der BaFin.!> Dort finden sich zahlreiche Hinweise
dazu, was die Aufsichtsbehorde in diesem Fall von den Wertpapierdienst-
leistungsunternehmen erwartet, u.a. geht es auch hier um die Vermeidung
von Diskriminierung. Die ESMA hatte auf européischer Ebene schon seit
2018 in ihren Leitlinien zur MiFID II spezielle Vorgaben fiir den Einsatz
von Robo Advice vorgesehen.!®

Neben diesen anwendungsspezifischen, finden sich auf Level 3 auch risi-
kospezifische Vorgaben im Umgang mit KI. Im Vordergrund steht dabei der
- vorliegend nicht im Fokus stehende — Aspekt der Datensicherheit insbe-
sondere aufgrund der Bedrohung durch Cyberangriffe (Cybersicherheit).”
Zu nennen sind hier die von der BaFin veréffentlichten MaRisk i.d.F. der
7. Novelle (insbes. AT 7.3 MaRisk)!® sowie die bankaufsichtlichen Anforde-
rungen an die IT (sog. BAIT; insbesondere Ziff. 5.6 und Ziff. 10 BAIT),”
die eine Wirksamkeitskontrolle bzgl. der Informationssicherheitsmafinah-
men und das IT-Notfallmanagement beinhalten. Auch diese Vorgaben sind
technologieneutral ausgestaltet.

Anders verhilt sich das jedoch bei der Verbraucherkreditrichtlinie 2023,
wo in Art. 18 Abs. 8 VerbrKrRL dezidiert ,automatisierte Verfahren® bei der
Kreditwiirdigkeitsprifung thematisiert werden. Insofern ist dieser bankspe-

15 Naher Buck-Heeb, Robo Advice (Fn. 8), S. 183 ff.

16 ESMA, Leitlinien zu einigen Aspekten der MiFID II-Anforderungen an die Eignung,
6.11.2018, ESMA35-43-1163DE; sieche auch ESMA, Public Statement On the use of
Artificial Intelligence (AI) in the provision of retail investment servieces, 30 May
2024, ESMA35-335435667-5924; dazu Buck-Heeb, MiFID II und der Einsatz von KI,
Aufsichtliche Vorgaben fiir eine KI-gestiitzte Anlageberatung und Vermogensverwal-
tung, BKR 2024, 785 ff.

17 Dazu schon Frisse/GlafSl/Baranowski/Duwald, Unternehmenssicherheit bei Banken
— IT-Sicherheit, Know-how Schutz, Datensicherheit und Datenschutz, BKR 2018,
177 ff.

18 BaFin, Rundschreiben 05/2023 (BA) - Mindestanforderungen an das Risikomanage-
ment - MaRisk, Stand: 18.10.2023.

19 BaFin, Rundschreiben 10/2017 (BA) - Bankaufsichtliche Anforderungen an die IT
(BAIT), in der Fassung vom 16.8.2021.
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zifische Regelungsansatz streng genommen nicht mehr vollumfénglich,
sondern lediglich relativ technologieneutral. Erfasst sind hier nur solche
Verfahren, die eine bestimmte Autonomiestufe erreicht haben und nicht
allein eine menschliche Entscheidung vorbereiten. Das bedeutet gleichzei-
tig, dass Systeme, die die erforderliche Entwicklungshéhe (,automatisiert®)
nicht erreichen, nicht von der Regelung erfasst werden. Hier kommt -
anders als etwa bei Art. 54 DelVO 2017/565 — der Definition dessen, was
~automatisierte Verfahren“ sind, erhebliche Bedeutung zu.2

b) Nicht-bankspezifische Regelungen

Hinzu kommt das Erfordernis der Beachtung der einschlagigen nicht-
bankspezifischen Regelungen, die an den Aspekt der Automatisierung an-
kntipfen. Anzufiihren ist hier zunichst die Datenschutz-Grundverordnung
(DSGVO).2! Art.22 DSGVO kommt bei Einsatz von KI-Systemen dann
erhebliche Relevanz zu, wenn diese zu Entscheidungen mit rechtlicher
oder vergleichbarer Wirkung fiihren. Diese Norm soll den Einzelnen davor
schiitzen, zum bloflen Objekt des automatisierten Systems zu werden.??

Des Weiteren sind im bankrechtlichen Anwendungsbereich auch die Re-
gelungen des Allgemeinen Gleichbehandlungsgesetzes (AGG) zu beachten.
Das konnte fiir Banken insbesondere im Zusammenhang mit der Kredit-
wiirdigkeitspriifung relevant werden. Allerdings ist u.a. umstritten, ob eine
solche bzw. eine Kreditablehnung ein Massengeschift iSd § 21 Abs.1 AGG
sein kann.?* Aufgrund der zahlreichen Unsicherheiten bei der Anwendung

20 Naher unten bei IT1.2.

21 Zu den Anforderungen nach der DSGVO Ashkar, Wesentliche Anforderungen der
DS-GVO bei Einfithrung und Betrieb von KI-Anwendungen, ZD 2023, 523 (524 ff.);
Baumgartner/Brunnbauer/Cross, Anforderungen der DS-GVO an den Einsatz von
Kiinstlicher Intelligenz, MMR 2023, 543 ff.

22 Taeger, in: ders./Gabel (Hrsg.), DSGVO - BDSG - TTDSG, 4. Aufl.,, Frankfurt a.M.
2022, Art. 22 DS-GVO Rn. 9.

23 Buck-Heeb (Fn.9), WM 2023, 1634 m.w.N.; siehe auch Spiecker gen. Déhmann/Tow-
figh, Automatisch benachteiligt - Das Allgemeine Gleichbehandlungsgesetz und der
Schutz vor Diskriminierung durch algorithmische Entscheidungssysteme, Rechtsgut-
achten im Auftrag der Antidiskriminierungsstelle des Bundes, April 2023, S. 24, abruf-
bar unter https://www.antidiskriminierungsstelle.de/SharedDocs/downloads/DE/pu
blikationen/Rechtsgutachten/schutz_vor_diskriminierung_durch_KI.pdf?__blob=pu
blicationFile&v=6 (zuletzt abgerufen am 30.10.2024).

60

hittps://doLorg/10.5771/5783748040893-55 - am 16.01.2026, 00:08:01. https://www.Inllbra.com/de/agh - Open Access - (- I


https://www.antidiskriminierungsstelle.de/SharedDocs/downloads/DE/publikationen/Rechtsgutachten/schutz_vor_diskriminierung_durch_KI.pdf?__blob=publicationFile&v=6
https://www.antidiskriminierungsstelle.de/SharedDocs/downloads/DE/publikationen/Rechtsgutachten/schutz_vor_diskriminierung_durch_KI.pdf?__blob=publicationFile&v=6
https://www.antidiskriminierungsstelle.de/SharedDocs/downloads/DE/publikationen/Rechtsgutachten/schutz_vor_diskriminierung_durch_KI.pdf?__blob=publicationFile&v=6
https://doi.org/10.5771/9783748949893-55
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb
https://www.antidiskriminierungsstelle.de/SharedDocs/downloads/DE/publikationen/Rechtsgutachten/schutz_vor_diskriminierung_durch_KI.pdf?__blob=publicationFile&v=6
https://www.antidiskriminierungsstelle.de/SharedDocs/downloads/DE/publikationen/Rechtsgutachten/schutz_vor_diskriminierung_durch_KI.pdf?__blob=publicationFile&v=6
https://www.antidiskriminierungsstelle.de/SharedDocs/downloads/DE/publikationen/Rechtsgutachten/schutz_vor_diskriminierung_durch_KI.pdf?__blob=publicationFile&v=6

Diskriminierungsschutz bei Einsatz von KI im Bankbereich

des AGG auf Fille automatisierter Entscheidungen wird neuerdings eine
Reform des Allgemeinen Gleichbehandlungsgesetzes gefordert.?*

Zu nennen ist dariiber hinaus die KI-Verordnung (sog. AI Act; VO (EU)
2024/1689). Sie gilt weitgehend ab dem 2. August 2026 (Art. 113 KI-VO).%»
Die KI-Verordnung basiert hinsichtlich der Intensitit der Regulierung auf
der Einordnung bestimmter Handlungen in Risikokategorien. Sie ist da-
mit risikobasiert. Bei héherem Risiko steigen die vorgesehenen Pflichten.
Die Verordnung kniipft dabei an bestimmte Anwendungen an. So wird
in Bezug auf den Bankenbereich etwa eine KlI-basierte Kreditwiirdigkeits-
priifung als Hochrisiko-KI eingestuft. Als Hochrisiko-KI gelten Systeme,
von denen eine erhebliche Bedrohung fiir die Gesundheit, Sicherheit oder
die Grundrechte der Einzelnen ausgeht. Auch wenn diese Einordnung der
Kreditwiirdigkeitspriifung auf den ersten Blick verwundert, ldsst sie sich
doch damit erklaren, dass die Kreditwiirdigkeit zentrale Bedeutung fiir
die Teilhabe an den Gewihrleistungen der modernen Gesellschaft, wie et-
wa Wohnraum, Elektrizitit, Telekommunikationsdienstleistungen usw. hat
(vgl. Erwégungsgrund 58 S. 5 KI-VO).

Da deshalb auch die Kreditwiirdigkeitspriiffung zum Kreis der entspre-
chend gefédhrlichen Bereiche gezéhlt wird, gelten hierfiir strenge organisa-
torische sowie technische Anforderungen. Daraus leitet sich ab, dass alle
anderen Einsatzbereiche von KI im Bankensektor?® grds. zu den Nicht-
Hochrisiko-KI-Systemen bzw. den Systemen mit minimalem oder keinem
Risiko gehoren. Der KI-Einsatz bei der Anlageberatung oder der Vermo-
gensverwaltung (Robo Advice) stellt daher grds. lediglich eine KI-Anwen-
dung mit geringem Risiko und damit geringen regulatorischen Pflichten
dar.

Sonderregelungen hat der europidische Gesetzgeber in der KI-Verord-
nung jedoch nunmehr fiir den Einsatz von generativer KI, wie etwa
ChatGPT, geschaffen. Je nachdem wie wirkmachtig das konkrete KI-Modell
ist, sind entsprechende abgestufte ,Pflichten zu erfiillen. Insofern kommt
es fiir die Beurteilung der Voraussetzungen an die o.g. sonstigen Einsatz-
bereiche von KI bei Banken darauf an, ob im Einzelfall generative KI
eingesetzt wird oder nicht.

24 Siehe das Rechtsgutachten von Spiecker gen. Déhmann/Towfigh (Fn. 23), S. 24.
25 ABL EU NR. L vom 12.7.2024.
26 Siehe oben bei IL1.
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3. Vermeidung von Diskriminierung

Bei sog. selbstlernender KI besteht die Gefahr, dass sie aufgrund der
bloflen mathematischen Rechenoperationen beim Lernprozess eine Dis-
kriminierung bestimmter Personen begiinstigt. Eines der Hauptziele der
verschiedenen regulatorischen Ansdtze?” liegt darin, eine Diskriminierung
von Individuen durch den Einsatz von KI zu vermeiden.?® In einem ,algo-
rithmic bias’, d.h. der systematischen Verzerrung von Ergebnissen,? und
daraus abgeleitet einer Diskriminierung wird eines der grofien Risiken im
Hinblick auf den KI-Einsatz gesehen.** Dies gilt auch in Bezug auf die
KI-Anwendungen in Banken.

Das spiegelt sich im Zusammenhang mit den einzelnen Regelungen wie-
der. Zwar liegt der Hauptzweck der DSGVO nicht in einem Diskriminie-
rungsschutz, allerdings gilt das Risiko der diskriminierenden Wirkung als
von den Zielen der Verordnung mit umfasst (sieche Erwédgungsgrund 85
S.1 DSGVO, vgl. auch Erwigungsgrund 71 und 75 DSGVO).3! So sieht
etwa Art. 22 Abs. 3 DSGVO vor, dass bei ausnahmsweise erlaubter Automa-
tisierung der Datenverwender dem Betroffenen bestimmte Mafinahmen zu-
gestehen muss, die jenem ermdglichen nachzuvollziehen, ob im Einzelfall
eine Diskriminierung vorliegt. Nur dann kann der Betroffene ggf. auch
gegen eine solche vorgehen.

Vergleichbares sieht auch nunmehr Art. 18 Abs. 8 Verbraucherkreditricht-
linie 2023 vor, wonach die Mitgliedstaaten bei einer automatisierten Verar-
beitung im Rahmen der Kreditwiirdigkeitspriifung bestimmte Rechte des
Verbrauchers vorzusehen haben.’ Wie in der DSGVO ist ein Recht auf

27 Siehe oben IL.2.

28 Panzer-Heemeier/Nemat, Digitale Ethik — Eine neue Chance fiir ESG-Compliance,
CCZ 2022, 223 (228); Feldkamp/Kappler/Poretschkin/Schmitz/Weiss, Rechtliche Fair-
nessanforderungen an KI-Systeme und ihre technische Evaluation - Eine Analyse
anhand ausgewihlter Kreditscoring-Systeme unter besonderer Beriicksichtigung der
zukiinftigen europiischen KI-Verordnung, ZfDR 2024, 60 ff.; allgemeiner zur Diskri-
minierung durch Kinstliche Intelligenz Lauscher/Legner, Kiinstliche Intelligenz und
Diskriminierung, ZfDR 2022, 367 ff.

29 BaFin, Prinzipienpapier BDAI (Fn. 14), S. 8.

30 ESMA, Risk Analysis (Fn. 8), S.17.

31 Werry, Generative KI-Modelle im Visier der Datenschutzbehérden, MMR 2023, 911
(914); vgl. auch Schild, in: Wolff/Brink/v. Ungern-Sternberg (Hrsg.), BeckOK Daten-
schutzrecht, Stand: 1.11.2023, Art. 4 DS-GVO Rn. 188.

32 Langenbucher, Diskriminierung bei der Vergabe von Verbraucherkrediten?, BKR
2023, 205 (noch zum Entwurf).
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menschliche Uberpriifung der automatisierten Entscheidung, ein Recht zur
Erlduterung er Logik und der Risiken der automatisierten Verarbeitung
personenbezogener Daten und die Darlegung der Bedeutung fiir die Ent-
scheidung und ihrer Auswirkungen auf sie, ein Recht auf Darlegung des
eigenen Standpunkts sowie ein Recht auf Uberpriifung der Kreditwiirdig-
keitspriifung und der Entscheidung tiber die Kreditgewdhrung enthalten.
Ein ,Recht auf Anfechtung wie in der DSGVO ist aber nicht (mehr)
vorgesehen.?

Aber nicht nur die DSGVO im Allgemeinen und die Verbraucherkre-
ditrichtlinie 2023 speziell fiir die Kreditvergabe (siehe Art. 6 VerbrKrRL),
sondern auch die KI-Verordnung enthalten Regelungen zur Diskriminie-
rung bei Einsatz von KlI-basierten Algorithmen.3* Die KI-Verordnung hebt
insbesondere im Hinblick auf die als Hochrisikobereich eingestufte Kredit-
wiirdigkeitspriifung’ hervor, ,KI-Systeme, die zu diesem Zweck eingesetzt
werden, kénnen zur Diskriminierung von Personen oder Gruppen fithren
und historische Diskriminierungsmuster, wie etwa aufgrund der rassischen
oder ethnischen Herkunft, des Geschlechts, einer Behinderung, des Alters
oder der sexuellen Ausrichtung, fortschreiben oder neue Formen von Dis-
kriminierung mit sich bringen® (Erwédgungsgrund 58 S.6 KI-VO). Auch
die finanzinstitutsbezogene MaRisk der BaFin sieht vor, dass aufsichtlich
tiberpriift wird, ob im Rahmen einer automatisierten Kreditvergabe unzu-
lassigerweise diskriminierende Parameter eingesetzt werden.

Die BaFin hatte in einer Untersuchung von 2023 festgestellt, dass die
Kreditwirtschaft schon ldnger an einem Ausschluss von Diskriminierung
durch ein algorithmisches Verfahren arbeitet. Die Institute verwenden in-
zwischen etwa kritische Merkmale (Wohnort, Herkunft usw.) nicht mehr
als Parameter fiir ihre Risikoklassifizierungsverfahren.’¢ Allerdings geht es
dann, wenn selbstlernende Systeme eingesetzt werden, nicht nur um den
Input von Datensdtzen und Modellvorgaben, sondern auch darum, die
selbstlernenden Prozesse des Systems hinsichtlich einer Diskriminierung zu
iberwachen. Auch wenn der Dateninput nicht diskriminierend ist, besteht
die Gefahr, dass das System automatisiert-selbstlernend eine Diskriminie-
rung vornimmt. Dies gilt es zu vermeiden, was die Institute angesichts

33 Zur unklaren Bedeutung dieses Begriffs Taeger (Fn.22), Art.22 DS-GVO Rn.70;
v. Lewinski, in: Wolff et al. (Hrsg.), BeckOK Datenschutzrecht (Fn.32), Art. 22 DS-
GVO Rn. 50.

34 Langenbucher (Fn.33), BKR 2023, 205.

35 Siehe oben bei I1.2.b).

36 Kelp/Schneider, Algorithmus (Fn. 5).
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der sog. Black Box-Problematik vor erhebliche Herausforderungen stellt.
Festhalten ldsst sich aber, dass der gesamte Prozess der bankbezogenen
Automatisierung, d.h. von der Entwicklung bis zur Anwendung, dem Dis-
kriminierungsschutz unterliegt.

4. Zwischenergebnis

Die einzelnen Regelungsbereiche, die beim Einsatz von KI in Banken be-
rihrt sein konnen, unterscheiden sich elementar. Die bankenspezifischen
Regelungen sind - anders als etwa die Bestimmungen der DSGVO oder
der KI-Verordnung - jedenfalls zumeist technologieneutral. Das bedeutet,
dass deren Anwendung nicht davon abhéngig ist, ob im Einzelfall eine nur
teilweise oder eine vollstindige Automatisierung bzw. eine entsprechende
selbstlernende KI-Anwendung vorliegt. Die KI-Verordnung dagegen zeich-
net sich dadurch aus, dass sie nicht nur risikobasiert ist, sondern sich
auf bestimmte Anwendungsgebiete bezieht. Die konkreten Anwendungen
werden in Risikokategorien eingeteilt und daraus der jeweilige Grad an
Regulierungsintensitdt abgeleitet.

ITI. Einige Problembereiche der praktischen Anwendung

1. Anwendbare Bestimmungen und zustdndige Aufsichtsbehdrden

a) Anwendbare Bestimmungen

Schwierigkeiten kann den Banken beim Einsatz KI-bezogener Anwendun-
gen schon das Herausfiltern der konkret anwendbaren Normen bereiten.
Wie gezeigt, konnen sowohl bankspezifische als auch nicht-bankspezifische
Regelungen relevant sein. Dabei ist das Verhdltnis der einzelnen Regelun-
gen zueinander bislang noch voéllig unklar. Im Vorfeld erhobene Beden-
ken der Banken bzgl. einer Doppelregulierung fanden kein Gehér.” Ob
nunmehr aufgrund der zahlreichen Regulierungsansitze eine solche zu
verzeichnen ist, ist bislang soweit ersichtlich noch nicht untersucht worden.

37 Bankenverband, Positionspapier zum EU-Regulierungsrahmen fiir Kiinstliche Intelli-
genz, 8.6.2022, S. 2f,, abrufbar unter https://bankenverband.de/files/2022-08/migrati
on/files/KI_PP_final.pdf (zuletzt abgerufen am 30.10.2024).
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Auch die Regelungen selbst geben kaum Aufschluss. Zwar kniipft die
Verbraucherkreditrichtlinie von 2023 einerseits an die KI-Verordnung und
andererseits an die DSGVO an. Ein Rangverhiltnis wird jedoch nicht
festgelegt. Jedenfalls die — noch in nationales Recht umzusetzenden — Be-
stimmungen der Verbraucherkreditrichtlinie 2023 und die DSGVO sollen
wohl nebeneinander Anwendung finden (siche Erwégungsgrund 56 S.3
VerbrKrRL).3® Das scheint auch fiir das Verhdltnis der KI-Verordnung zur
DSGVO zu gelten (Erwagungsgrund 56 S.1 VerbrKrRL). Erst die konkrete
Rechtsanwendung wird aber zeigen, wo sich Uberschneidungen oder Wi-
derspriiche ergeben. Das ist nicht nur fiir die Banken im Hinblick auf zu
treffende Vorkehrungen, sondern auch fiir die Kunden in Bezug auf die
Feststellung eines Verstofles durch die Banken, misslich.

b) Zustiandige Aufsichtsbehorde

Dariiber hinaus ergibt sich das Problem der verschiedenen zustindigen
Aufsichtsbehorden in den unterschiedlichen, teilweise kumulativ betroffe-
nen Regelungsbereichen. Fiir die Aufsicht {iber die Einhaltung der bank-
spezifischen Regelungen ist die BaFin (Bundesanstalt fiir Finanzdienstleis-
tungsaufsicht) zustdndig. Das gilt etwa auch bzgl. der automatisierten Ver-
arbeitung in Art. 18 Abs. 8 VerbrKrRL 2023.

Dagegen wird die Einhaltung der DSGVO-Bestimmungen durch den
Bundesbeauftragten fiir den Datenschutz und die Informationsfreiheit bzw.
die Landesdatenschutzbeauftragten als zustdndige Behorde sichergestellt.?
Das bedeutet, dass der Begriff der automatisierten Verarbeitung iSd Art. 22
DSGVO zunichst von diesen ndher bestimmt wird. Eine Einheitlichkeit
schon allein in der Auslegung der DSGVO wird erst nach einer Klage und
in der Folge einem Vorlageverfahren vor dem EuGH erreicht sein kénnen.

Welche nationale Behorde in Bezug auf die Einhaltung der KI-Verord-
nung zustandig sein wird, ist noch offen. Hier verweist die Verordnung auf
das jeweilige nationale Recht, das eine zustidndige Behérde benennen soll.
Diskutiert wird u.a., eine neue Behorde zu schaffen, was die Zustandigkei-
ten noch weiter ,auffachern® wiirde. Problematisch erscheint dies vor allem

38 Buck-Heeb (Fn.5), BKR 2023, 143.
39 Forgd/Skorjanc, Datenschutz, in: Moslein/Omlor (Hrsg.), FinTech-Handbuch
(Fn. 4), § 15 Rn. 123.
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deshalb, weil, wie erwdhnt, das Zusammenspiel der unterschiedlichen Re-
gelungen noch nicht klar umrissen ist.40

Hinzu kommt, dass bestimmte Termini in unterschiedlichen Gesetzen
jeweils anders ausgelegt werden konnten. Das ist zwar dann unproblema-
tisch, wenn deren Sinn und Zweck jeweils ein anderer ist. Ob das aber
im vorliegenden Kontext stets der Fall ist, ist noch unklar. Als Beispiel
kann der Begrift des automatisierten Verfahrens herangezogen werden, der
im Rahmen der Verbraucherkreditrichtlinie 2023 von der BaFin und im
Rahmen der DSGVO von den oben genannten Datenschutzbeauftragten
ausgelegt wird.

Noch zusitzlich erschwert wird das Zusammenspiel der einzelnen Auf-
sichtsbehdrden dadurch, dass in der finalisierten KI-Verordnung, anders
als noch im Entwurf der Verordnung, zusitzlich die Schaffung eines sog. Al
Offices durch die EU-Kommission vorgesehen ist.! Dieses soll als Markt-
tiberwachungsbehorde bzgl. der generativen KI-Modelle (GPAI Models)
dienen (Erwigungsgrund 116 KI-VO). Da im Ubrigen nach wie vor die
nationalen Aufsichtsbehdrden zustdndig sein sollen, wird sich auch hier die
Frage nach dem Zusammenwirken der Behorden stellen.

2. Mangel einer einheitlichen Definition von KI und automatisierter
Entscheidung

Wihrend die KI-Verordnung an den Begriff der ,Kiinstlichen Intelligenz®
ankniipft, stellen andere Normen, wie die der DSGVO, der Verbraucherkre-
ditrichtlinie 2023 und der DelVO 2017/565 auf den Terminus der Automa-
tisierung ab. Ob eine ,automatisierte Entscheidung® bzw. ein ,automatisier-
tes Verfahren® stets mit ,KI“ gleichzusetzen ist, ist bislang nicht geklart.

a) Begrift der Kiinstlichen Intelligenz

Bei der Schaffung der KI-Verordnung hatte es im Vorfeld der finalen Re-
gulierung eine heftige Debatte um die Definition von ,KI“ gegeben. An
der Vorschlagsfassung der EU-Kommission wurde beméngelt, dass nahezu
jede digitalisierte Anwendung darunterfalle, die Umschreibung daher zu

40 Roth-Isigkeit, Grundstrukturen der geplanten KI-Aufsichtsbehérden — KI-Biirokra-
tie?, ZRP 2022, 187 ff.
41 Bombhard/Siglmiiller (Fn. 25), RDi 2024, 52.
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allgemein sei.*> Nunmehr ist die Definition zwar in Art.3 Nr.1 KI-VO
enger gefasst worden. Die Schwierigkeiten diirften damit jedoch noch nicht
beendet sein.** Auflerdem gibt es inzwischen zusitzlich spezielle Regelun-
gen, insbesondere Dokumentations- und Konzeptionsanforderungen, fiir
generative KI-Anwendungen (Art. 51 ff. KI-VO).4

Auch wenn der Bereich der besonders streng regulierten Hochrisiko-KI
klar umrissen wird, bleiben fiir die Rechtsanwender zahlreiche Unsicher-
heiten. Die EU-Kommission kann nachtréglich noch neue Bereiche als
Hochrisiko-KI einstufen. Erforderlich erschien dies, weil die technischen
Entwicklungen und damit das Potenzial von KI rasch voranschreiten. Fiir
den Rechtsanwender und damit auch die Banken stellt dies jedoch bei der
Implementierung von KI-Systemen einen Faktor der Rechtsunsicherheit
dar. Weitere Rechtsunsicherheit ergibt sich daraus, dass derzeit noch die
von der EU-Kommission auszuarbeitenden, konkretisierenden Leitlinien
fiir die praktische Umsetzung der KI-Verordnung fehlen (Art. 96 KI-VO).

b) Begriff der automatisierten Entscheidung bzw. des automatisierten
Verfahrens

Auch bzgl. des Begriffs der ausschliellich automatisierten Entscheidung
iSd DSGVO bestehen noch Unsicherheiten.*> Das liegt u.a. daran, dass
die Grenzen zwischen klassischen und damit ,noch nicht vollkommen au-
tomatisierten und ,automatisierten® Verfahren fliefend sind.*¢ Das Verbot
des Art. 22 Abs.1 DSGVO gilt aber nur dann, wenn die Entscheidung ,aus-
schlieflich® auf einer automatisierten Verarbeitung beruht und nicht nur
als Grundlage einer menschlichen Entscheidung dient.#” Immerhin besteht
im Schrifttum Einigkeit dariiber, dass das Vorliegen einer ausschliefllich

42 Steege, Definition von Kiinstlicher Intelligenz in Art.3 Nr.1 KI-VO-E, MMR 2022,
926 (9271t.); Roos/Weitz, Hochrisiko-KI-Systeme im Kommissionsentwurf fiir eine
KI-Verordnung, MMR 2021, 844 (850); Hacker/Benz, Der Al Act der Européischen
Union - Uberblick, Kritik und Ausblick, ZRP 2023, 226 (227).

43 Positiver Bomhard/Siglmiiller (Fn. 25), RDi 2024, 45.

44 Bombhard/Siglmiiller (Fn. 25), RDi 2024, 50 f.

45 Buck-Heeb (Fn.5), BKR 2023, 139f. mw.N.; Horstmann/Dalmer, Automatisierte
Kreditwiirdigkeitspriifung, ZD 2022, 260 ff.; Forgd/Skorjanc, Datenschutz (Fn. 40),
Rn. 88 ff.

46 Vgl. BaFin, Prinzipienpapier BDAI (Fn. 14), S. 3.

47  Ashkar (Fn. 21), ZD 2023, 530.
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automatisierten Entscheidung nicht dadurch vermieden werden kann, dass
eine blofl formale menschliche Mitwirkungshandlung erfolgt.*® Auch wird
einhellig davon ausgegangen, dass blofle Programmablaufplane oder ande-
re Ablaufdiagramme als Algorithmen im engeren Sinne nicht unter Art. 22
DSGVO fallen.#

Vorausgesetzt wird im Schrifttum eine ,ernstzunehmende fachliche in-
haltliche Uberpriifung durch eine natiirliche Person>® Wann aber der
menschliche Entscheidungsspielraum so weit eingeengt ist, dass eine ,aus-
schliellich automatisierte Entscheidung” vorliegt, ist mangels entsprechen-
der Judikatur unklar.”

Eine weitere Voraussetzung fiir das Verbot der automatisierten Entschei-
dungsfindung nach Art.22 Abs.1 DSGVO ist, dass die Entscheidung der
betroffenen Person gegeniiber ,rechtliche Wirkung entfaltet oder sie in
ahnlicher Weise beeintréachtigt® Dabei werden im Schrifttum unterschied-
liche Ansichten vertreten, wann eine solche rechtliche Wirkung gegeben
sein soll.>2 In der Verbraucherkreditrichtlinie 2023 wird eine vergleichbare
rechtliche Wirkung nicht verlangt.

Ob der Begriff der ,automatisierten Verarbeitung® der Verbraucherkre-
ditrichtlinie 2023 identisch zu verstehen ist wie derjenige der ,automati-
sierten Entscheidung® bzw. ,automatisierten Verarbeitung® der DSGVO,
ist bislang noch offen. Das Verhiltnis der beiden Regelungen wird nicht
klargestellt, sondern lediglich in Erwagungsgrund 56 S.3 VerbrKrRL da-
rauf hingewiesen, die in der Richtlinie zugestandenen Rechte bzgl. einer
automatisierten Verarbeitung sollten ,unbeschadet® der DSGVO gewidhrt
werden. Auch wenn dies fiir ein Nebeneinander der Bestimmungen spricht,
fragt sich, wie mit Fallen der faktischen Doppelregulierung umzugehen ist.
Das ist insbesondere vor dem Hintergrund der Zustandigkeit unterschiedli-
cher Aufsichtsbehorden® zu sehen.

Das Verhaltnis der Verbraucherkreditrichtlinie 2023 zur KI-Verordnung
wird in Erwagungsgrund 56 S.1 VerbrKrRL nur kurz gestreift. In Bezug auf
die Bewertung der Kreditwiirdigkeit wird die KI-Verordnung erwéhnt, oh-
ne dass aber nahere Hinweise zum Verhiltnis dieser Vorschriften erfolgen.

48 Horstmann/Dalmer (Fn. 46), ZD 2022, 262.

49 v. Lewinski (Fn. 34), Art. 22 DS-GVO Rn. 22.

50 Taeger (Fn.22), Art.22 DS-GVO Rn. 29.

51 v. Lewinski (Fn.34), Art. 22 DS-GVO Rn. 25.1.

52 Taeger, Externes Scoring als ,automatisierte Entscheidung im Einzelfall“ iiber eine
Kreditgewidhrung, BKR 2024, 41 (43 £.); Buck-Heeb (Fn. 9), WM 2023, 1631 1.

53 Siehe oben bei IIL.1b).

68

hittps://doLorg/10.5771/5783748040893-55 - am 16.01.2026, 00:08:01. https://www.Inllbra.com/de/agh - Open Access - (- I


https://doi.org/10.5771/9783748949893-55
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

Diskriminierungsschutz bei Einsatz von KI im Bankbereich

¢) Abgrenzungen

Eine KI bzw. eine automatisierte Entscheidung ist fiir zahlreiche Regelun-
gen von der blolen ,einfachen® Anwendung von KI-Systemen abzugrenzen,
bei denen das eingesetzte System ein lineares ,Wenn-Dann-Schema“ eines
vom Menschen festgelegten Algorithmus abarbeitet. In diesem Fall wird
jedenfalls nicht von einer ,ausschliefllich automatisierten Entscheidung®
bzw. Verarbeitung iSd DSGVO gesprochen werden kdnnen. Hier trifft ndm-
lich nicht das System auf der Basis von selbstlernenden Mechanismen eine
Entscheidung, sondern der Mensch gibt diese abstrakt-verbindlich vor.

Anders ist das bei einer KI, die autonom ihren Algorithmus und damit
den Weg vom Input zum Output schreibt. Sie basiert lediglich auf vom
Menschen zur Verfiigung gestellten Daten, aus denen sie Muster erkennt
und selbst ,lernt®, das vordefinierte Ziel zu erreichen und zudem den Algo-
rithmus kontinuierlich fortzuschreiben.>*

3. Transparenz und Erkldrbarkeit von KI

In Bezug auf die von Banken eingesetzten KI-Systeme betonen die BaFin
und die ESMA die Notwendigkeit der Erkldrbarkeit der KI (,explainable
AI“ oder ,XAI“).> Eine sog. Black Box wird nicht akzeptiert. XAI-Tech-
niken sieht die Aufsicht hinsichtlich der Abmilderung der ,Blackbox“-Ei-
genschaft der Systeme positiv, allerdings wird einschrankend angemerkt,
dass diese Ansitze selbst ebenso Modelle mit Annahmen und Schwichen
darstellten.>® Die Verantwortung fiir die Erklarbarkeit wird dem jeweiligen
Institut zugewiesen.”” Konnen die einzelnen Schritte der KI nicht erklart
werden, geht dies zu deren Lasten. Nach Ansicht der BaFin miissen ,zu-
mindest Einblicke in die Funktionsweise des Modells und die Griinde fiir

3

Entscheidungen erzielt werden konnen“3® In ihrer Risikotibersicht fiir 2024

54 Hoeren/Niehoff, KI und Datenschutz - Begriindungserfordernisse automatisierter
Entscheidungen, RW 2018, 47 (58).

55 BaFin, Prinzipienpapier BDAI (Fn. 14), S. 9 f.; ESMA, Risk Analysis (Fn. 8), S. 11 1.

56 BaFin, Big Data und Kiinstliche Intelligenz, 1.9.2022, abrufbar unter https://www.bafi
n.de/DE/Aufsicht/FinTech/InnovativeFinanztechnologien/BDAI/BDAI_artikel.html
(zuletzt abgerufen am 30.10.2024).

57 Siehe Buck-Heeb (Fn.9), WM 2023, 1629.

58 BaFin, Big Data trifft auf Kiinstliche Intelligenz, 15.6.2018, S. 13, S.175.
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weist die BaFin nochmals darauf hin, dass KI-Modelle nur eingesetzt wer-
den diirfen, ,wenn solche fehlende Nachvollziehbarkeit vermieden wird“>®

Die ESMA sieht das ebenso, betont hierbei aber auch die Notwendigkeit,
die richtige Balance zwischen den unterschiedlichen Interessen zu finden.5°
Wie weit die Erklarbarkeit gehen soll, ist bislang noch nicht genau umris-
sen.

Auch auflerhalb des Zustdndigkeitsrahmens der Finanzaufsichtsbehorde
spielt die Erkldrbarkeit von KI eine erhebliche Rolle. So enthalten die
Art. 12ff. DSGVO, insbesondere Art.13 Abs. 2 lit.f DSGVO, bei automati-
sierter Entscheidungsfindung bestimmte Informationspflichten gegeniiber
dem jeweils Betroffenen. Erklarbarkeit meint hier die Verstandlichkeit und
Nachvollziehbarkeit fiir diesen. Informiert werden soll nach einer Ansicht
nicht nur iiber die technischen Schritte der Datenverarbeitung bzw. der
Verarbeitung von Trainingsdaten, sondern auch iiber den Anwendungszu-
sammenhang und die Auswirkungen der KI-gestiitzten Ergebnisse auf den
Einzelnen.5!

Nach h.M. bedeutet jedoch eine aussagekriftige Information zur invol-
vierten Logik nicht, dass der Algorithmus selbst mitzuteilen ist.> Die
Reichweite der Informationspflicht und damit, welche genauen Anforde-
rungen an die Erklarbarkeit des jeweiligen Systems zu stellen sind, ist
im Schrifttum heftig umstritten. Schwierigkeiten bereitet die Konkretisie-
rung der gesetzlichen Vorgaben insbesondere im Hinblick auf die hier zur
Diskussion stehenden selbstlernenden Algorithmen, da diesen naturgemaf3
aufgrund der eigenstandigen Rechenoperationen ein gewisses Maf§ an Un-
vorhersehbarkeit innewohnt.®

Als in der Praxis problematisch erweist sich zudem, dass gemafd Art. 12
Abs.1 DSGVO die Informationen ,in préziser, transparenter, verstandlicher
und leicht zugénglicher Form in einer klaren und einfachen Sprache® erteilt

59 BaFin, Risiken im Fokus der BaFin 2024, abrufbar unter https://www.bafin.de/Shar
edDocs/Downloads/DE/RIF/Risiken_im_Fokus_2024.pdf;jsessionid=BIFB3CB58
FDOF61DAFE9DE28D9EA2F74.internet942?__blob=publicationFile&v=6 (zuletzt
abgerufen am 30.10.2024).

60 ESMA, Risk Analysis (Fn. 8), S.11f.

61 So Baumgartner/Brunnbauer/Cross (Fn. 21), MMR 2023, 544.

62 Paal, in: ders./Pauly (Hrsg.), DS-GVO - BDSG, 3. Aufl., Miinchen 2021, Art. 13 DS-
GVO Rn. 31b.

63 Vgl. Kide/v. Maltzan, Die Erklarbarkeit von Kiinstlicher Intelligenz (KI) — Entmysti-
fizierung der Black Box und Chancen fiir das Recht, CR 2020, 66 ff.; vgl. auch Bdcker,
in: Kithling/Buchner (Hrsg.), DS-GVO, BDSG - Kommentar, 4.Aufl., Miinchen
2024, Art. 13 DS-GVO Rn. 52 ff.

70

hittps://doLorg/10.5771/5783748040893-55 - am 16.01.2026, 00:08:01. https://www.Inllbra.com/de/agh - Open Access - (- I


https://www.bafin.de/SharedDocs/Downloads/DE/RIF/Risiken_im_Fokus_2024.pdf;jsessionid=B1FB3CB58FD0F61DAFE9DE28D9EA2F74.internet942?__blob=publicationFile&v=6
https://www.bafin.de/SharedDocs/Downloads/DE/RIF/Risiken_im_Fokus_2024.pdf;jsessionid=B1FB3CB58FD0F61DAFE9DE28D9EA2F74.internet942?__blob=publicationFile&v=6
https://www.bafin.de/SharedDocs/Downloads/DE/RIF/Risiken_im_Fokus_2024.pdf;jsessionid=B1FB3CB58FD0F61DAFE9DE28D9EA2F74.internet942?__blob=publicationFile&v=6
https://doi.org/10.5771/9783748949893-55
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb
https://www.bafin.de/SharedDocs/Downloads/DE/RIF/Risiken_im_Fokus_2024.pdf;jsessionid=B1FB3CB58FD0F61DAFE9DE28D9EA2F74.internet942?__blob=publicationFile&v=6
https://www.bafin.de/SharedDocs/Downloads/DE/RIF/Risiken_im_Fokus_2024.pdf;jsessionid=B1FB3CB58FD0F61DAFE9DE28D9EA2F74.internet942?__blob=publicationFile&v=6
https://www.bafin.de/SharedDocs/Downloads/DE/RIF/Risiken_im_Fokus_2024.pdf;jsessionid=B1FB3CB58FD0F61DAFE9DE28D9EA2F74.internet942?__blob=publicationFile&v=6

Diskriminierungsschutz bei Einsatz von KI im Bankbereich

werden miissen. Ob und inwiefern sich aus der Herausgabe aussagekrafti-
ger Informationen tiber die involvierte Logik (vgl. auch Art.15 Abs.1 lit. h
DSGVO) ein Recht auf Erklarung (,right to explanation®) ergibt und was
ein solches dann umfassen soll, ist im Schrifttum ebenso heftig umstrit-
ten.%* Einschldgige Rechtsprechung liegt soweit ersichtlich bislang nur in
Ansatzen vor.

Dass es sich dabei nicht nur um theoretische Erwagungen handelt, zeigt
das Beispiel der DKB, die wegen Verletzung dieser Regelung im Jahr 2023
ein Bufigeld in Hohe von 300.000 EUR zahlen musste. Die Bank hatte sich
einem Kunden gegeniiber geweigert, nachvollziehbar darzulegen, weshalb
sein online gestellter Kreditkartenantrag abgelehnt wurde. Dabei war die
Besonderheit, dass fiir die Priifung des Antrags ein Algorithmus verwendet
wurde, der anhand vorgegebener Parameter entschied.®

Ein Recht auf Erkldrbarkeit hatte das EU-Parlament auch im Hinblick
auf die KI-Verordnung in seinem Vorschlag vom Sommer 2023 verlangt.5®
Bemingelt worden war, dass die Verordnung nicht die Mafistdbe fiir die
Erklarbarkeit von KI regele und festlege, wann eine algorithmische Diskri-
minierung vorliege.%” Festhalten ldsst sich jedenfalls, dass die gesetzgeberi-
schen Vorgaben im Hinblick auf eine Nachvollziehbarkeit bzw. Erklarbar-
keit von KI-gestiitzten Entscheidungen noch sehr ungenau sind, sodass fiir
die Anwender eine grofie Rechtsunsicherheit herrscht.

IV. Zivilrechtliche Haftung

Den oben angefithrten Rechtsunsicherheiten kommt auch im Kontext einer
moglichen zivilrechtlichen Haftung der Banken erhebliche Bedeutung zu.
Abgesehen von einer Schadensersatzhaftung aus Art. 82 DSGVO, wird es

64 Vgl. Franck, in: Gola/Heckmann (Hrsg.), DS-GVO, BDSG - Kommentar, 3. Aufl.,
Miinchen 2022, Art. 15 DS-GVO Rn. 18.

65 Kuhn, Warum die DKB fiir den Einsatz von Kiinstlicher Intelligenz 300.000 Euro
Strafe zahlen muss, Wirtschaftswoche v. 2.6.2023, abrufbar unter https://www.wiwo.d
e/technologie/digitale-welt/bussgeld-wegen-datenschutzverstosses-warum-die-dkb-f
uer-den-einsatz-von-kuenstlicher-intelligenz-300-000-euro-strafe-zahlen-muss/29184
396.html (zuletzt abgerufen am 30.10.2024).

66 Becker/Feuerstack, Der neue Entwurf des EU-Parlaments fiir eine KI-Verordnung,
MMR 2024, 22 (26).

67 Ebers, Kontroverse KI-Verordnung, NJW Editorial v. 20.5.2021, abrufbar unter https:/
/rsw.beck.de/aktuell/daily/magazin/detail/kontroverse-ki-verordnung (zuletzt
abgerufen am 30.10.2024).
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dabei vor allem um eine deliktische Haftung gehen. Mit dem Entwurf einer
KI-Haftungsrichtlinie®® sind schon erste Ansitze einer gesetzlich verordne-
ten Beweiserleichterung in der Diskussion. Im Zentrum der Uberlegungen
wird bei der Deliktshaftung stehen, welche der o.g. Normen ein zivilrechtli-
ches Schutzgesetz iSd § 823 Abs. 2 BGB sein konnen. Das wird insbesonde-
re unter dem Gesichtspunkt der Diskriminierung zu iiberlegen sein. Auch
unter diesem Aspekt ist der konkrete Anwendungsbereich dieser bank-
bzw. KI-bezogenen Regelungen elementar. Da die Diskussion hierzu erst
am Anfang steht, ergibt sich sowohl fiir die Banken als auch die Kunden
Rechtsunsicherheit.

V. Restimee

Schon an den aufgefiihrten exemplarischen Schwierigkeiten im praktischen
Umgang mit den KI-bezogenen Regelungen zeigt sich, dass die deutschen
Banken beim Einsatz von KI-Systemen nicht nur technische Hiirden iiber-
winden miissen. Vielmehr stehen sie vor der Herausforderung, auch die
rechtlichen Anforderungen zu meistern. Hier gilt es, so weit wie mdoglich
ein sicheres rechtliches Umfeld zu schaffen, damit die deutschen Banken
im internationalen Wettbewerb nicht noch weiter aufien vor bleiben. Un-
streitig ist, dass KI das Potenzial hat, das Banking in all seinen Facetten
grundlegend neu zu gestalten. Insofern gilt insbesondere fiir den KI-Einsatz
das, was einer der BaFin-Direktoren in einem Kurzkommentar treffend
angemerkt hat: ,Eines wird immer bleiben: die Veranderung“®°

68 COM/2022/496 final vom 28.9.2022.

69 BaFin, ,Eines wird immer bleiben: die Verdnderung®, BaFinJournal v. 31.8.2023, ab-
rufbar unter https://www.bafin.de/SharedDocs/Veroeffentlichungen/DE/Fachartikel
/2023/fa_bj_2308_Kurzkommentar_Grund_VA_Jahreskonferenz_2023.html (zuletzt
abgerufen am 30.10.2024).
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