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Artificial Intelligence (AI) is a notion that has stimulated both the imagi-
nation and the engineering efforts of generations. Currently, however, AI
predominantly refers to an ensemble of technologies and applications that
digitally compute very large and heterogeneous data sets in a way that
seems to mimic human intelligence, although it actually works very dif-
ferently (Datenethikkommission 2019). This ensemble is a subset of tech-
nologies based on sophisticated algorithms, i.e. sets of instructions, given
to and executed by computers (Buiten 2019: 49). Algorithms are associated
with intelligence when they are complex enough to learn, i.e. to modify their
own programming in reaction to data (Buiten 2019: 49–50; Datenethikkom-
mission 2019: 273). Such machine-learning algorithms encompass a number
of classes, among them artificial neural networks. Although the concept for
this class of algorithms was inspired by the structure of neural networks in
the brain, they do not actually model a brain or even a part of it. With regard
to specific, clearly demarcated tasks related to the identification of patterns
in large amounts of data, they perform much better than the human brain
thanks to their implementation of advanced statistics to find patterns in
data.

Artificial neural networks lend themselves to a great variety of applica-
tions, from natural-language processing to autonomous driving. Their utility
is based on predictions that are derived from the patterns they find in large
amounts of data. Consequently, artificial neural networks are expected to
be superior instruments in predicting risks. In mid-August 2020, a search
on Google Scholar for the combined keywords “risk prediction” and “ma-
chine learning” returned about 19,800 results. A scan of the first 150 re-
sults, sorted by relevance as determined by the Google algorithm, indicates
a great variety of risks that machine learning algorithms are expected to
predict better than previous methods. Various applications in medicine are
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especially prominent, ranging from the risk prediction of specific diseases
to the risk of particularly severe progressions of a disease and mortality.
Other risks addressed with machine learning algorithms include aviation
incidents, city traffic accidents, delays in construction projects, problems
with supply chains, urban flood risks, driving behavior, criminal behav-
ior, bankruptcy and suicide attempts. Substituting “artificial intelligence”
for “machine learning” in the search leads to fewer results (around 10,600)
but similar applications.

Most of these applications seem completely benign and extremely useful.
Moreover, they seem to carry forward existing practices of risk calculation
to render an uncertain future more predictable. At the heart of risk calcu-
lation is a promise of tamed contingency. Statistical techniques deal with
the occurrence of events. In this context, prediction is not necessarily fo-
cused on avoiding future events based on knowledge of past events, but
on managing their consequences (Aradau/Blanke 2017: 375–78). Prediction
does not focus on concrete situations deemed undesirable or even danger-
ous; rather, it is about identifying a complex of risk factors, each indicating
an increased likelihood that an undesirable event might occur (Makropou-
los 1990: 421). In the case of work accidents, for example, risk calculation
is not about preventing any specific accident, but about managing the phe-
nomenon of infrequent but regularly occurring accidents. This phenomenon
becomes observable only through statistics. The key to managing it is in-
surance, which is based on predicting the frequency of accidents (O’Malley
2009: 32–33). The specific conditions of insurance may take a number of
factors into account, such as employees’ skill level, work-specific training or
the quality and maintenance of technological equipment. Importantly, these
risk factors are abstract and detached from any particular individual who
might be in danger or endanger others (Castel 1991). Similarly, crime statis-
tics render an uneven distribution of crime observable, in terms of both
socio-demographics of perpetrators and victims and geographical distribu-
tion of crime scenes. The knowledge produced in this way then may inform
specific interventions directed towards the collectives identified as being at
risk.

Risk analysis has not been limited to the prediction of events for which
statistical records exist or are feasible in principle. Risk models for extremely
rare events such as nuclear power plant failures cannot draw on statistical
data. They replace these with expert judgements, which assign probabili-
ties to various events based on past research and experience. Since ma-
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chine learning needs large amounts of training data, AI applications would
seem less promising for the risk analysis of rare technological or natural
hazards. Researchers still expect them to be better in terms of predictive
accuracy and/or computational burden, provided they take into account the
challenges related to the nature of available data (Guikema 2020). Yet the
greatest impact of machine learning on the management of contingency is
expected in fields of application where statistics have played a large role in
the past.

From the point of view of computer science, machine-learning algo-
rithms are, like statistical procedures, probabilistic. There are also social
scientists who see AI applications mainly as a continuation and intensifica-
tion of contingency management based on statistical knowledge. Yet others
point out that the developments actually amount to a break with this gov-
ernance tradition. Rouvroy and Berns (2013) stress the amassment of data
that are processed in search of correlations, resulting in data profiles. Pro-
files resemble combinations of risk factors in that they constitute knowledge
that abstracts from the individual and enables predictions about individuals
based on this abstraction. However, de Laat (2019: 322) emphasizes that the
combination of massive amounts of data and AI re-introduces a focus on the
individual. Conceptually, it would imply the end of insurance, which man-
ages the uncertainty of the individual case (accident yes/no, illness yes/no,
joblessness yes/no) by transforming it into a risk that characterizes a col-
lective. Statistics does not reveal individualized risks, but AI is supposed to
be able to do just that (Barry/Charpentier 2020). Provided machine-learning
algorithms have access to sufficient amounts of individual-level data, they
promise to predict for the individual whether they will or will not have an
accident, lose their job or commit a crime.

Such potential does not necessarily mean that the technology will actually
be used in that way. Firstly, individual-level data are more readily available in
some cases than in others. In the case of insurance, for example, it is easier to
gather large amounts of individual-level data deemed pertinent to the risk of
having a car accident than to the risk of developing cancer. Driving behavior
is a clearly circumscribed activity, many aspects of which can be measured
by telematics devices built into cars themselves. By contrast, health-related
behavior is much more diverse and less easily captured, although people who
opt to use health apps also provide a plethora of individual-level information.

Secondly, established organizational structures and practices may block
or dilute the application of AI for individual risk assessment. Barry and
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Charpentier (2020) demonstrate that car insurance products have (so far)
changed much less than the availability of relevant behavioral data and ma-
chine learning might suggest. Although new variables based on such data
are added to existing classifications of drivers, which become more refined
as a result, classification itself is maintained. In other words, risks are not
individualized. This is perhaps not surprising, considering that fully-indi-
vidualized risk would amount to predicting individual accidents with high
certainty, thus undermining the fundamental concept of insurance. At the
very least it would lead to very high and thus unaffordable insurance rates for
high-risk individuals and challenge the business model of insurance com-
panies (ibid: 9).

Thirdly, however, potential applications may not be implemented due to
profound concerns about their possible wider consequences. That means AI
itself would be considered (too) risky. It is this perspective on AI applications
as a possible risk that the following sections will discuss. Their aim is to
explore how the prominence of thinking in terms of risks does not only feed
into the promise of AI but also informs and delimits reflections about the
(un-)desirability of AI applications.

Risky AI

The 2020 European Commission’s White Paper on Artificial Intelligence
states that AI “can also do harm. This harm might be both material (safety
and health of individuals, including loss of life, damage to property) and
immaterial (loss of privacy, limitations to the right of freedom of expres-
sion, human dignity, discrimination for instance in access to employment),
and can relate to a wide variety of risks” (European Commission 2020: 10).
In recent years, strands of research and public activism have converged
towards highlighting ways in which machine-learning applications pose
risks – to individuals, certain groups or even democratic society as we know
it. At a time when advances in machine learning constantly seem to open
up new possible applications, the uncertainty about its social implications
has grown.

Anxieties and fears are not focused on safety with regard to possible
technological disasters, like the 1984 chemical release at Bhopal or the 1986
Chernobyl nuclear catastrophe, or the possible normalcy of accidents (Per-
row 1984). Nor do they concern unforeseen impacts on biological systems and
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the well-being of individuals or ecologies when new substances or modified
organisms are released into the environment (Wynne 2001). This does not
mean that there are no safety concerns when it comes to applications of AI.
The possibility of malfunction is in fact an ongoing concern for engineers
and computer scientists using AI applications. For example, the so-called
deep learning of artificial neural networks is about identifying patterns in
training data and then using the trained model to classify unfamiliar data.
However, the way in which a model arrives at its classifications is com-
pletely different from human cognition and thus not (easily) interpretable.
This opens up the possibility of misclassification in cases that a human would
find self-evident. When such errors occur, engineers face particular difficul-
ties in understanding and controlling them because they are the result of
a type of data-processing that defies human logic. Moreover, small changes
to input data that humans are unable to recognize may alter the output
completely (Campolo/Crawford 2020). Malicious attackers could make use
of such adversarial examples to deliberately cause malfunctions, for exam-
ple in the computer vision and collision avoidance systems of autonomous
cars, resulting in accidents and loss of lives (Garfinkel 2017).

Accordingly, the European Commission’s White Paper on Artificial Intel-
ligence demands clear safety provisions in connection with AI applications,
which are deemed necessary to protect not only individuals from harm but
also businesses from legal uncertainty about liability (European Commission
2020: 12). This poses particular challenges, not only because autonomous
behavior is the promise and selling point of certain AI systems. Most AI
systems also use at least some components and software code not created
by the AI developers themselves but drawn instead from open-source soft-
ware libraries. The complex interactions of different software and hardware
components can render the detection of failures and malfunctions as well as
their attribution to specific components and thus to producers or creators
extremely difficult (Scherer 2015: 369–73).

Yet different from cases like nuclear energy or genetic engineering, there
are concerns apart from health hazards and the survival of human beings or
other living creatures. Wider societal implications of AI ensuing from ap-
plications that may operate perfectly in terms of reliability and safety take
center stage. The European Commission’s White Paper is explicit in this re-
gard when it declares “AI based on European values and rules” (European
Commission 2020: 3) as the goal of a common European approach to AI.
That implies the technological feasibility of AI based on other, or possi-
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bly no, values. The explicit reference to values acknowledges that “AI is not
merely another utility that needs to be regulated only once it is mature;
it is a powerful force that is reshaping our lives, our interactions, and our
environments” (Cath et al. 2018: 508).

The recognition that values are at stake when AI is designed and applied
is reflected in the fact that the most prominent symptom of uncertainty
about its societal consequences is the call for AI ethics and an abundance
of science- or industry-led ethical guidelines (Hagendorff 2020). Calls for
ethical, trustworthy, responsible or beneficial AI all appeal to ethical princi-
ples to delineate what AI applications should do and what they should not
do (Jobin et al. 2019: 392–94). Comparing AI to other technologies perceived
as risky, the ubiquitous recourse to ethics may come as a surprise. Critics
see it as an attempt to avoid government regulation and as lacking any sig-
nificant impact on the individuals and companies developing and applying
AI (Greene et al. 2019; Hagendorff 2020). Yet it may also indicate that the
risks of AI are seen as different from and as less well-defined than the risks
posed by previous technologies.

Jobin et al. (2019) identify transparency, justice and fairness, responsi-
bility and accountability as well as privacy as the most common ethical val-
ues and principles to which private companies, governments, academic and
professional bodies and intergovernmental organizations refer in their doc-
uments on AI ethics. Non-maleficence, including the general call for safety
and security, is also an ethical principle towards which many statements and
guidelines on AI ethics converge (ibid: 394). However, this apparent conver-
gence is contradicted by the many differences in how these principles are
interpreted in the documents and which measures are proposed to realize
them (ibid: 396). More precisely, questions of implementation and oversight
are typically not even addressed. In another review of AI ethics guidelines,
Hagendorff (2020) notes that technical solutions are increasingly available
to satisfy certain interpretations of principles such as accountability, pri-
vacy and fairness. ‘Explainable AI’, ‘differential privacy’ and tools for bias
mitigation are all technical approaches to render AI applications compati-
ble with corresponding values. Yet other values, for example sustainability
or the integrity of democratic political processes, are conspicuously absent
from AI ethics guidelines, possibly because technological fixes seem out of
reach (ibid: 104–5).

Greene et al. (2019) focus on seven high-profile statements on AI ethics
and their common underlying assumptions that connect values, ethics and
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technologies. They highlight that these statements frame ethical design and
oversight as matters for primarily technical, and secondarily legal, experts
(ibid: 14). Although the statements recognize the role of values in designing
AI applications, they never question the development of such applications in
principle, thus implying a technological determinism that inevitably leads to
more and more AI (ibid: 15–16). Uncertainty about particular consequences
of AI thus contrasts with certainty about the necessity and inevitability of
AI in general. The overall narrative regarding possible negative effects of AI
that “[p]oor ethics lead to bad designs, which produce harmful outcomes”
(ibid: 17) also suggests that ethics guidelines can reduce (or even eliminate)
the uncertainty about consequences of AI.

The distinction between ethical and unethical AI is thus linked to the
possibility of risks, but the exact nature of this link remains unclear. There
are a number of “potential risks, such as opaque decision-making, gender-
based or other kinds of discrimination, intrusion in our private lives or being
used for criminal purposes” (European Commission 2020: 1) that AI entails.
Obviously, unethical AI would ignore these risks and therefore likely lead to
rights violations. It is less clear, however, whether ethical AI is expected to
eliminate, minimize or just somewhat reduce these risks.

Again, the comparison to concerns about safety is instructive. Safety is
itself a value that is somewhat more specified than non-maleficence as a
guiding ethical principle. Yet there is no completely safe technology. Acci-
dents happen, which was precisely the reason why the instrument of in-
surance, based on statistical calculation of risks, developed (O’Malley 2009).
Without the possibility to calculate risks or rationally assess them in some
other way (Collier 2008), the notion of risk is hardly more than an empty
signifier for the many things that can go wrong.

In sum, expectations of ethics appear to be very high when it comes to
dealing with the risks of AI. Disappointment seems almost inevitable. Ethics
is presented as a soft version of legal regulation although it cannot ensure
compliance and consequently is no functional equivalent to law (Rességuier/
Rodrigues 2020). In line with the focus on ethical principles, the implied
notion of AI risks is very broad. It denotes potential for the realization of
unwanted, negative consequences (Tierney 1999: 217), which remain unspec-
ified but whose negativity would derive from a violation of values.
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Quantification and Standardization

Any attempt at a risk-based regulation of AI applications would require a
level of concretization that at least renders risk estimates feasible. Consid-
ering the close link between the concept of risk, statistical thinking and
thus quantification, it is perhaps no surprise that one approach to render-
ing ethical principles concrete and actionable is the search for quantifiable
measures of how well AI systems perform in this regard. However, artificial
neural networks already pose challenges to attempts to quantify the un-
certainty with which they make their predictions (Begoli et al. 2019). There
are uncertainties regarding the training data, i.e. how well they represent
the phenomenon in question and how accurate the data have been labelled.
There are further uncertainties about the chosen AI model, namely how well
it fits the purpose, in terms of performance characteristics and model limi-
tations. There are also uncertainties with regard to what appropriate tests of
the trained model should look like (Begoli et al. 2019: 21; Buiten 2019: 51–53).
While interpretability of models would minimize many of these epistemic
uncertainties, there is a trade-off with performance in terms of predictive
accuracy.

These difficulties notwithstanding, computer scientists have made var-
ious proposals to not only measure performance in the narrow sense, but
also characteristics such as fairness, i.e. the extent to which models produce
equal, non-discriminatory outcomes for different groups. The more techni-
cal of such proposals do not even address the huge gap between fairness
as an ethical principle or abstract value and the proposed quantitative mea-
sure (e.g. Speicher et al. 2018). Others stress that judgements about fairness
are always context-dependent trade-offs with other values and principles;
they limit the possible benefit of fairness measurement to providing a base-
line of quantitative evidence that may enter into the deliberation of courts
about specific cases (Wachter et al. 2020). Normative questions are thereby
delegated to the judiciary and the legal framework already in place.

However, if the notion of immaterial risks is taken seriously, such risks
might extend beyond provisions within the existing legal framework, which
implies that the judiciary might also be incapable of bridging the gap be-
tween normative principle and the minimization or mitigation of harm.
In fact, it is the anticipation of this possibility that triggered the demand
for ethical guidelines in the first place. A particularly ambitious attempt
towards a concretization of such guidelines comes from the AI Ethics Im-
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pact Group (2020), led by the Bertelsmann Stiftung and VDE (Verband der
Elektrotechnik Elektronik Informationstechnik). Their approach to an oper-
ationalization of AI ethics is two-pronged. On the one hand, they propose
how to specify values and translate them into observables, resulting in a
context-independent AI Ethics label for AI systems. On the other hand, they
propose classifying the application context of AI systems in terms of a risk
matrix, the idea being that riskier application contexts require higher ethical
standards.

The proposal highlights both the rationale and the limits of address-
ing uncertainty about consequences of AI in terms of values and risks. The
context-independent ethics rating is based on an incremental translation of
abstract values into criteria, indicators and finally observables. It requires
that values are first defined, then rendered measurable and balanceable. As
the proposal emphasizes, it is “not possible to logically deduce criteria or
indicators from values but to argue for these in deliberative processes” (AI
Ethics Impact Group 2020: 17). The proposal abstains from specifying the
participants in such deliberations but suggest that these “normative deci-
sions should be made in a scientific and technically informed context” (ibid:
16). The deliberations are supposed to result in a clear picture of “an AI
system’s ethical characteristics” (ibid: 31).

For the complementary classification of application contexts, the pro-
posal foresees regulators as the decision-makers (ibid: 39), at the same time
calling for “the participation of stakeholders with a broad, interdisciplinary
perspective” (ibid: 37). The authors propose a risk matrix that distinguishes
classes of applications depending on how much potential harm an AI system
could cause and how much those negatively affected depend on the AI sys-
tem. As the proposal readily admits, the two dimensions are hardly separate
since “correlations between the dimensions arise depending on the weight of
individual aspects in the internal composition” (ibid: 37); furthermore, both
dimensions demand value judgements and in particular the resolution of
value conflicts. Moreover, there may be thresholds beyond which even very
low-probability risks are deemed unacceptable (ibid: 37).

In sum, the notion of risk underlying this proposal has little to do with
risk as a calculative technique. The repeated call for stakeholder involvement
and the emphasis on deliberation and values indicate that the potential
harm of AI applications cannot be predicted based on calculations. Yet the
ambition is to arrive at a somewhat standardized assessment of AI that goes
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beyond case-by-case decisions about which applications are acceptable and
which are not.

Lesson Learnt?

The emphasis on the role of values and the need for ethical principles
amounts to a dream come true for many social scientists focusing on risk
assessment and risk management. It seems that the approach to risks of AI
has been greatly informed by analyses of the shortcomings that troubled and
derailed earlier attempts to assess and manage technological risks. About
20 years ago, Wynne (2001: 446) was still showing evidence of a categorical
distinction between risk concerns and ethical concerns in relation to genet-
ically-modified organisms (GMOs). While scientific expertise was supposed
to deal with the former, vaguely informed and more emotional lay publics
were prone to focus on the latter, in keeping with institutionalized expecta-
tions about the separation of risk and ethics. Around the same time, Jasanoff
(1999: 140–45) pointed out how formal risk assessment is a particular type
of expert knowledge, with taken-for-granted yet contingent assumptions
about causation, agency and uncertainty. According to her, it understands
causation of harms as mechanistic, locates the sources of risk in inanimate
objects and renders the cultural and political origins of uncertainty invisible
by translating it into formal quantitative language. Jasanoff at least detected
the emergence of a different conception of risk-based regulation that would
conjoin scientific analysis with political deliberation, encourage feedbacks,
recursion and revision based on experience, and acknowledge that the reg-
ulatory process is ultimately about decision-making and not science (ibid:
149–50).

At first sight, approaches to AI seem to address these concerns about
risk management. The proliferation of ethics guidelines that are initiated
and developed by computer scientists and supported by tech companies
suggests that an emphasis on ethics is no longer disparaged as the emo-
tional reaction of laypeople. The proposal of the AI Ethics Impact Group, for
example, appears to be in line with an understanding of technological risks
that recognizes the central role of ethics, values and political deliberation
when it comes to the regulation of AI applications. Moreover, the German
Data Ethics Commission points out that risks do not only originate from
the technological design of an application but also from human decisions in
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using the technology (Datenethikkommission 2019: 167). It also notes that
the effects of some AI applications may be unacceptable, necessitating a ban.

Yet awareness of the political and cultural context in which risk-based
regulation inevitably takes place remains superficial. Firstly, the considera-
tion of ethics is reframed as a task for experts and thus transformed into a
question of finding the right experts for it. This is, for example, indicated by
the call for “the participation of stakeholders with a broad, interdisciplinary
perspective” (AI Ethics Impact Group 2020: 37), which suggests that it will
be experts after all who bring different views about the operationalization
and prioritization of values to the table. The consideration of ethics thus pri-
marily manifests as the consultation of legal scholars, theologians, ethicists
and experts in data protection, who collaborate with computer scientists
and industry representatives, as, for example, in the German Data Ethics
Commission (Bundesministerium des Innern, für Heimat und Bau 2019).

Secondly, the concession that risks are not only located in technological
objects but can arise from human decisions in using the technology is of
little consequence when the focus of possible regulation remains on “an AI
system’s ethical characteristics” (AI Ethics Impact Group 2020: 31). The idea
of an ethics label in particular attempts to locate values context-indepen-
dently in technical objects. It implies that it is possible to decontextualize
and objectivize values. As well as the appeal to ethical expertise, this sug-
gests that it is possible to get this kind of assessment ‘right’. Appropriate
ethical assessments are apparently those that include diverse but well-in-
formed stakeholders who deliberate about the operationalization of values
until they find one that all parties involved can agree with.

Thirdly, the political and cultural origins of risk and uncertainty are
again blurred as a result. The decontextualized nature of expert ethical as-
sessments inevitably ignores the possibility that values, and in particular
their ordering in cases of conflicting values, may vary both spatially and
temporally. Admittedly, the European Commission’s White Paper calls for
“AI based on European values and rules” (European Commission 2020: 3).
Yet its overall focus is on working towards global championship and leader-
ship in AI applications. This implies that both European values and solutions
to value conflicts are (at least potentially) universal. By contrast, sociological
analyses of values and their prioritization in situations of conflict stress that
orderings of values are plural, temporal and adaptable to political exigencies
(Luhmann 1962; Boltanski/Thévenot 2006; Kusche 2021). The trend towards
attempting to quantify specific values veils the contextual nature of value
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judgements even more and suggests a distinction between ethics experts,
whose function is to remind everyone of abstract principles, and technical
experts, who propose and implement appropriate performance measures.

The attention paid to ethical concerns in relation to AI may thus be
commendable compared to a risk regulation that focuses on possible future
harms without acknowledging that values inevitably enter the equation. Yet
it sidesteps the full implications that a thorough consideration of values
would have, especially in view of the notion of immaterial risks.

Risk, Decision-making and Non-knowledge

Although AI ethics guidelines fail to regulate design and business decisions
regarding AI applications, their proliferation indicates the recognition that
risks and decisions are closely connected. Value conflicts do not just dis-
appear; they demand decisions. Moreover, the concretization of values is a
matter of making decisions in the first place, and talking about delibera-
tion instead indicates primarily a preference for involving many decision-
makers instead of only a few. In the absence of deducible criteria or indica-
tors for specific values, any decision about such criteria is itself uncertain.
Adhering to such criteria could ultimately lead to the violation of values
and to corresponding negative consequences – it is, inevitably, itself a risk.
If such criteria are quantified, the role that decisions played in arriving at
the respective measures is rendered invisible; by contrast, an emphasis on
deliberation is at least a reminder that decision-making is unavoidable. Yet
the implications of the necessity of risky decisions when dealing with risks
of AI only become clear once they are considered as only one instance of the
constitutive character that risk has for modern society.

Risk does not denote an objectively measurable hazard, but is a way to
deal with contingency, attributing uncertain negative events in the future
to decisions, as opposed to misfortune, God’s will, laws of nature or any
other external cause. The probabilistic approach to risk, common to clas-
sical statistics and advanced machine-learning algorithms, is a symptom
of how ubiquitous the attribution of future events to contingent decisions
is. Yet for the same reason, as Luhmann (1991: 28–31) argues, the opposite
of risk is not safety but danger, that is a possible future negative event at-
tributed externally and not to one’s own decision-making. By contrast, safety
is something to strive for, be it in the face of risk or danger, but not in the
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sense of a specific goal that can be reached. It is a value (ibid: 28) that may
orient decisions in the face of an unknown future, which always entails the
possibility of events that one would prefer to avoid.

The distinction between risk and danger highlights the difference that
it makes whether negative future events are attributed internally, that is to
one’s own decisions, or externally. Since the attribution to external causes
includes the attribution to decisions others have made, the distinction
risk/danger is closely connected to another distinction, namely that be-
tween decision-makers and those affected by decisions (ibid: 111–19). Risks
run by decision-makers can turn into dangers for those who experience
consequences without having been involved in the respective decisions.
When dangers are deemed considerable and can be attributed to risks
taken by others, a conflict between decision-makers and those affected
becomes likely (Japp/Kusche 2008: 90–92). The latter may refuse to accept
what they observe as danger and turn against those seen as responsible
for it. Excluded from the decision-making, they can take recourse to
protesting against the danger and against the decision-makers to whom it
is attributed.

The introduction and spread of new technologies are, although not the
only case, a very prominent case in which attributions to risk and danger
have often fueled conflicts between decision-makers and those affected. Pol-
icy-makers, companies and business associations have become increasingly
aware that broad popular resistance against technologies can pose both polit-
ical and economic problems. Due to its capacity to make collectively binding
decisions, the political system attracts a plethora of expectations. Resistance
against technologies will almost inevitably turn into demands for regulation
or even bans. Based on past experience, with the prolonged protests against
nuclear power being probably the most impactful in Germany, political ac-
tors can anticipate the necessity to get involved and address the question of
potential harms. Moreover, in the case of AI national governments and the
European Commission even take explicit responsibility for the various effects
that these applications may have when they actively promote their adoption
and further development in the interest of competitive economies (European
Commission 2020). This is politically risky in the sense that it would seem
to create clear targets for blame in case AI applications turn out to have
consequences deemed negative by significant numbers of voters. Similarly,
businesses wishing to develop and sell or use a new technology can antici-
pate not only legal problems with liability in case of possible harms but also
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threats to revenues when the respective technology meets broad resistance
from clients and consumers. As political consumers, the latter may choose
to prioritize ethical concerns even when they are not directly affected by
negative effects of a particular product or service (Brenton 2013).

Against this backdrop, both political actors and businesses can anticipate
that they will be seen as decision-makers with regard to AI. A common way
to deal with the political risks implied is to defer to specialized expertise and
science-based decision-making (Jasanoff 1990). Scientific research routinely
deals with non-knowledge, but typically in a way that specifies what is not yet
known, thereby laying the foundation for new knowledge (Merton 1987: 7).
Specified non-knowledge entails the expectation that it will be transformed
into knowledge, given enough time, as a result of further research. This
does not mean that scientific activity gradually decreases the amount of
specific non-knowledge and increases the amount of knowledge. Rather, the
specification of non-knowledge defines a soluble scientific problem, whose
solution inevitably points to new non-knowledge to be specified by further
scientific research (Merton 1987; Japp 2000). Yet when a soluble scientific
problem is defined in congruence with a political decision-making problem,
specified non-knowledge also suggests the possibility of informed decision-
making in combination with certified experts that can be invoked to justify
the decisions made.

That is why risk as a calculative technique appears to be attractive to
decision-makers faced with uncertainty. It transforms specified non-knowl-
edge into knowledge about likelihoods. This sort of knowledge is enticing in
many policy fields, for example policing and crime. Whenever there is ex-
tensive data about past events, risk calculations are feasible. The availability
of big data extends the reach of such calculations to new fields of applica-
tion. A reliance on risk calculations, whether based on classical statistics or
sophisticated deep-learning algorithms, transforms the political problem of
crime into various problems of specified non-knowledge. A resulting predic-
tion, for example about the neighborhoods in a particular city where break-
ins will most likely occur within the next month, presents an actionable
knowledge that can guide decisions about the deployment of limited police
forces. Such knowledge is not expected to prevent all break-ins, but only
more break-ins than if decisions were taken without such knowledge.

However, the problem of risky AI cannot be addressed in the same way.
It is a problem that is potentially created by all the unspecified non-knowl-
edge that is excluded in the course of specifying non-knowledge, to which
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the selection of training data, of a particular AI model and all the other steps
involved in the creation and implementation of an AI application contribute.
Accordingly, there is no empirical data on which to base a calculation that
could deal with this non-knowledge; decisions can only rely on judgements
of those deemed to be in possession of relevant experience. Yet whenever
there is few or no empirical data, the idea that risks could be estimated
benefits from a spillover effect (Tierney 1999: 219). Although the method of
specifying non-knowledge is utterly different when there is no data to calcu-
late likelihoods, the notion of risk analysis invokes a scientific specification
of non-knowledge to legitimate its results. By contrast, if the term risk were
dropped or clearly delineated as an everyday expression marking the possi-
bility of negative consequences that decisions about using AI may have, the
deeply political dimension of such decisions would become obvious.

Conclusion: Risk and Depoliticization

The plausibility of risk estimates for many technologies benefits from
spillover effects. Yet this did not prevent public resistance, for example
against nuclear energy or genetically modified organisms, in the past.
Firstly, those opposed to a technology aligned themselves with experts
who arrived at other conclusions (van den Daele 1996). Secondly, they
rejected the notion of specified non-knowledge and observed unspecified
non-knowledge instead (Japp 2000), interpreting the existence of different
expert opinions as proof that the non-knowledge could not be specified.
Unspecified non-knowledge implies non-quantifiable, catastrophic risk
(ibid: 231), with people rejecting possible future harms completely, deeming
them unacceptable on principle.

As of now, such a politicization of technology based on the distinction
between decision-makers and those affected is not in sight in the case of
AI. Although this may change in the future, which is, of course, unknown
in this respect as in any other, there is reason to believe that it will not
change as long as the notion of risk continues to frame the debate. One of
its peculiarities is that the underlying technology of AI applications is itself
based on probabilistic calculation and aimed at decision problems. Hence
the depoliticization of problems that AI applications are supposed to tackle
and the depoliticization of problems that AI applications potentially create
are intertwined. Automating decisions about eligibility for welfare benefits,
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the allocation of police forces, or the deletion of social media posts means by
definition that the attribution of responsibility and associated risks shifts.
What used to be decisions of policy makers and administrators in relation
to particular issues or cases turn into decisions about whether and how to
deploy a corresponding AI system. They thus turn into a matter of the risks
related to that system. To the extent to which these risks are framed as a
matter of research specifying non-knowledge, the depoliticization by AI and
the depoliticization of AI are likely to reinforce each other.

Concurrently, the incorporation of ethical principles into the discourse
about risks of AI sidesteps the distinction between specifiable non-knowl-
edge and unspecified non-knowledge that fueled resistance to technologies
in the past. When the principles on which one might base a rejection of
possible future harms categorically are drawn into the framework of risk,
they are presented as negotiable, if not quantifiable, and as unpolitical at the
same time. This is good news for those who prioritize the further develop-
ment and spread of AI applications. It is rather bad news for those who fear
irreversible societal consequences of some AI applications and believe that
trade-offs between values or ethical principles are common and inevitable,
but inherently political.
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