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Einführung

DiDaT Roadmap

Die DiDaT Roadmap besteht aus zehn Wegweisern zu einem verantwortungsvollen Umgang 
mit digitalen Daten. Diese Wegweiser bauen auf den vierundzwanzig Sozial Robusten Orien-
tierungen aus den Kapiteln 1-5 und siebzehn Grundaussagen zum Wesen und den Heraus-
forderungen der digitalen Transformation auf, die in der Einführung zu finden sind.

LeserInnen, die an Orientierungen für ein nachhaltiges Handeln interessiert sind, wird 
empfohlen, nach Lektüre der Zielsetzung die DiDaT Roadmap (S. 52-60) zu lesen.

Abstract: Das DiDaT Weißbuch liefert Orientierungen, Wegweiser und Leitplanken für einen 
verantwortungsvollen Umgang mit digitalen Daten und Infrastruktursystemen. Sozial Robuste 
Orientierungen (SoRO) für die vier Vulnerabilitätsräume Mobilität, Gesundheit, Landwirtschaft, 
sowie die Zukunft der KMU sind das Hauptprodukt von DiDaT. Zudem betrachten wir in einem 
werteorientierten Vulnerabilitätsraum die Auswirkung der Nutzung von sozialen Medien auf das 
Wohlbefinden und die Demokratiefähigkeit des/der Einzelnen. Dabei wird auch das Datenge-
schäftsmodell hinter Sozialen Medien in Betracht gezogen. Vulnerabilitätsräume werden in diesem 
Weißbuch als Teilsysteme von Wirtschaft und Gesellschaft begriffen, in denen Maßnahmen zu einer 
Verminderung der negativen Folgen der digitalen Transformationen und eine teilweise erhebliche 
Anpassung durch die Akteure dieser Bereiche notwendig sind. Alle Ergebnisse sind von rund 150 
ExpertInnen aus Wissenschaft und Praxis in einem zweijährigen transdisziplinären Prozess erarbei-
tet worden. Das Einführungskapitel präsentiert Ziele, Vorgehen im Projekt, Grundaussagen zur 
Digitalen Transformation, die für alle betrachteten Vulnerabilitätsräume Gültigkeit besitzen, sowie 
vier Perspektiven für nachhaltige Nutzungsregeln digitaler Daten in Deutschland und Europa.

Zusammenfassung (Executive Summary) 

Das Projekt Digitale Daten als Gegenstand eines Transdisziplinären Prozesses, kurz DiDaT, 
hat das Ziel, die zentralen Auswirkungen, die sich aus den Wechselwirkungen des Eigentums, 
des ökonomischen Wertes, der Nutzung und dem Zugang zu digitalen Daten ergeben, aus 
Sicht der Resilienz- und Vulnerabilitätsanalyse zu erforschen und zu bewerten. 

Dieses Weißbuch beschreibt in Abschnitt 2 den zweijährigen Prozess, in dem 75 Praktiker
Innen und 75 WissenschaftlerInnen aus verschiedenen Disziplinen gemeinsam sogenannte 
Sozial Robuste Orientierungen (kurz: SoRO) für einen verantwortungsvollen Umgang mit 
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digitalen Daten erstellt haben. Diese Orientierungen liefern eine (normative) Grundlage für 
die Resilienz oder ein Vulnerabilitätsmanagement gegenüber negativen Folgen der digitalen 
Transformation, die sich unbeabsichtigt auf bestimmte Stakeholder oder Teile der Gesell-
schaft oder die Umwelt Deutschlands auswirken. Analysiert wurden fünf Bereiche, bzw. Vul-
nerabilitätsräume: Mobilität, Gesundheit, Landwirtschaft, die Zukunft der KMU und soziale 
Medien.

In Abschnitt 3 findet sich eine integrale Betrachtung der Ergebnisse zu vierundzwanzig sol-
cher relevanten, potentiell negativen (ungewollten) Folgen, die Unseens genannt werden. Be-
trachtet wurden: (I) im Bereich Mobilität, die im großen und im internationalen Bereich 
möglicherweise zu langsam angegangenen Anpassungen an eine digitale Mobilität sowie be-
fürchtete Rebound-Effekte im Bereich Umwelt (Mehrverkehr) und Raumnutzung; (II) in der 
Landwirtschaft, neue Abhängigkeiten durch veränderte Wertschöpfungsketten, Fragen der 
Datenhoheit und der Veränderung des Wissens und Qualifikationen, (III) im Bereich Ge-
sundheit die Herausforderung einer Qualitätskontrolle digitaler Gesundheitsanwendungen 
sowie Schwierigkeiten analoges und digitales Wissen im Zusammenspiel zu nutzen, und (IV) 
im Bereich Zukunft der KMU, verschiedene Maßnahmen zur Vermeidung von Abhängigkei-
ten von Plattformökonomie und Cloud Computing bzw. die Herausforderung der Teilhabe 
an digitalen Produktionsnetzwerken, sowie die Notwendigkeit von Unterstützungsprogram-
men zur Qualifikation von MitarbeiterInnen und der organisatorischen Umgestaltung, (V) 
im Bereich soziale Medien, die Auswirkungen und der Umgang mit Übernutzung digitaler 
Medien, der digitalen Gewalt (Hass, Belästigung, Verleumdung), der Schwächung der Demo-
kratiefähigkeit Einzelner sowie die Veränderung von sozialen Gefügen (etwa durch veränderte 
Vertrauensbildung). 

Abschnitt 4 beginnt mit einer kurzen techno-ökonomisch-politischen Betrachtung der gegen-
wärtigen Nutzung digitaler personenbezogener Daten. Diese führt zu einer bedeutenden Inkon-
sistenz bzw. zu einem Rechtsdilemma zwischen (a) der gegenwärtigen Praxis der Nutzung digita-
ler Daten durch AnbieterInnen der digitalen Infrastruktur, welche es normalen NutzerInnen des 
Netzes aus verschiedenen Gründen nicht erlauben, das Internet ohne eine ökonomische oder 
anderweitige Verwendung personenbezogener Daten zu nutzen und (b) dem im Grundrecht der 
digitalen Selbstbestimmung formulierten Grundsatz des Persönlichkeitsschutzes. 

Aufbauend auf dieser Unvereinbarkeit sowie den zu den Vulnerabilitätsräumen erarbeiteten 
vierundzwanzig Sozial Robusten Orientierungen und Grundaussagen, präsentieren wir in Ab-
schnitt 5 eine Landkarte (Roadmap) mit zehn Wegweisern für einen nachhaltigen Umgang 
mit Daten. Diese Wegweiser sollen helfen, den Schutz der Daten zu verbessern und diskursive 
Wege zu einer Überwindung des vorstehend angeführten Rechtsdilemmas (etwa mit neuen 
Formen der Interaktion mit den digitalen InfrastrukturanbieterInnen) zu finden. Sie helfen 
auch, mit Rechtsunsicherheiten umzugehen und eine bessere Antwort auf die Frage „Wem 
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gehören diese Daten“ zu finden. Damit kann etwa das Ziel einer gerechten Allokation von 
Daten, an deren Entstehung verschiedene Parteien beteiligt sind, besser beantwortet wer-
den. Die beim Betrieb eines Mähdreschers oder der Nutzung eines Autos erhobenen Daten 
sind hier einschlägige Beispiele. Eine andere Herausforderung besteht in der Sicherung und 
Steuerung einer Gemeinwohlorientierung von kritischen Infrastrukturen (wie Mobilität oder 
Kommunikation und Medien), wenn diese wesentlich in der Hand von globalen digitalen 
Infrastrukturanbietern liegen, deren Handeln sich natürlicherweise an ihrem globalen wirt-
schaftlichen Geschäftserfolg als Oligopolunternehmen orientiert. 

Neben den Orientierungen und Wegweisern, diskutiert dieses Weißbuch verschiedene Lö-
sungsvorschläge, um deren Vor- und Nachteile besser abschätzen zu können. Die Kapitel 
des Weißbuches und der Supplementarischen Informationen sollen Akteuren der Wirtschaft, 
Zivilgesellschaft und der öffentlichen Hand helfen, Entscheidungen so zu treffen, dass im 
Rahmen einer resilienten gesellschaftliche Entwicklung eine Praxis des verantwortungsvollen 
Umgangs mit digitalen Daten Wirklichkeit wird.

1	 Zielsetzung: Worum geht es und was 
findet sich in diesem Weißbuch?

1.1	 Herausforderung und Ziele von 
DiDaT

Etwas vereinfacht und zugespitzt lautet die Bot-
schaft eines hochkarätigen vom deutschen Bun-
desministerium für Bildung und Forschung 
(BMBF) und der Donau Universität Krems 
(Österreich) durchgeführten europäischen wis-
senschaftlichen ExpertInnenpanels im Septem-
ber 2017 zu unintendierten Folgen der Digita-
lisierung (Scholz et al., 2018): 

Deutschland und Europa verlieren ihre her-
vorragende und in einigen Bereichen führende 
Rolle in der Welt, da sie die Wechselbeziehungen 
zwischen (i) dem Besitz bzw. Eigentum (engl. ow-
nership), (ii) dem ökonomischen Weg, (iii) dem 
Zugang und den Formen (iv) der Verwendung 
von digitalen Daten nicht verstanden haben.

Um dieser Herausforderung gerecht zu 
werden, wurde in dem Projekt DiDaT: Ver-
antwortungsvoller Umgang mit digitalen Daten 
als Gegenstand eines transdisziplinären Prozesses 
das vorliegende Weißbuch erstellt. DiDaT or-
ganisierte einen zweijährigen transdisziplinären 
Prozess des wechselseitigen Lernens zwischen 
Wissenschaft und Praxis. Rund einhundert-
fünfzig WissenschaftlerInnen und VertreterIn-
nen verschiedener Stakeholder waren an der 
Erstellung des Weißbuchs beteiligt.

Die wesentlichen Ergebnisse dieses Lern-
prozesses sind Sozial Robuste Orientierungen 
(siehe Box 1), die dazu beitragen können, 
negative Auswirkungen der Verwendung di-
gitaler Daten für wichtige Teile Deutschlands 
und darüber hinaus erfolgreich zu vermeiden. 
Diese Orientierungen helfen, die Leitfrage von 
DiDaT zu beantworten:

DiDaT verfolgt das Ziel, die Risiken von sen-
sitiven Stakeholdern und Subsystemen in Deutsch-
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land hinsichtlich der (unerwünschten) uninten-
dierten (Neben-)Folgen (englisch „unintended 
side effects“: kurz Unseens) bei der Nutzung di-
gitaler Daten zu verringern und ihre adaptive 
Kapazität für den Umgang mit negativen Folgen 
zu erhöhen. Damit soll eine sicherere, bessere und 
schlussendlich nachhaltigere Nutzung der Poten-
tiale digitaler Daten und Technologien ermöglicht 
werden. Hierzu gilt es, die auftretenden Unseens 
zu identifizieren sowie soziale und technologische 
Innovationen zu entwickeln. Somit wird ein Bei-
trag geleistet, durch eine aktive Gestaltung eine 
reibungslose digitale Transformation zu gestalten.

1.2	 Sozial Robuste Orientierungen zum 
Umgang mit unerwünschten Folgen 
einer nicht-verantwortungsvollen 
Nutzung in fünf Bereichen

Eine ähnliche Aussage des Europäischen Ex-
pertInnenpanels wurde auch im Hauptgut-
achten des Wissenschaftlichen Beirats Globale 
Umweltveränderungen (WBGU, 2019) mit 
der Metapher zugespitzt, dass die Digitalisie-
rung zum Brandbeschleuniger für ökologische 
und soziale Krisen werden könne. Diese beiden 
Krisenbereiche werden in diesem Band vertieft 
betrachtet. So werden im Vulnerabilitätsraum 
Mobilität (siehe Kap. 1 in Teil II, Hofmann et 
al., 2021a) die bei der Planung der Digitalisie-
rung unbeabsichtigten Folgen von automatisch 
generierten Mobilitätsdaten, Anforderungen 
an Zugang zu Daten und Verfügbarkeit von 
digitaler Infrastruktur, veränderten Raum-
widerständen und Wertschöpfungsstrukturen 
sowie von zunehmendem Verkehr diskutiert. 
Letztere ergeben sich durch eine Erhöhung der 
Nutzungskapazität der Verkehrsnetze und Ver-
ringerung von Staus durch eine digitale Steue-
rung des Verkehrs. Mit sich autonom vernetzt 

bewegenden Fahrzeugen und sinkenden Kosten 
wird der Individualverkehr – auch dank flexib-
ler Sharing-Angebote – attraktiver. Im Wech-
selspiel dieser Effekte kann dies zu der unbeab-
sichtigten Folge eines erheblichen Anstiegs von 
Mobilitätsnachfrage und des Ressourcenver-
brauchs führen.

Mobilität ist einer von vier auswirkungs-
orientierten Vulnerabilitätsräumen des DiDaT 
Weißbuches. Ein zweiter ist der Bereich Ge-
sundheit (Kap. 2, Köckler et al., 2021). Hier 
werden – neben den in allen Vulnerabilitäts-
räumen betrachteten Grundfragen des persön-
lichen und wettbewerblichen Datenschutzes 
– vor allem kritische Veränderungen der Selbst-
bestimmung und der Souveränität des Indivi-
duums betrachtet.

Im Raum Klein- und Mittlere Unterneh-
men (KMU; Kap. 3, Neuburger et al., 2021) 
werden unerwünschte Folgen durch die Digita-
lisierung von Produktion und Handel betrach-
tet. Eine die soziale Dimension betreffende 
unerwünschte und auch unerwartete Folge ist, 
dass große Plattformen den KMU in einem ih-
rer Alleinstellungsmerkmale überlegen werden. 
Durch die Nutzung großer Mengen von Markt-
daten, personalisierten Profilen und lernenden 
Algorithmen sind Plattformen dabei, in vielen 
Bereichen eine höhere Qualität der Kunden-
beziehung herzustellen. Um hier zu bestehen, 
müssen die KMU große Anpassungsleistungen 
erbringen, da die Kundenbeziehungen eine der 
traditionellen Stärken der KMU sind.

Die Sammlung digitaler Daten in der Land-
wirtschaft ist unmittelbar mit der Frage der 
Datenrechte und Datenallokation verbunden. 
Auf der Ebene eines landwirtschaftlichen Be-
triebes ist an vielen Stellen ungeklärt, welche 
(etwa von Maschinen erhobenen) Daten von 
wem wie genutzt werden dürfen und wer (etwa 
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zur Sicherung von Wettbewerbsvorteilen) von 
einer Nutzung der Daten ausgeschlossen wer-
den darf. Diese Fragen und andere Punkte, wie 
die für einige LandwirtInnen mit unerwünsch-
ten Folgen verknüpfte Umgestaltung der Agro-
Wertschöpfungskette, werden im Kapitel 4.4 
Landwirtschaft des Bandes Supplementarische 
Informationen zum Weißbuch (Zscheischler et  
al., 2021) diskutiert.

Der Vulnerabilitätsraum soziale Medien, 
Kapitel 5 (Sindermann et al., 2021) ist ein 
werteorientierter Vulnerabilitätsraum, da er zen-
trale Werte der gesellschaftlichen Meinungsbil-
dung und Demokratie behandelt. Die (Über-)
nutzung sozialer Medien, digitale Gewalt, der 
Verlust von Aspekten der diskursiven Demo-
kratiefähigkeit sowie die Veränderung sozialer 
Strukturen durch die Nutzung Sozialer Medien 
können – im Sinne der provokanten Aussagen 
des WBGU – als Brandbeschleuniger negativer 
sozialer Entwicklungen begriffen werden.

Der Umgang mit dem immateriellen Gut 
„digitale Daten“ stellt eine Vielzahl von recht-
lichen Herausforderungen dar. Diese betreffen 
inhaltlich die informationelle Selbstbestim-

mung oder die Frage, wann wir von (rechtlich) 
Nutzungsbefugnis, wann wir von Besitz und 
wann wir von Eigentum über digitale Daten 
sprechen. Aber auch im Vollzug treten neue 
Fragen auf. Die Arbeiten zu den institutionen-
orientierten Vulnerabilitätsräumen Cybercrime 
und Cybersecurity sowie zum Vulnerabilitäts-
raum Vertrauenswürdige Informationen (siehe 
Box 1) fliessen ebenfalls in dieses Kapitel ein. 
Sie werden aber im Jahre 2021 gleichermaßen 
in getrennter Form als Ergänzungsband zum 
vorliegenden DiDaT Weißbuch publiziert. Bei-
de Räume können wir als institutionenorien-
tierte Werteräume begreifen.

In jedem der fünf Kapitel findet sich eine 
Reihe von Sozial Robusten Orientierungen, 
die wir bisweilen auch abgekürzt SoRO nen-
nen (siehe Box 1). Diese sind das eigentliche 
Ergebnis eines transdisziplinären Prozesses und 
können als Werkzeuge des strategischen Nach-
haltigkeitsmanagements betrachtet werden. 
Ein geeigneter Umgang mit den Sozial Robus-
ten Orientierungen soll zu einer reibungslosen 
Nutzung von digitalen Daten beitragen. 

Box 1: Eigenschaften Sozial Robuster Orientierungen (SoRO)

SoRO sind das wesentliche Ergebnis/Produkt transdisziplinärer Prozesse (Scholz & Steiner, 
2015a). Orientierungen werden sozial robust bezeichnet, wenn sie folgenden Bedingungen 
genügen (siehe Scholz, 2011 aufbauend auf Gibbons und Nowotny, 2001).

1.	 Sie leiten sich aus einem Prozess der Integration bzw. In-Beziehung-Setzung von profundem, 
erfahrungsbasiertem PraktikerInnen-Wissen (von RepräsentantInnen der wesentlichen Stake
holder) und kohärentem und/oder empirisch validiertem Wissenschaftswissen ab.

2.	 Sie sind mit anerkannten, aktuellen (i.e. state-of the art) wissenschaftlichen Erkenntnissen 
kompatibel/vereinbar. 

3.	 Sie sind allgemein verständlich und besitzen somit das Potential, die Zustimmung eines 
großen Teils der Betroffenen zu erhalten.
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4.	 Sie enthalten in redlicher Weise nicht nur die Unsicherheiten, sondern auch Informatio-
nen über die Begrenztheit und Unvollständigkeit für jede Art des genutzten Wissens bei 
der Erstellung von Sozial Robusten Orientierungen. 

5.	 Sie vermitteln im Detail, durch welchen Prozess von wem sie mit welchem Aufwand ab-
geleitet bzw. konstruiert wurden und welche Vorgaben in die Erstellung eingeflossen sind.

Diese Einführung ist wie folgt aufgebaut: 
Wir illustrieren zunächst an einem Beispiel, 
was unter Sozial Robusten Orientierungen zu 
verstehen ist. Diese Orientierungen sollen uns 
im Idealfall Wegweiser und Leitplanken für ein 
strategisches Nachhaltigkeitsmanagement zum 
Umgang mit digitalen Daten liefern. Eine we-
sentliche Rolle in diesem Nachhaltigkeitsma-
nagement spielen Vulnerabilitäts- und Resilienz-
analysen. Dies liegt darin begründet, dass z.B. 
die Aufrechterhaltung von wesentlichen, die 
Gesellschaft (oder andere Systeme) tragenden 
Prozessen, eine Voraussetzung für eine positive 
Entwicklung von Deutschland darstellt. Da der 
Begriff Vulnerabilität gleichermaßen wie die 
der Erstellung des Weißbuches zugrundeliegen-
de Methodik der Transdisziplinarität vermut-
lich für einige LeserInnen wenig vertraut sind, 
stellen wir diese Konzepte kurz vor. 

In Abschnitt 2 beschreiben wir die Trans-
disziplinarität als eine Methode des Nachhaltig-
keitsmanagements und definieren die zentralen 
Konzepte des Weißbuches wie etwa den Begriff 
Sozial Robuste Orientierungen.

Abschnitt 3 erläutert die Innovationen der 
digitalen Transformation. Aufbauend darauf 
werden in Abschnitt 4 die Gemeinsamkeiten 
und Besonderheiten (z.B. Generika und Spe-
zifika) der Sozial Robusten Orientierungen 
(SoRO) aus den fünf Vulnerabilitätsräumen 
identifiziert und diskutiert. Diese Diskussion 
erlaubt im abschliessenden Abschnitt 5, die 
wichtigsten Handlungsbereiche für einen ver-

antwortungsvollen Umgang mit digitalen Da-
ten zu umreissen.

2	 Vorgehen: Transdisziplinarität als Mit-
tel zur Formulierung Sozial Robuster 
Orientierungen

2.1	 Auf dem Weg zu einer Wissenschaft 
mit der Gesellschaft

Transdisziplinarität zeigt uns einen neuen Weg, 
um Wissenschaftswissen für den Umgang von 
komplexen, gesellschaftlich relevanten und we-
nig gut verstandenen Problemen, nutzbar zu 
machen. Der Kern transdisziplinärer Prozesse 
besteht darin, erfahrungsbasiertes Wissen von 
PraxisexpertInnen mit dem theoretisch fun-
dierten, konsistenten und – falls möglich – em-
pirisch validierten Wissen aus der Wissenschaft 
zielgerichtet zu verbinden. Transdisziplinarität 
ist zu einer dritten Form der Gewinnung und 
Nutzung wissenschaftlichen Wissens gewor-
den. Sie ergänzt die disziplinäre und die inter-
disziplinäre Arbeitsweise.

Der Begriff Transdisziplinarität wurde vor 
fünfzig Jahren eingeführt (Jantsch, 1970), um 
eine neue Form der Verbindung und Zusam-
menarbeit von Wissenschafts- und Praxisakteu-
ren zu beschreiben. Ende der achtziger Jahre 
fanden dann im Bereich der Umweltforschung 
in der Schweiz verschiedene Projekte statt, die 
diese Form der Kooperation von Theorie und 
Praxis methodengestützt umsetzten. Transdis-

https://doi.org/10.5771/9783748924111-E - am 20.01.2026, 03:18:06. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748924111-E
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


8

 Vorgehen

ziplinarität wurde als Begriff und Methodik 
explizit auf die Zusammenarbeit von Theorie 
und Praxis für eine nachhaltige Entwicklung 
von Regionen und urbanen Systemen einge-

setzt (Häberli & Grossenbacher-Mansuy, 1998; 
Scholz, 1999; Scholz, Häberli, Bill, & Welti, 
2000; Scholz & Marks, 2001). 

 
Abbildung 1: Die Komponenten eines transdisziplinären Prozesses(A)-(C)

Da transdisziplinäre Prozesse sehr aufwändig 
sind, ist es wichtig zu verstehen, für welchen 
Typ von gesellschaftlichen Herausforderungen 
transdisziplinäre Prozesse eingesetzt werden sol-
len. Dies ist in der folgenden kompakten Defi-
nition beschrieben.

Transdisziplinäre Prozesse dienen dazu, 
komplexe, gesellschaftlich hoch relevante, 
wenig verstandene Probleme zu beschreiben, 
zu analysieren und damit besser zu verstehen. 
Ihr Ziel ist es, Sozial Robuste Orientierungen 
für einen nachhaltigen Umgang mit diesem 
Problem zu entwickeln. Hierzu bedarf es des 

Zusammenspiels von (a) (kontextbezogenem 
und) erfahrungsbasiertem Wissen von Pra-
xisexpertInnen mit (b) generalisierbarem, 
konsistentem und – falls möglich – empirisch 
validiertem Wissenschaftswissen. Dies gilt 
insbesondere bei Problemen mit großen Vul-
nerabilitäten, d.h., wenn die Unsicherheiten 
groß, wo das Ausmaß der Folgen erheblich 
und die Korrektur von eingetretenen Folgen 
schwierig sind.

Systemische Risiken (Renn & Klinke, 
2004; Renn et al., 2020) sind ein typischer 
Gegenstand transdisziplinärer Prozesse. Der 
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Übergang von analogen Systemen zu digitalen 
Daten und Systemen trägt deutliche Merkmale 
einer Entwicklung hin zu systemischen Risiken. 
Diese zeichnen sich durch hohe Komplexität, 
eine multiple Vernetzung der Kausalitäten, eine 
Ambiguität in den Bewertungen und durch 
eine Reihe nicht linearer Funktionsabläufe aus. 
D.h., viele Veränderungen im Kleinen können 
zu großen Ausschlägen im Gesamtsystem füh-
ren. Wir werden dies im nächsten Abschnitt des 
Kapitels näher diskutieren.

Wie in Abbildung 1 dargestellt, verbindet 
der transdisziplinäre Prozess im Projekt DiDaT 
(A) eine auf die Leitfrage (siehe S.1) bezogene 
wissenschaftliche Analyse der Phänomene und 
Ursachenfaktoren eines nicht-verantwortungs-
vollen Umgangs mit digitalen Daten mit (C) 
der Moderation eines Multi-Stakeholder Diskur-
ses. Dies bedarf (B) eines umfassenden, durch 
erfahrene FaszilitatorInnen (d.h. einen beson-
deren Typ von ProjektmanagerInnen) geführ-
ten Integrations-Prozesses (siehe dazu Abb.  2). 
Die FazilitatorInnen sollten über profundes in-
haltliches und methodisches Wissen sowie die 
Fähigkeit verfügen, WissenschaftlerInnen und 
PraktikerInnen gleichermaßen zu verstehen, 
um Praxis- und Wissenschaftswissen zu ver-
binden. Dabei ist es wichtig, dass die Fazilitato-
rInnen in einer neutralen, prozessgestaltenden 
Rolle verbleiben und sich die (in aller Regel 
durch öffentliche Mittel finanzierten) beteilig-
ten WissenschaftlerInnen und insbesondere die 
FazilitatorInnen (siehe Abb. 2) eigener politi-
scher Wertungen enthalten. Ein Ziel ist es, dazu 
beizutragen, Wissenschaftswissen allen beteilig-
ten PraktikerInnen in gleicher Weise zugäng-
lich zu machen. Dieses soll zu einer besseren 
Analyse und Strukturierung und zu einem bes-
seren Verständnis beitragen (siehe Box 1, 1-2). 
Transdisziplinäre Prozesse haben aber auch eine 

große Wirkung auf die Wissenschaft, da sie 
neue Inhalte und Formen wissenschaftlichen 
Arbeitens erfordern (Nowotny, Scott, & Gib-
bons, 2001; Scholz, 2020; Scholz, Lang, Wiek, 
Walter, & Stauffacher, 2006).

2.2	 Aufbauorganisation und Finanzie-
rung der Ablauforganisation von 
DiDaT

Transdisziplinäre Prozesse sind vergleichsweise 
aufwändig. Sie verlangen, dass sich sowohl auf 
der Seite der Wissenschaft als auch der Praxis 
eine hinreichend große und kompetente An-
zahl von ExpertInnen beteiligen (siehe Abb. 2). 
Die Erfahrung aus über vierzig transdisziplinä-
ren Prozessen (Scholz & Steiner, 2015b) zeigt, 
dass sowohl WissenschaftlerInnen als auch 
PraktikerInnen nur teilnehmen, wenn ihnen 
der transdisziplinäre Prozess etwas bringt, was 
sie auf einem anderen Wege nicht erreichen 
können. Die langjährige Praxis hat gezeigt, dass 
eine fortlaufende, intensive Teilnahme von Re-
präsentantInnen der wichtigen Stakeholder nur 
gewährleistet ist, wenn sie eine gleichberechtig-
te Rolle zur Wissenschaft einnehmen können. 
Deshalb werden in DiDaT auf allen Ebenen 
eine Ko-Leitung und eine Zusammenarbeit 
von Wissenschaft und Praxis auf gleicher Au-
genhöhe realisiert.
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Im Projekt DiDaT gelang es in allen Be-
reichen, die angefragten RepräsentantInnen 
der wesentlichen Stakeholder aus Zivilge-
sellschaft und NGOs, Industrie, öffentlichen/r 
Einrichtungen/Verwaltungen zu überzeugen, 
an DiDaT teilzunehmen (siehe Abb. 2). Eine 
kritische und diffizile Abwägung bestand darin, 
ob und wie die Vertreter der „Big Five“ (Alpha-
bet, Amazon, Facebook, Apple und Microsoft) 
bei DiDaT in die Erstellung des Weißbuches 
einzubeziehen seien. Ansprachen zu Beginn 
des Projektes führten wohl zu Zusagen (teil-
weise mit nachfolgenden Abmeldungen). Aber 
es gab auch die Rückmeldung „Ich habe unsere 
Leitung noch nicht davon überzeugen können, 
dass eine Teilnahme nutzbringend sei“. Von 
einigen Teilnehmenden an DiDaT wurde von 
einer Kooperation mit den „Big Five“ von Be-
ginn (vehement) abgeraten, da Erfahrungen 
aus ähnlichen Projekten zeigen würden, dass 
VertreterInnen der „Big Five“ keinen wirk-
lichen Diskurs halten, sondern eine einseitige 
Informations-Beschallung stattfindet und ein 
Diskurs ausbleibt. Nach dem in DiDaT entwi-
ckelten Konzept soll nun ein Diskurs in einem 
anderen Forum stattfinden. Diese Entschei-
dung wurde durch Erkenntnisse eines DiDaT 
begleitenden Projekts zur Stakeholderanalyse 
gestützt. In diesem Projekt wurde gefolgert, 
dass die „Big Five“ keine Interessensgruppe 
sei. Sie müssen sich nicht mit anderen Stake-
holdern in einen Prozess der Aushandlung, 
Angleichung und Einordung auf gleicher Ebe-
ne auseinandersetzen. Stattdessen seien sie als 
global agierende supranationale, ökonomische 
Akteure zu betrachten (Scholz, Kley & Parycek, 
2020, siehe unten). 

Auch PolitikerInnen wurden nicht zur Teil-
nahme angefragt. Dies begründet sich dadurch, 
dass tagespolitische Themen explizit aus trans-

disziplinären Prozessen ausgeschlossen wer-
den (Renn & Scholz, 2018; Scholz & Steiner, 
2015a). Von großem Wert erwies sich die 
DiDaT Monitoring Gruppe mit acht Digitali-
sierungsexpertInnen aus fünf Parteien des Bun-
destages. Diese Gruppe stellte anspruchsvolle 
Fragen an DiDaT, kommentierte und würdigte 
die Methodik und Zwischenergebnisse. Die Er-
gebnisse werden in Workshops mit der MDB 
Monitoring Gruppe (siehe Abb. 2) vertieft dis-
kutiert. Das vorliegende Weißbuch wird nach 
Übergabe an die Öffentlichkeit einem Trans-
disziplinären Vernehmlassungsverfahren zuge-
führt, um zu erkennen, ob das gesamte Werte-
spektrum von Stakeholdergruppen gut erfasst 
wurde.

Eine Mitarbeit in der Arbeitsgruppe der 
Vulnerabilitätsräume und im Steering Board 
wurde nicht vergütet. Lediglich einige der Fa-
zilitatorInnen erhielten eine kleine Aufwands-
entschädigung, mit der aber nur weniger als 
die Hälfte ihres Einsatzes entschädigt wurde. 
Bei den VertreterInnen der Praxis wurde davon 
ausgegangen, dass der Wert des Erkenntnis-
gewinns und der Beteiligung/Vernetzung für 
die Beteiligten und den sie unterstützenden 
Organisationen den Wert des Stundenaufwan-
des aufwiegt (Walter, Helgenberger, Wiek, & 
Scholz, 2007). Der Einsatz von VertreterInnen 
der Zivilgesellschaft (NGOs) wurden teilwei-
se (pauschal) mit kleinen Beträgen vergütet. 
Etwas überraschend waren teilweise deutliche 
finanzielle Forderungen von an Universitäten 
beschäftigten WissenschaftlerInnen (deren 
Wünsche und folglich deren Teilnahme nicht 
realisiert werden konnten). Dies ist sicher als 
ein Zeichen zu werten, dass die im Rahmen der 
Entwicklung des sog. Triple Helix Konzeptes 
eingebrachte Auffassung der Kapitalisierung 
von Universitätswissen (Etzkowitz, 2017; Etz-
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kowitz, Webster, & Healey, 1998) von einigen 
WissenschaftlerInnen praktiziert wird. Dies 
steht in einem bemerkenswerten Widerspruch 
zur traditionellen Rolle und Funktion von 
Hochschulen (Scholz, 2020). 

Die DiDaT Start- und Hauptfinanzierung 
wurde vom Stifterverband für die Deutsche 
Wirtschaft (Bernhard und Ursula Plettner-Stif-
tung), der Plattform Forschung für Nachhal-
tigkeit im Bundesministerium für Bildung und 
Forschung (BMBF) und einem Konsortium aus 
privatwirtschaftlichen und öffentlichen Einrich-
tungen übernommen. Zu diesem Konsortium 
gehören die Deutsche Bundesbahn (DB), das 
Systemhaus TMG, der Verband Deutscher Elek-
troingenieure (VDE), die Fraunhofer Fokus, 
die Donau Universität Krems (Österreich), die 
Universitäten Bayreuth und Bremen, sowie der 
Naturschutzbund Deutschland (NABU). Die 
Finanzierung für Folgeprojekte zur vertieften 
Erforschung oder Umsetzung der formulierten 
Sozial Robusten Orientierungen erfolgt aus pri-
vater und öffentlicher Hand wie der Vodafone 
Stiftung oder Stiftungen der Privatwirtschaft.

Abbildung 3 und Box 2 präsentieren die 
Ablauforganisation von DiDaT. Eine besondere 
Rolle spielt die transdisziplinäre Begutachtung 
zu den 24 Papieren der Supplementarischen In-
formationen (SI, siehe Abb. 3 Punkt 5) und zu 
den Weißbuchkapiteln (Abb. 3, Schritt 6). Die 
Kapitel zu den fünf Papieren des SI Bandes, in 
dem spezielle Unseens analysiert wurden, er-
hielten 160 Gutachten, d.h. 6,7 Gutachten 
pro Papier. Diese Gutachten wurden von Ver-
treterInnen der Wissenschaft, der Praxis und 
der Nachhaltigkeitsperspektive erstellt. Für die 
Kapitel zu den fünf präsentierten Weißbuch-
kapiteln gab es 6,4 Rückmeldungen. Nicht 
mitgezählt sind hier die zweistellige Anzahl der 
Gutachten aus der wissenschaftlichen Projekt-

leitung und von den Mitgliedern der jeweiligen 
Vulnerabilitätsräume.

Die Transdisziplinäre Vernehmlassung 
(TD-VL; Siehe Abb. 3, Schritt 7) ist eine in-
teressante Innovation und Erweiterung von 
transdisziplinären Prozessen. Da pro Vulnera-
bilitätsraum nur sechs VertreterInnen der Pra-
xis vertreten waren, ist es fraglich, ob in dem 
Weißbuchkapitel alle Stakeholderperspektiven 
angemessen repräsentiert sind. Transdisziplinä-
re Prozesse haben eine funktionalistische und 
demokratische Seite (Mielke et al., 2016). Ver-
einfacht ist für die funktionalistische Perspek-
tive entscheidend, ob die Mitwirkenden über 
hinreichendes Wissen verfügen, die Funktions-
weise des komplexen realweltlichen Vulnerabili-
tätsraumes valide zu beschreiben, zu analysieren 
und sozial robuste Lösungen zu formulieren. 
Die demokratische Perspektive zielt darauf ab, 
dem Spektrum gesellschaftlicher Werte und 
Interessen adäquat Rechnung zu tragen. Eine 
wichtige Funktion der TD-VL besteht darin, in 
Erfahrung zu bringen, ob in jedem Vulnerabili-
tätsraum die Werte, Interessen und die Bedürf-
nisse der wichtigsten Interessens- und Stakehol-
dergruppen berücksichtigt wurden. 

Die TD-VL ist noch nicht abgeschlossen. 
In allen Vulnerabilitätsräumen (bis auf die 
Gruppe Gesundheit, in der eine systemisch-
funktionalistische Perspektive der Stakeholder-
klassifikation vorgenommen wurde), erfolgte 
die Stakeholderauswahl (siehe Abb. 3, Punkt 
4) nach der Klassifikation „Verursacher“, „Be-
troffene“, und „Regulatoren“ in dem jeweiligen 
Vulnerabilitätsraum. Die Ergebnisse werden in 
Kurzform Mitte 2021 zur Verfügung stehen. Es 
ist beabsichtigt, die Rückmeldungen in einer 
gemeinsamen Veranstaltung der Rückmel-
denden und dem jeweiligen transdisziplinären 
AutorInnenteam zu diskutieren und die Kapitel 
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mit einem Kommentar zu versehen oder anzu-
passen. Die Prozesse der Auswertung und die 
Diskussion mit den Beteiligten werden zeigen, 
ob die TD-VL dazu beitragen kann, dass sich 

die Erstellung eines transdisziplinären Weißbu-
ches zu einer Art Demokratie-Werkzeug entwi-
ckeln kann. (Scholz, 2017). 

Box 2: Schritte der transdisziplinären Erstellung des Weißbuches

Abbildung 3: Ablauforganisation der transdisziplinären Erstellung des Weißbuches (ohne die 
Stufen der Qualitätskontrolle)

Wie aus Abbildung 3 zu entnehmen, waren ExpertInnen aus Wissenschaft und Praxis an 
folgenden Schritten beteiligt:

1.	 der Definition der Leitfrage und der Auswahl der sieben Vulnerabilitätsräume (d.h. der-
jenigen Bereiche, in denen wir vermuten müssen, dass die Nutzung digitaler Daten mit 
Folgen verbunden ist die von wesentlichen Teilen der Gesellschaft als unerwünscht und 
negativ betrachtet werden)

2.	 die Umgrenzung der Lernräume (Was betrachten wir innerhalb eines Vulnerabilitätsrau-
mes?)

3.	 der Identifikation von den schon bekannten oder möglicherweise unbekannten und unbe-
absichtigten negativen Folgen der Nutzung digitaler Daten (Unseens) (siehe Box 4)

4.	 der Bestimmung der wichtigen und möglicherweise besonders betroffenen Stakeholder
5.	 der auf Analyse der Unseens aufbauenden Konstruktion von Sozial Robusten Orientie-

rungen. Die Analyse der ausgewählten Unseens und die darauf aufbauende Betrachtung 
von Zielkonflikten und zielkonditionalen Maßnahmen finden sich im Band Supplement-

Kickoff Mee�ng (Februar 2019)
25 Wiss. und 13 Prakt. skizzieren  Fragestellung 

und Systemgrenzen
(Konzeptskizze)

2. Stakeholder-Konferenz (Januar 2020)
38 Wiss. und 35 Prakt. iden�fizieren die zu 

betrachtenden Stakeholdergruppen
(Feinplan)

1. Stakeholder-Konferenz (Juni 2019)
21 Wiss. und 15 Prakt. iden�fizieren Unseens

(Grobplan)

Europäischer Experten-Round 
Table (BMBF finanziert, 2017)

2

3

4

5Konstruk�on Sozial robuster Orien�erungen
64 Wiss. und 73 Prakt. Erstellen 32 Papiere zu 

Sozial Robusten Orien�erungen 
(Ergänzende Materialien zum DiDaT Weißbuch)

Skizze der Lei�rage und 
Gegenstand der 
Vulnerabilitätsräume (Renn & 
Scholz)

Face�eren in
Vulnerabilitätsräumen

Auswirkungs-orien�ert

Werte-orien�ert
5. Soziale Medien

1. Mobilität
2. Gesundheit
3. KMU und Digitalisierung
4. Landwirtscha�

Ins�tu�onen- und 
Regulierungs-orien�ert

1

6. Vertrauenswürdigkeit von
digitalen Informa�onen

7. Cyberkriminalität

6DiDaT Weißbuch (März 2021)
Wiss. und Prakt. Erstellen die 1. Version des 

Weißbuches

7

11010

Transdisziplinäre Vernehmlassung
30-50 Rückmeldungen pro Gruppe (N=7), um das
Spektrum der Wertungen von Anspruchsgruppen

angemessen zu kennen und einzubeziehen

Transdisziplinäre Begutachtung: 
ca. 5 Gutachten pro Papier

Das transdisziplinäre DiDaT Weißbuch
stellt Sozial Robuste Orien�erungen bereit, d.h. 

Wegweiser, und Leitplanken für einen 
verantwortungsvollen Umgang mit digitalen 

Daten. 

Transdisziplinäre Begutachtung: 
5-16 Gutachten pro Kapitel
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arische Informationen (SI) zum DiDaT Weißbuch. Aufbauend auf den 24 Kapiteln der 
SIs, erfolgte die 

6.	 Erstellung des DiDaT Weißbuches.

Die Transdisziplinäre Vernehmlassung (TD-VL, siehe Schritt 7) ist ein Verfahren, mit dem er-
mittelt wird, inwieweit die Erwartungen, Interessen und Zielsetzungen aller relevanten Stake-
holder angemessen berücksichtigt wurden. Die Ergebnisse des TD-VL Verfahrens wird nach 
Druck des Weißbuches vorliegen und im Sommer 2021 publiziert.

2.3	 Sozial Robuste Orientierungen als 
Hauptprodukt transdisziplinärer 
Prozesse

Viele LeserInnen erwarten von einem Weiß-
buch vermutlich Empfehlungen und konkrete 
Handlungsanweisungen. Stattdessen finden Sie 
in den Kapiteln 1 bis 5 Sozial Robuste Orien-
tierungen. Diese werden in aller Regel ziel-
konditional, d.h., bezogen auf bestimmte Ziele 
und Voraussetzungen formuliert. Dies trägt 
dem Umstand Rechnung, dass verschiedene 
Stakeholder – oft basierend auf konfligierenden 
Weltbildern, Werten und Erfahrungen – bei 
gleichen Gegebenheiten und Prozessen unter-
schiedliche Vorstellungen über eine nachhaltige 
Zukunft haben. 

Sozial Robuste Orientierungen sind somit 
„wenn-dann-Aussagen“. Es werden zunächst 
(aussagenlogisch) immer erst die Beschreibungen 
der Gegebenheiten angegeben, die unintendierte 
Folgen nach sich ziehen, die sog. Unseen). Bei 
der Sozial Robusten Orientierung 2.5 im Band 
Supplementarische Informationen zum DiDaT 
Weißbuch (Wust et al., 2021) lautet diese:

Digitalisierung der Mobilität verändert die 
Wertschöpfung für Hersteller, öffentliche und 
private Mobilitätsanbieter sowie die Nutzungs
muster.

Aufbauend auf dieser Voraussetzung folgt 
dann das, was wir eine (für Stakeholder) zielkon-
ditionale Orientierung nennen. Im vorliegenden 
Beispiel beginnt diese mit folgender Formulierung. 

Um international wettbewerbsfähig zu blei-
ben, sind die Akteure im europäischen Mobilitäts-
sektor zu befähigen, digitale Geschäftsmodelle zu 
entwickeln und zu betreiben. ...

Die soziale Robustheit dieser Orientierung 
ergibt sich, weil sie aus dem Zusammenspiel 
von Wissen von ExpertInnen aus Wissenschaft 
und Praxis abgeleitet wurde, die mit dem Wis-
senschaftswissen vereinbar ist, allgemeinver-
ständlich formuliert ist und in redlicher Weise 
nachvollziehbar gemacht wird.

2.4	 Die Nutzung digitaler Daten im Lich-
te systemischer Nachhaltigkeit

Das Projekt DiDaT begreift sich als ein Beitrag 
zur Nachhaltigkeitstransformation. Digitale 
Daten werden als eine vom Menschen gemach-
te Ressource begriffen, aus deren Nutzung sich 
ökonomische, soziale und ökologische Aus-
wirkungen ergeben. Die meisten der in diesem 
Band präsentierten Sozial Robusten Orientie-
rungen beanspruchen für einen Zeitraum von 
etwa zehn Jahren Gültigkeit.
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Dem Projekt DiDaT liegt eine systemische 
Nachhaltigkeitsdefinition zugrunde (siehe Abb. 
4). Der Prozess der nachhaltigen Entwicklung 
wird (a) als eine fortlaufende Suche danach 
begriffen, um (b) die das Leben und die Ge-
sellschaft tragenden (Teil-)Systeme vor einem 

Zusammenbruch zu bewahren und (c) Wege zu 
einer Ausgestaltung zu finden, die den zentra-
len normativen Werten einer gesellschaftlichen 
Entwicklung wie der inter- und intrageneratio-
nalen Gerechtigkeit (Brundtland et al., 1987) 
Rechnung trägt (siehe Abb. 1).

Nachhal�ge
Entwicklung

ist eine
fortlaufende Suche

um den Zusammenbruch essen�eller 
Systeme zu verhindern

mit Hilfe
transdisziplinärer Prozesse

mit Hilfe eines gesellscha�lichen Diskurses
zur Gestaltung der Gesellscha�

als Aufgabe von 
Wissenscha� und Praxis

als Aufgabe der 
Wissenscha�

als Aufgabe von Poli�kern und 
Stakeholdern

im Rahmen der tragenden
gesellscha�lichen norma�ven Werte

mit Hilfe einer umfassenden Resilienz-
und Vulnerabilitätsbewertung

Abbildung 4: Systemische Nachhaltigkeitsdefinition (adaptiert aus Laws et al., 2004; Scholz, 2011, 2017). 1 
Als Beispiel wäre hier die Erhaltung der inter- und intragenerativen Gerechtigkeit zu betrachten

2.5	 Vulnerabilitätsanalysen als Mittel 
des Nachhaltigkeitsmanagements

Diese systemische Definition von Nachhaltig-
keit ist auf Resilienz von essentiellen, d.h. von 
lebenswichtigen und erhaltenswerten Teilsys-
temen Deutschlands ausgerichtet und richtet 
sich an die in ihnen wirkenden Akteure (Sta-
keholder, Unternehmen, etc.). Resilienz ist das 
begriffliche Gegenstück zu Vulnerabilität. Die 
Wahl des auf den ersten Blick ungewohnten 
Begriffs Vulnerabilitätsraum erfolgte vor diesem 
Hintergrund. Sie verlangt nach resilienten Lö-
sungen und formuliert sie in Form von SoRO.

Vulnerabilität steht in der Umgangssprache 
für „Verwundbarkeit“ und „Verletzlichkeit“. 
Vulnerabilität ist aber ein technischer Sachbe-
griff der Risiko- und Resilienzforschung (und 
anderer Wissenschaftsdisziplinen). Mathema-
tisch lässt sich die Vulnerabilität eines Systems 
als eine Funktion von Risiko und adaptiver Ka-

pazität definieren (Adger, 2006; Scholz, Blu-
mer, & Brand, 2012). 

Mit Hilfe einer Risikoanalyse wird die Sensi-
tivität eines Systems bezogen auf Ausmaß und 
Wahrscheinlichkeit eines negativ bewerteten 
Ereignisses (eine Bedrohung oder ein Unseen) 
auf der Basis einer Exposition gegenüber einem 
Risikoauslöser („risk agent“) bewertet (Aven et 
al., 2018; Aven & Renn, 2010). 

•	 Wir können hier als Beispiel verschiedene 
Arten und Ausmaße von Störungen der Re-
gierungsgeschäfte in Deutschland durch be-
wussten Missbrauch digitaler Daten durch 
einen Risikoauslöser betrachten (auch ein 
Unseen kann ein „risk agent“ sein).

•	 Die Wahrscheinlichkeit, dass es zu einem 
negativen Ereignis kommt, wird im Rah-
men einer Risikoanalyse für zukünftige 
Zeiträume auf der Basis von Häufigkeits-
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verteilungen aus der Vergangenheit, syste-
matischen Analysen und Simulationen oder 
ExpertInnen-Schätzungen abgeleitet.

Diese Betrachtungen lagen beispielsweise 
der Diskussion und Entscheidung über das Eu-
ropäische Vorhaben GAIA-X zugrunde (Smith 
& Browne, 2019), mit denen die Einrichtung 
einer sicheren Datenspeicherung – und Infra-
struktur in Europa angestrebt wird. Die Ein-
richtung von GAIA-X zielt insbesondere darauf 
ab, das Risiko von Angriffen auf bedeutsame 
digitale Daten (die teilweise in der Cloud ge-
speichert sind) als Teil der kritischen Regie-
rungsdateninfrastruktur zu verringern.

Bei der Bewertung der adaptiven Kapazität 
wird die Blickrichtung umgedreht. Man analy-
siert und bewertet, inwieweit die Bundesrepu-
blik im Falle eines erfolgreichen Angriffs durch 
entsprechende Abwehrmaßnahmen in der Lage 
ist, den Schaden zu begrenzen. 

Eine Vulnerabilitätsanalyse verbindet so-
mit die prospektive Gefahrenabwehr mit der Er-
höhung der Fähigkeit einer antizipativen und 
(gedanklich) retrospektiven Schadensbewältigung 
(z.B. falls ein Unseen eingetreten ist). Wir defi-
nieren an dieser Stelle Vulnerabilität bzw. Vul-
nerabilitätsanalysen wie folgt:

1 Bei einer Vulnerabilitätsanalyse geht 
es nicht nur darum, die Risiken einer 

wenig verantwortungsvollen Nutzung von 
digitalen Daten prospektiv zu verkleinern. 
Es ist gleichermaßen zu bewerten, ob und 
in welchem Maß ein System die Fähigkei-
ten besitzt, auf stattgefundene negative Er-
eignisse (wie einer unerwünschten Nutzung 
von digitalen Daten) adäquat zu reagieren 
(Scholz et al. 2020).

2.6	 Besonderheiten der Erstellung des 
DiDaT Weißbuches

Der Prozess der Erstellung des Weißbuches hat 
einige Besonderheiten. Dazu gehören
•	 Fallstudie Deutschland: Die Bundesre-

publik Deutschland dient als Fallstudie für 
Länder der Europäischen Union (EU).

•	 Ko-Leitung aus Wissenschaft und Praxis: 
Das Projekt DiDaT arbeitet auf allen Ebe-
nen des Projekts (siehe Abb. 2) mit einer 
gleichgroßen Anzahl von Wissenschaftle-
rInnen und PraktikerInnen. Für das Ge-
samtprojekt gibt es eine transdisziplinäre 
Ko-Leitung (siehe Abb. 2), deren Aufgabe 
es ist, den Einbezug von Wissenschaftswis-
sen und eines möglichst umfassenden Inter-
essenspektrums der Praxis zu gewährleisten.

•	 Hohe transdisziplinäre Qualitätskontrol-
le: Die Kapitel 1 bis 5 des DiDaT Weiß-
buches Teil II) und die Kapitel des Bandes 
„Supplementarische Informationen zum 
DiDaT Weißbuch“ wurden einer besonde-
ren internen und externen Qualitätskont-
rolle unterworfen. Insgesamt wurden 199 
Gutachten von WissenschaftlerInnen, Prak-
tikerInnen und NachhaltigkeitsvertreterIn-
nen erstellt. Jedes dieser Kapitel wurde von 
Mitarbeitenden des Bundesbeauftragten für 
Datensicherheit und Informationsfreiheit 
(BfDI) begutachtet, auch um sicherzustel-
len, dass vorhandene Initiativen des Bundes 
angemessen berücksichtigt wurden.

•	 Notwendigkeit der Kenntnis einiger 
technischer Begriffe: Für viele LeserIn-
nen werden einige Begriffe unbekannt sein. 
Diese (siehe Box 3) sind aber wichtig, um 
die Ergebnisse des Projekts angemessen ein-
ordnen zu können. 
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Box 3: Erläuterung der wichtigsten technischen Begriffe des Weißbuches

Digitale Transformation: Die digitale Transformation ist eine sozio-technologische und 
kulturelle Revolution (Schumpeter, 1939). Die Erfindung der digitalen Repräsentation und 
deren algorithmische Transformation von materiellen und immateriellen Objekten und Pro-
zessen der Realität sowie die globale Vernetzung von Akteuren, Sensoren, Maschinen, etc. 
(Box 4, Punkte 1-3) stellen die Grundlage dieser Transformation dar. Digitale Daten sind das 
Grundgerüst digitaler Systeme.

Transdisziplinarität: In Beziehung-Setzung und/oder Integration von Wissen aus Wissen-
schaft und Praxis (siehe Abb.1).

Unseen: Im DiDaT Weißbuch wird der Begriff vornehmlich auf die (von Teilen der Gesell-
schaft) unerwünschten, negativen Folgen der Nutzung digitaler Daten verwendet. Unseens 
ist eine Kurzbezeichnung von „unintended side effects“. Der Begriff wurde im Rahmen von 
ExpertInnen-Runden (Scholz et al., 2018; Sugiyama et al., 2017; Viale Pereira et al., 2020) zu 
Auswirkungen der Digitalisierung geprägt. Für bestimmte Unseens werden auch gelegentlich 
die Begriffe Rebound Effekte oder sekundäre negative Rückkoppelungen benutzt.

Risiko: Das Risiko ist eine Bewertungsfunktion, mit der unsichere zukünftige Verluste, die 
aus Handlungen oder Ereignissen (etwa Unseens) resultieren und in einer bestimmten Situa-
tion bewertet werden (Aven & Renn, 2010; Scholz & Tietje, 2002). 

Vulnerabilität: Die Vulnerabilität (siehe 2.5) ist eine Bewertungsfunktion der (inversen 
Über-)Lebensfähigkeit (engl. „viability“) eines Systems (siehe Abb. 4). Sie kombiniert die 
Risikobewertung mit der Bewertung der „adaptiven Kapazität“. Letztere stellt die Fähigkeit 
eines Systems dar, sich an die negativen Auswirkungen (etwa von Unseens) anzupassen.

Vulnerabilitätsraum: In diesem Weißbuch, Teilbereich bzw. Teilsystem von Deutschland 
(siehe Abb. 3), in dem negative Folgen/Ereignisse/Unseens der Nutzung von digitalen Daten 
zum Gegenstand einer Vulnerabilitätsbewertung gemacht werden.

Sozial Robuste Orientierungen: Sozial Robuste Orientierungen sind das Hauptprodukt des 
DiDaT Weißbuches (zur Definition siehe 2.3).

SI: Dies ist die Bezeichnung von Supplementarischen Informationen. Im Band SI zum DiDaT 
Weißbuch finden sich die Ableitungen von Sozial Robusten Orientierungen für die Unseens 
der verschiedenen Vulnerabilitätsräume.
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3	 Gegenstand: Sozio-technologische 
Veränderungen und Zielgerichtetheit 
der digitalen Transformation

Wir beschreiben im ersten Teil dieses Abschnit-
tes fundamentale technologische Innovationen, 
von Veränderungen im ökonomischen System 
bis zu Veränderungen der Mensch-Umwelt-Be-
ziehung durch die digitale Transformation.

Unbeabsichtigte Folgen (Unseens) oder – 
vielleicht genauer – unbeabsichtigte und für ei-
nige Anspruchsgruppen unerwünschte und ne-
gative Folgen, die in diesem Projekt als Unseens 
bezeichnet werden, stehen im Zentrum von 
DiDaT. Es stellt sich hier natürlich die Frage, 
wie denn nun eigentlich die intendierten Folgen 
aussehen. Wir versuchen hier im zweiten Teil 
dieses Abschnittes, eine Antwort zu geben, die 
uns weiterhilft, die im folgenden Abschnitt prä-
sentierte Analyse zu den Botschaften der Sozial 
Robusten Orientierungen besser einzubetten.

3.1	 Merkmale der digitalen Transfor-
mation

Technologien haben eine gedankliche („wel-
che Ideen liegen zugrunde“), prozessuale („wie 
stelle ich die Technologie her“) und materielle 
Basis („wie sieht das Produkt aus und wie funk-
tioniert es“). Der Ursprung der digitalen Daten 
sind die Zahl 0 und Stellenwertzahlsysteme 
(Abb. 5 Punkt 1). Um mit digitalen Daten 
großmaßstäblich zu arbeiten, braucht es aber 
physikalische, materielle Speichereinheiten. Die 
Speicherkapazität im Jahr 2020 betrug weltweit 
rund 6.8 Zettabyte (d.h. 6.8 × 1021 Bytes). Dies 
bedeutet, dass auf einem 150 Millionen Kilo-
metern langem Speicherband von der Erde zur 
Sonne 45 Millionen Byte digitale Daten auf je-
dem Millimeter abgelegt wären. Die digitalen 
Daten erlauben somit keine händische Suche 

oder Lokalisierung. Analoge Datenspeicherung 
ist nur unter Langfristaspekten von Interesse. 
Big Data verlangt in allen Bereichen eine auf 
maschinelle Systeme angewiesene ausgeprägte 
Datensuch- und Analysefähigkeit. Die Menge 
der gespeicherten digitalen Daten wird auch 
weiterhin überlinear wachsen.

Mit Hilfe von digital repräsentierten Al-
gorithmen (Abb. 5, Punkt 2) ist es möglich, 
materielle und immaterielle Prozesse (wie etwa 
gedankliche Abläufe) auf dem Computer zu 
repräsentieren. Wir sprechen hier von einem 
Digitalen Zwilling, d.h. einer digitalen Nach-
bildung eines Objektes, (Teil) eines Lebewesens 
oder Prozesses. Ein Digitaler Zwilling ist heute 
mehr als eine Simulation. In der Produktions-
technik basiert das Verhalten eines Zwillings 
auf einer datenbasierten rückgekoppelten Echt-
zeitsynchronisation. Damit kann der Zwilling 
zur Überwachung, Diagnose von Fehlern, Steu-
erung und Vorhersage genutzt werden (Lu et 
al., 2020). Diese Eigenschaften gelten auch für 
Digitale Zwillinge biotischer (Barnabas & Raj, 
2020), soziotechnischer und sozialer Systeme 
(Birks, Heppenstall, & Malleson, 2020). Bei 
der Betrachtung von Digitalen Zwillingen ist 
folgende Eigenschaft von zentraler Bedeutung: 
Digitale Systeme und Technologien sind immer 
Abstraktionen (Vereinfachungen) und häufig 
zugleich Verstärkungen (Augmentationen) der 
Wahrnehmung. Die Vereinfachung resultiert 
daraus, dass dem Zwilling immer eine end-
liche Menge von Zahlen („Digits“) zugrunde 
liegt (und etwa Raum-Zeit Koordinaten diskret 
repräsentiert werden). Und der Digitale Zwil-
ling liefert eine potentielle, alle Sinnesorgane 
ansprechende Erweiterung der Wahrnehmung 
(Milgram et al., 1995). Ob eine digitale oder 
analoge Repräsentation überlegen ist, hängt 
vom Einzelfall ab.
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Sechs Merkmale der Digitalen Transforma�on

Technologische Innova�onen

Ökonomische

Neue Mensch-Umwelt Beziehungen

1. Digitale Repräsenta�onen

• ARPANET (1968), militärisches Computer-Netzwerk
• WWW, “world wide web” (Berners-Lee, 1989)

Innova�onen

•

•

• Stellenwertzahlen/-systeme, z.B. 239 = 2*102

+ 3*101 + 7*100 , d.h. Zahlen mit einer Basis
(z.B. die Zahl 10); ca. 2000 v. Ch. (Kaplan 1999)

2. Algorithmen

Digitaler Zwilling

Erfindung der Zahl “0”, ca. 600 v. Chr. (Ifrah,
2001)
Beginn des Digitales Zeitalters: 2002; mehr als
50% der gespeicherten Daten sind digital
(Hilbert & Lopez, 2011)

• Z.B. Euklidischer Algorithmus (ca. 300 v. Chr.)
• Mechanischer Computer (im Jahr 1662)

3. Globale digitale Vernetzung

• Digitales daten- und algorithmenbasiertes
computergestütztes Modell eines materiellen
oder immateriellen Objektes oder Prozesses
oder Lebewesens/Individuums

4. Digitale Daten werden wich�ge ökonomische Variablen

5. Priva�sierung grosser Teile der digitalen Infrastruktur

• GDP = f(C, L, NR, C), das Bru�osozialprodukt wird zu einer Größe, die sich aus der VariablenKapital (C),
Arbeit (L), natürliche Ressourcen und digitalen Daten ergibt (D; Scholz et. al 2018)

6. Digitale Medien (ein digitaler mitVorhang) moduliert

• Fünf große Konzerne decken einen großen Teil der digitalenInfrastukturab (Scholz, Kley, Parycek; 2020)

die Interak�on der Umwelt
• Digitale Medien vergröbern und erweitern (augmen�eren) die Wahrnehmung, das Handeln und die

sozialen Beziehungen

Abbildung 5: Hauptkomponenten der Digitalen Transformation

Die globale digitale Vernetzung hat nach der 
Telegraphie, dem Telefonnetz und dem Inter-
net mit rund vier Milliarden Internetnutzern 
in 2019 eine neue technologische Innovations-
welle ausgelöst. Zwischen 2009 und 2019 hat 
sich die Anzahl der an der globalen Vernetzung 
beteiligten Personen innerhalb von zehn Jahren 
verdoppelt (Poleshova, 2020a, Abb. 5, Punkt 
3). Mit dem IoT werden mittels Sensoren, Ak-
toren, Kameras, usw. physische Objekte (engl. 

„things“) etwa mittels RFID-Systemen ver-
knüpft. Durch echtzeitliche Verortung – durch 
geographische Daten aus interagierenden, in 
Satelliten eingebauten Computern – lassen sich 
die meisten Mobiltelefone gleichzeitig lokalisie-
ren und globale Steuerungsprozesse erwirken. 
Mit 5G Netzen wird eine Datendichte geschaf-
fen, die auch eine optische Gleichzeitigkeit er-
möglicht. 
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Diese Verknüpfungen von mit diesen 
Daten verbundenen Informationen sind von 
hohem ökonomischem Wert. Digitale Daten 
ergänzen somit die traditionellen ökonomi-
schen Größen Kapital, Arbeit und natürliche 
Ressourcen (Abb. 5, Punkt 4). Daten sind ein 
immaterielles Gut. Deshalb besteht keine Kon-
kurrenz (engl. „rivalry“, man kann diese be-
liebig kopieren) und keine Ausschließbarkeit 
(engl. „excludability“). Durch die sekundäre 
Materialität bei den digitalen Daten durch phy-
sikalische Speicherung (wie bei geistiger Arbeit 
durch die Gehirnzellen; siehe Abb. 6) besteht 
somit hier ein Potential zur Entkoppelung von 
Wertschöpfung von materiellen Produkten und 
Dienstleistungen.

2 Die Nutzung des Digitalen Zwillings 
von geschäftsrelevanten Daten und 

digitalen Plattformen (d.h. digitale Vernet-
zung) ist eine Voraussetzung für erfolgrei-
ches wirtschaftliches Handeln.

Traditionell stehen kritische Infrastrukturen 
unter staatlicher Planung und Kontrolle. Nun 
haben sich mit der globalen Vernetzung seit 
1993 (siehe Abb. 5, Punkt 3) und dem IoT in 
kurzer Zeit zwei fundamentale Veränderungen 
ergeben. Zum einen ist die Informations- und 
Kommunikationstechnologie zu einem integra-
len Bestandteil aller kritischen Infrastrukturen 
(wie etwa der in DiDaT betrachteten auswir-
kungsorientierten Vulnerabilitätsräume Mobili-
tät, Gesundheit oder Landwirtschaft, aber auch 
im Bereich der Sozialen Medien, siehe Abb. 3) 
geworden. Zum zweiten entwickelte sich im 
Bereich Internet und soziale Medien eine ver-
gleichsweise nur in wenigen Wirtschaftsberei-
chen im gleichen Ausmaß vorzufindende Priva-
tisierung und Monopolisierung (Scholz et al., 

2020). Dies wirft eine große Anzahl von daten-
schutz- und wettbewerbsrechtlichen Problemen 
auf. Es stellt sich aber die Frage, ob und wie die 
digitale Infrastruktur wieder zu einem öffent-
lichen Gut, d.h. unter zuverlässiger staatlicher 
Kontrolle, gemacht werden kann. Maßnahmen 
wie die Einführung des IT-Sicherheitsgesetzes 
zeigen, dass hier der Gesetzgeber aktiv wird 
(BSI, 2016a).

Digitale Technologien fungieren als Medi-
um zwischen dem Menschen und seiner Um-
welt (siehe Abb. 5, Punkt 6 und Abb. 6). Sie 
stellen eine Art modulierenden, digitalen Vor-
hang zwischen dem Menschen und seiner Um-
welt dar. Wir nutzen den Begriff modulieren, 
da hier das abwandelnde Gestalten der Um-
weltinformationen am besten zum Ausdruck 
gebracht werden kann. Das auch digitaler Vor-
hang (Scholz et al., 2018) genannte Medium 
vergröbert einerseits Vieles und stellt somit eine 
Einschränkung der Mensch-Umwelt-Bezie-
hung dar (siehe Sindermann et al., 2021). Dies 
geschieht zudem in einer speziellen, jeweils 
technologiespezifischen Weise. Andererseits be-
deutet dies eine extreme Erweiterung, da Um-
welten an anderen Orten, auf anderen Skalen 
fast in Echtzeit zugänglich werden. Ein großer 
Teil der menschlichen Information und Kom-
munikation läuft inzwischen über das Internet 
ab. Die durchschnittliche Internetnutzungs-
dauer in Deutschland in der Altersgruppe 30-
49 Jahre betrug im Jahr 2018 rund 4,3 Stun-
den pro Tag und bei den 14-29 Jährigen sogar 
5,7 Stunden (Poleshova, 2020b). Diese Zeiten 
sind im Rahmen der Corona Krise sicherlich 
sprunghaft gestiegen.

3 Digitale Systeme, die teilweise die 
Funktion eines digitalen Vorhangs 

übernehmen, verändern die Beziehung des 
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Menschen zur Umwelt. Dies ist teilweise mit 
wesentlichen Einschränkungen und teilwei-
se mit erheblicher Erweiterung der Umwelt-
wahrnehmung und Wirkung menschlichen 
Handelns verbunden.

Die Zelle ist die Grundeinheit des Lebens. So-
mit sind alle Lebewesen vom Einzeller bis zum 
Menschen und seine höher agglomerierten so-
zialen Systeme (z.B. Organisationen) als zellu-
läre Systeme zu betrachten. Zellen werden als 
biotische kognitive Systeme begriffen (Cohen, 
2000a, 2000b). Sie sind also mehr als ein reiner 
biochemischer Prozess. Ein Verständnis der Be-
deutung des Kreisumfangs basiert auf (unend-
lich verschiedenen) zellulären (biochemischen) 
Prozessen, besitzt aber keine molekulare Ein-
heitlichkeit und wird als ein geistiges, virtuelles 

Konstrukt begriffen. Zellen werden als biotische 
kognitive Systeme begriffen (Cohen, 2000a, 
2000b; Soteriou, 2013). Seit über zehn Jahren 
werden lebende bakterielle Zellen für (noch) 
kleinmaßstäbliche Computer genutzt. Die Ver-
arbeitung von Informationen in einem zellulä-
ren System basiert auf einem einfachen Algo-
rithmus. So fällt etwa eine e-coli-Zelle in einem 
Biocomputer eine Entscheidung, ob sie aus ei-
ner einkommenden Information eine „1“ oder 
eine „2“ als ausgehendes Signal sendet (Diez, 
2020). Es ist offen, in welche Richtung dies ge-
hen wird und wie schnell die Entwicklung ver-
laufen wird (Scholz et al., 2018). Interessant ist 
jedoch, dass hybride biotische digitale Systeme 
eine andere und komplexere Fehlercharakteris-
tik oder gar Entscheidungscharakteristik zeigen 
als abiotische Systeme (siehe dazu auch Abb. 6).

Mensch
(Human Systems)

Zelluläre

Umweltsysteme
(Environmental System)

Systeme
(Body)

Kogni�ves System
(Mind)

Abio�sche
Umwelt

Bio�sche
Umwelt

Kogni�ve Systeme
der Biocomputer

Kogni�ve Systeme
(Mind)

Konven�onelle
Computer

Digitale Systeme als
Modulatoren zwischen
Mensch und Umwelt

Zellen der 
Biocomputer

Biocomputer als Kombina�on aus
Abio�schem und Bio�schem

Abbildung 6: Ein digitaler Vorhang als Modulation der Mensch-Umweltbeziehung und die Biocomputer als 
biotische-abiotische Hybride 
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4 Digitale Systeme verändern nicht nur alle 
Bereiche des Lebens. Wir stehen auch im 

Prozess zunehmender Durchdringung (perva-
sive computing) und Verschmelzung von bio-
tischen und abiotischen Prozessen.

3.2	 Gesellschaftliche Anreizsysteme für 
die Digitale Transformation

Im Projekt DiDaT und einer Reihe von inter-
nationalen ExpertInnen-Panels (siehe Abb. 
3) spielt der Begriff Unseen als Kurzform für 
„unbeabsichtigte (negative) Folgen“ eine gro-
ße Rolle. Damit soll zum Ausdruck gebracht 
werden, dass es sich bei dem Prozess der Digi-
talisierung eigentlich um etwas Erstrebtes, Er-
wünschtes oder Anzustrebendes handelt. Nun 
handelt es sich bei der Digitalisierung aber 
nicht um das Vorhaben Einzelner, sondern um 
einen globalen Prozess, an dem alle Gesellschaf-
ten (und Menschen) beteiligt sind. 

Um die Anreizsysteme für die Gesellschaft 
zu beschreiben und zu erklären, was unter „in-
tendierte Folgen“ zu verstehen ist, greifen wir 
auf entwicklungsgeschichtliche (Klix, 1980), 
makrosoziologische (Nolan & Lenski, 2005) 
und sozial-evolutionäre (Lenski, 2005; Nolan & 
Lenski, 2005) Erklärungsansätze zurück. Für die 
menschliche Entwicklungsgeschichte gibt es kei-
ne naturgesetzlichen Regeln. Aber wir können in 
verschiedenen Gesellschaften einige starke An-
reizsysteme (engl. „drivers“) identifizieren. Dazu 
gehören in den Industriegesellschaften die Erhö-
hung des kollektiven Wohlstandes. In der markt-
wirtschaftlichen Ordnung wird der ökonomi-
sche Gewinn vorwiegend über Innovation oder 
durch eine Erhöhung der Effizienz erzielt. Die 
Nutzung digitaler Daten und Algorithmen kann 
und hat die Effizienz in vielen Bereichen erhöht 
und führt zu erheblichen Innovationspotentia-

len. Diese führen zu mehr Gewinn und je nach 
Verteilung des Gewinns zu mehr Wohlstand für 
die in einer Volkswirtschaft tätigen Personen. In 
einer Erweiterung der oben genannten Ressour-
cenbasierten Soziotechnologischen-Ökologi-
schen Theorie durch Lenski und Scholz (Scholz, 
2011) werden Wohlstand und Macht als primäre 
Ziele gegenwärtiger Gesellschaften betrachtet 
(und der Grad der Demokratie als Stellglied, 
in welche Richtung eine Entwicklung stattfin-
det). Technologien sind dabei der Hauptmotor 
der sozialen Entwicklung (Helbing, 2019). Alle 
positiven erwünschten Folgen sind aber begleitet 
von negativen Nebenwirkungen, die im DiDaT 
Weißbuch im Vordergrund stehen (Helbing et 
al., 2016; Scholz, 2016).

3.3	 Transformation sozialer Strukturen
Der Mensch zeichnet sich durch eine extrem 
hohe adaptive Fähigkeit aus. Er kann sein Ver-
halten mit Hilfe von Technologien in hohem 
Maße an natürliche und von Menschen ge-
machte Umwelten anpassen. Dabei werden die 
sozialen Strukturen bzw. Systeme und deren 
Komplexität weitgehend durch die Stufe der 
technologischen Entwicklung geprägt (Chap-
ple & Coon, 1953). Wie bei der industriellen 
Revolution, werden auch mit der digitalen Re-
volution wesentliche gesellschaftliche Verände-
rungen folgen (Helbing, 2015).

Auf der sozialen Mikroebene verändert sich 
die Interaktion in Gruppen. Es bilden sich gro-
ße, evolutionär unbekannte Internetgruppen 
(siehe Abb. 7). Bücher mit Titeln wie Digita-
le Depression (Diefenbach & Ulrich, 2016) 
oder „Sad by Design“ (Lovink, 2019) weisen 
auf grundsätzliche Veränderungen im Bereich 
emotionalen Erlebens hin (Peterka-Bonetta, 
Sindermann, Sha, Zhou, & Montag, 2019; 
Sindermann, Elhai, & Montag, 2020). 
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Abbildung 7: Herausbildung neuer sozialer Makro- und Mikrostrukturen (rote Kästen) im Zuge des Über-
gangs zur Digitalisierung bilden sich neue Typen sozialer Einheiten

5 Der digitale Vorhang verändert so-
ziale Beziehungen und Kommunika-

tion (siehe Grundaussage 3) und beeinflusst 
grundlegende Prozesse wie Vertrauensbil-
dung, die Entstehung der Solidarität oder 
die Schaffung von Geborgenheit.

Die globale Vernetzung hat aber im Bereich der 
digitalen Infrastruktur mit den „Big Five“ eine 
neue Art von globalen ökonomischen supra-
nationalen Akteuren erbracht. Diese Akteure 
sind die primären VerwalterInnen von digitalen 
Daten, welche sich aus verschiedenen Grün-
den nur sehr bedingt in bestehendes nationales 
Recht einfügen lassen. Die „Big Five-Akteure“ 
als beherrschende digitale Infrastrukturdienst-
anbieterInnen spielen eine andere Rolle als 
sonstige international handelnde Konzerne. Bei 
Unternehmen wie Volkswagen werden deren 
Produktion durch nationale Regierungen kon-
trolliert. Globale Akteure wie Google und ihre 
(virtuellen) Daten stehen teilweise außerhalb 

der nationalen Gesetzgebung (siehe Abb. 7). 
Dies sind Folgerungen aus einem Vorprojekt 
des Fraunhofer Instituts Fokus (Scholz et al., 
2020). So ist es etwa für Außenstehende und 
somit auch für nationale Regierungen nicht 
nachvollziehbar, wo etwa welche Daten wie, 
mit welchen Algorithmen, für welche Zwecke 
und Kunden auf der Grundlage welcher rechtli-
chen Regelungen verwendet werden (Helbing, 
2018). Hinzu kommt zunehmend die Tatsache, 
dass oft Algorithmen des maschinellen Lernens 
verwendet werden, die ihrem Wesen nach in-
transparent sind (sog. „deep learning networks“ 
im Zusammenhang mit neuronaler Netzmo-
dellierung; Melesko & Kurilovas, 2018). Die 
„Big Five“ zeichnen sich hier durch eine große 
Intransparenz und mangelnde Nachvollzieh-
barkeit der Transaktionen aus. Diese wurde 
durch die seit 2018 gültige Europäische Daten-
schutz-Grundverordnung (DSGVO) gemin-
dert. Diese Verordnung schafft Auskunftsrechte 
für einzelne Personen. Sie lässt aber weiterhin 
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offen, wie diese Daten in den Algorithmen der 
Anbieter verarbeitet werden. Auf Seite der EU 
finden wir aber einige Vorbereitungen von ge-
setzlichen Regelungen wie die Digital Services 
Act (EC, 2020a) bzw. die Digital Market Act 
(EC, 2020b).

6 Die „Big Five“ der Digitalen Infra-
struktur sind ggf. als eine Art suprana-

tionaler ökonomischer Akteur (und nicht als 
Stakeholder) zu betrachten. Ihre Geschäfts-
prozesse sind nur bedingt aus nationaler 
Sicht nachvollziehbar. Sie haben sich in ei-
nigen Bereichen einer staatlichen Steuerung 
und Kontrolle entzogen.

3.4	 DNA: Aneignung der Natur des Le-
bens durch ein digitales Konzept

Für einige LeserInnen vielleicht überraschend, 
kann man die DNA als Digitalen Zwilling bzw. 
digitales Modell eines Teils der genetischen In-
formationen von Lebewesen betrachten. Die in 
der Doppelhelix enthaltenen gerichteten Säu-
repaare AT, TA, CG und GC (A: Adenin; T: 
Thymin, G: Guanin und C: Cytosin) können 
durch die Zahlen 1 bis 4 repräsentiert werden. 
Die natürliche Zellteilung (mit zufälligen Mu-
tationsfehlern) oder die gezielte Genmodifika-
tionen mit der CRISPR/Cas9-Methode lassen 
sich dann als algorithmische Operationen be-
greifen. Damit ist die DNA eine der größten 
Entdeckungen, die mit dem digitalen Modell 
beschrieben wurde. 

Im Jahr 2010 waren etwa 74% des weltwei-
ten Sojaanbaus genmodifiziert (ISAAA, 2020) 
und haben zu einer Erhöhung der Produktion 
und einer Reduktion des Einsatzes biochemi-
scher Stoffe geführt. Der weltbeste Polo-Spieler 
Adolfo Cambiaso reitet auf acht Klonen (Rey, 

2018). Ein geklonter Hund kostet 50 Tsd. 
Euro, eine Katze nur ein Viertel. Der chine-
sische Biophysiker He Jiankui manipulierte, 
nach eigenen Angaben, 16 Embryonen (aus de-
nen zwei geklonte zweieiige Zwillinge hervor-
gingen; Greely, 2019), u.a. um eine Aidsresis-
tenz herzustellen. Und die DNA wird auch als 
Speicher genutzt, da sich theoretisch die welt-
weite digital gespeicherte Speichermasse von 
digitalen Daten (siehe 3.1) in 21 Kilo DNA 
unterbringen lässt (Potbregar, 2017; Shipman, 
Nivala, Macklis, & Church, 2017). Aber auch 
hier gilt: Wo Licht ist, ist auch Schatten. Die 
beschriebenen Beispiele der Nutzung der DNA 
als informationstheoretisches Modell der Bio-
logie, welches allein auf dem digitalen Modell 
des genetischen Teils einer Zelle basiert, ist ein 
zu reduktionistisches Modell (Carey, 2015). 
Dies betrifft auch das Kopieren und die Modi-
fikation der menschlichen DNA und geht über 
die Kritik der DNA als „Central dogma of mo-
lecular biology“ (Shapiro, 2009). Das Klonen 
eines Menschen wurde (vor dem Hintergrund 
des gegenwärtigen molekularbiologischen Wis-
sens) somit nicht nur aus der Sicht der Ethik 
(Greely, 2019; Kuersten & Wexler, 2019; He 
wurde in China zu drei Jahren Haft verurteilt) 
als unverantwortlich beurteilt. Die genetischen 
Grundlagen der Vererbung reichen über die 
rein molekulare Struktur der Säurepaare der 
DNA hinaus (Zenk & Iovino, 2020). Das di-
gitale Modell beschreibt also die Vererbung un-
vollständig.

Im Projekt DiDT wurden unrealistische 
(Patienten-) Erwartungen, die mit dem Kons-
trukt der DNA verbunden sind, im Vulnera-
bilitätsraum Gesundheit diskutiert (Eichhorn, 
Glaeske, & Scholz, 2021). Mögliche Risiken 
aus der Genmanipulation von Nutzpflanzen 
und der damit verbundenen Reduktion der 
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Vielfalt der angebauten Nutzpflanzen werden 
in SI4.4 Globale Ernährungssicherheit disku-
tiert.

7 Die DNA ist ein besonderer Digitaler 
Zwilling, der neue Möglichkeiten zur 

Diagnose und aktiven physikalischen Verän-
derung des Erbgutes von Pflanze, Tier und 
Mensch erschließt. 

4	 Ergebnisse: Die wesentlichen Er-
kenntnisse aus den Vulnerabilitäts-
räumen 

4.1	 Sieben Lernräume für einen verant-
wortungsvollen Umgang mit Daten

Im Projekt DiDaT wurden Sozial Robuste 
Orientierungeni (SoRO) zum Umgang mit ne-
gativen Folgen der Digitalen Transformation 
in einem transdisziplinären Prozess entwickelt. 
Das Projekt unterteilte sich (siehe Abb. 3) in:
•	 Vier auswirkungsorientierte Vulnerabilitäts-

räumeii

1.  Mobilität
2.  Gesundheit
3.  Landwirtschaft
4.  Klein- und Mittelunternehmen (KMU)

•	 Einen werteorientierten Vulnerabilitätsraum
5. � soziale Medien, digitale Daten und ihre 

Auswirkungen auf den/die Einzelnen
•	 Zwei institutionenorientierte Vulnerabilitäts-

räume
6. � Vertrauenswürdigkeit von digitalen 

Informationen
7. � Cybercrime und Cybersecurity

Das Vorgehen des Projekts DiDaT ist in Ab-
schnitt 1.3 beschrieben. Eine genauere Be-

schreibung dessen, wie die Arbeit in den trans-
disziplinären Gruppen gestaltet wurde, findet 
sich in der „Methodennotiz zur transdiszipli-
nären Wissensintegration“ (siehe Anhang 1). 
Dort finden sich Antworten auf Fragen wie 
etwa: Wie wurden die Themenbereiche in den 
Arbeitsgruppen der Vulnerabilitätsräume ge-
funden? Wie wurden die Unseens analysiert 
und die SoRO entwickelt? Oder allgemeiner: 
Wie wurden die Begriffsbestimmungen, Ana-
lysen und die Integration der Ergebnisse (in 
den Untergruppen) im Zuge der Erstellung des 
DiDaT Weißbuches gestaltet? 

An dieser Stelle konzentrieren wir uns auf 
die auswirkungsorientierten- und werteorien-
tierten Vulnerabilitätsräume. Denjenigen die 
sich speziell für einen einzelnen Bereich inte-
ressieren, sei die Lektüre des entsprechenden 
Kapitels in Teil II empfohlen.

Wir berichten im folgenden Abschnitt über 
wesentliche Veränderungen, negative Folgen, 
Besonderheiten und Gemeinsamkeiten. Wir 
fassen diese in der Form von Grundaussagen 
zusammen, die in den gelben Kästen formuliert 
und im Text begründet werden.

4.2	 Besonderheiten und Gemeinsamkei-
ten aus den auswirkungsorientier-
ten sozioökonomischen Vulnerabili-
tätsräumen

Gesundheit und Mobilität und der Ernäh-
rungssektor decken in etwa den gleichen Anteil 
am Wirtschaftsgeschehen (je 14% der Kon-
sumaussagen) ab. Die Landwirtschaft ist mit 
rund 5,6% weniger bedeutsam für die Volks-
wirtschaft (Ahrens, 2020, 22,3% der Nah-
rungsmittelausgaben). Alle diese Bereiche ge-
hören zu den kritischen Infrastrukturen. Mit 
der Digitalisierung hat sich eine weitgehende 
Verschmelzung der Informations- und Kom-
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munikationstechnologien (die ehemals als eige-
ne Infrastruktur betrachtet wurden) mit den 
funktionalen (physischen) Infrastrukturen wie 
Mobilität, Erziehung oder Gesundheit ergeben 
(Scholz et al., 2020). Die Sicherheit jeder kri-
tischen Infrastruktur ist durch Hackerangriffe, 
Cyberterrorismus etc. in den betrachteten Be-
reichen gefährdet (T. Simon, 2017). Diese Ge-
fahr gilt allgemein als unterschätzt, wird aber 
inzwischen auch in Deutschland verstärkt be-
rücksichtigt (BSI, 2016a; Noller, 2020). 

8 Ein Schutz jeder kritischen Infrastruk-
tur setzt immer den Schutz der digita-

len Infrastruktur voraus.

Die drei Bereiche unterscheiden sich bezogen 
auf die einbezogenen Hauptakteure. Im Be-
reich Gesundheit und Privatverkehr können die 
Versorgungsbedürfnisse von Einzelpersonen als 
Ziel der Bedürfnisbefriedigung und der damit 
verbundenen Wertschöpfungskette betrachtet 
werden. In beiden Bereichen finden wir (halb-) 
öffentliche und private Akteure auf Seite der 
DienstleisterInnen. Die Verkehrsdaten und 
Gesundheitsdaten des/der Einzelnen sind von 
großem ökonomischen Wert, da diese die Be-
ziehung und Bindung zu den KundInnen/Pati-
entInnen verbessern. Und sie öffnen, etwa über 
die Gründung von Verkehrsplattformen, neue, 
innovative Geschäftsfelder.

In allen drei Bereichen gibt es neue digitale 
Akteure. Im Zweiten Gesundheitsmarkt, der 
über gesetzliche Krankenversicherungen nicht 
abgedeckt ist, wird wie bei der klassischen On-
line Werbung, Werbung mit personalisierten 
Daten betrieben. Ein Beispiel dafür sind Emp-
fehlungen zur Vorbereitung von Frühstücks-
Müesli auf der Grundlage von DNA-Analysen 
(siehe „myDNA Slimiii“). Welchen Wert (d.h. 

Wirkung, Diagnostizität etc.) solche digitale 
Gesundheitsanwendungen besitzen, ist biswei-
len unklar (Köckler et al., 2021; Rosenberger 
& Weller, 2021). 

Es ist offensichtlich, dass die Nutzung di-
gitaler Diagnoseverfahren von der Bevölkerung 
in einigen Bereichen hoch akzeptiert ist. Dies 
gilt etwa für bildgebende Verfahren wie Com-
putertomographie (CT) oder Magnetresonanz-
tomographie (MRI). Im Bericht der Arbeits-
gruppe des Vulnerabilitätsraumes Gesundheit 
(Köckler et al., 2021) wird sehr kritisch über 
die fehlenden Gesundheitskompetenzen von 
PatientInnen und Teilen des Gesundheitsper-
sonals kommentiert und nachfragt, wie die 
Algorithmen und die Aussagefähigkeit digitaler 
Gesundheitsanwendungen angemessen zu be-
urteilen seien. Auch wird bemängelt, dass die 
Qualitätskontrolle für digitale Gesundheitsan-
wendungen in vielen Bereichen nicht den aus 
anderen Bereichen (etwa der Medizinproduk-
tezulassung) gewohnten Standards entspricht. 
Der in Werbekampagnen dargelegten großen 
Leistungsfähigkeit von digitalen Anwendungen 
stehen Aussagen gegenüber wie: „Die künstli-
che Intelligenz Watson for Oncology empfiehlt 
fragwürdige und inkorrekte Therapieoptionen“ 
(Meier, 2018). 

Wir treffen im Bereich digitaler Gesund-
heitsanwendungen auf teilweise erbittert ge-
führte werteorientierte, ökonomische, und 
organisationale Zielkonflikte zwischen Indus-
trie, PatientInnen, Ärzteschaft, Krankenkassen 
etc. Aber auch innerhalb der Stakeholdergrup-
pen finden sich hoch divergierende Ansichten. 
Die Ursachen dürften hier in der Komplexität 
der Transformation und einer mit sehr unter-
schiedlichen Bereitschaften und Interessen ver-
bundenen Akteurs- und Wissensvielfalt liegen. 
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Auswirkungsorientiere Vulnerabilitätsräume

Mobilität Gesundheit Landwirtschaft

Ökonomische 
Kennzahlen

•	 Konsumausgaben 
14,0%iv

•	 Externe Kosten 
149 Mrd.v

•	 Konsumausgaben 4,3%vi

•	 11,7% des BIPvii

•	 390,6 Mrdviii

•	 Nahrungsmittel Kon-
sumausgaben 13,3%ix

•	 89% Selbstversorgungx

•	 Landwirtschaft 0,7% der 
BIPxi

Funktion •	 Kritische Infrastruktur
•	 Nicht explizit im GG 

(Ronellenfitsch, 1995)

•	 Kritische Infrastruktur
•	 Menschenrecht (GG 

Art. 2, Abs. 2 Satz 1)

•	 Ernährung als Funda-
ment des Gemeinwohls

•	 UN-Sozialpakt, Art. 11, 
Absatz 1- ausreichende 
Ernährung; nicht im GG

Primäre 
Digitale 
Innovationen

•	 Integrale, vollständig 
vernetzte, datenintensi-
ve digitale Infrastruktur-
steuerung

•	 Selbstfahrende Fahr-
zeuge

•	 Digitale Gesundheitsan-
wendungen

•	 elektronische Führung 
patientenbezogener 
Akten. 

•	 Bildgebende Verfahren 
(CT, MRT) in Diagnostik

•	 AI-basierte Diagnostik

•	 Digitale Farm-Systeme 
(Sensoren in allen Be-
reichen)

•	 Fernerkundungs-und 
drohnenbasierte Er-
tragsbeobachtung

•	 Kopplung von Saatgut 
mit Pestizidanwendung 

Bedeutsame 
Entwick­
lungen

Datensouveränität

Veränderung der Wertschöpfungsketten

•	 Informationelle Selbstbestimmung des Bürgers •	 Der/die LandwirtIn als 
Klein-Unternehmer und 
als Person

•	 Integrierte Verkehrs-
systeme

•	 Standards für Digitale 
Gesundheitsanwendun-
gen

•	 Datenhoheit, Datenallo-
kation, Datenallmende

•	 Selbstfahrende Autos •	 Unrealistische Patien-
tenerwartungen

•	 Globale Informations-
asymmetrien

•	 Raumwirksame Auswir-
kungen

•	 Schwierigkeiten in der 
Bewertung von Nutzen 
und Risiken

•	 Reduktion Biodiversität 
und ggf. andere Um-
welteffekte

•	 Mehrverkehr und stei-
gender Individualverkehr

Tabelle 1: Kennzeichen und potentiell bedeutsame Entwicklungen in drei auswirkungsbezogenen, wirt-
schaftsbereichsbezogenen Auswirkungsräumen
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Eine große gesellschaftliche Aufgabe be-
steht darin, allen Akteuren hinreichende Kom-
petenzen zu vermitteln, um die Leistungsfähig-
keit, Grenzen und Fehlercharakteristiken von 
digitalen Daten beurteilen zu können. Die 
NutzerInnen und die in Gesundheitsberufen 
Tätigen ExpertInnen müssen in der Lage sein, 
darüber zu sprechen, der Nutzung digitaler 
Gesundheitsdaten einen Sinn geben und fest-
legen, wann und mit welcher Sicherheit diese 
herkömmlichen Methoden überlegen sind.

9 Die Erreichung einer sozialen Akzep-
tabilität Digitaler Gesundheitsanwen-

dungen (DiGA) und der Nutzung Digita-
ler Daten ist eine Herausforderung für das 
Gesundheitswesen. Für alle Akteure braucht 
es Lernprozesse und weitgehend akzeptierte 
institutionelle Vorkehrungen, die dazu bei-
tragen (sollen), die Stärken, Schwächen und 
Grenzen der digital erbrachten Leistungen 
für die in Gesundheitsberufen Tätigen im 
Vergleich zu den traditionellen analogen 
Hilfsmitteln realistisch einzuschätzen. Dies 
ist die Voraussetzung eines effizienten Zu-
sammenspiels von traditionellen und digita-
len Gesundheitsanwendungen. 

Wir haben in diesen Aussagen bewusst den 
Begriff der Akzeptabilität (und nicht die fakti-
sche subjektive Akzeptanz der Betroffenen) ge-
wählt. Akzeptabilität umfasst auch normative 
Aspekte wie soziale Gerechtigkeit sowie ethi-
sche Aspekte und verlangt Einsicht in die Sinn-
haftigkeit digitaler Anwendungen und emotio-
nale Identifikation bei ihrer Umsetzung (Renn, 
1991; Tchiehe & Gauthier, 2017).

Im Bereich Mobilität transformiert die Di-
gitalisierung die Wertschöpfungskette durch 
zwei ökonomisch und datentechnisch zusam-

menhängende Innovationen. Dies sind (a) die 
zunehmend selbstfahrenden Fahrzeuge und (b) 
die totalvernetzte, in Echtzeit operierende Lo-
gistik von Teil- und Gesamtverkehrssystemen. 
Die technologische Entwicklung in beiden Be-
reichen ist weit entwickelt. Die Umsetzung in 
die Praxis verläuft sichtbar, aber langsamer als 
vielfach erwartet. Die großen zu transferieren-
den Datenmengen und der schleppende Aus-
bau des 5G Netzes etc. bilden hier eine von 
mehreren Barrieren. Eine Betriebsstunde eines 
„selbstfahrenden“ Autos erfordert einige hun-
dert Gigabyte (Leistung. Die energetischen und 
materiellen Ressourcen für die Verwaltung die-
ser Daten sind erheblich. Barrieren sind – wie 
bei allen digitalisierten Entscheidungshilfen 
– ethische (mit Moraldilemmata verbundene) 
und rechtliche Fragen. So wird seit Langem da-
rüber diskutiert, welcher Akteur in der digita-
len Wertschöpfungskette im Falle eines Unfalls 
haftungspflichtig ist (Borges, 2016).

Die Einführung der digitalen Plattformen 
für selbstfahrende Autos ist mit grundlegenden 
politischen, ökonomischen und technischen 
(Datenarchitektur-)Fragen verbunden. Offen 
ist, in welcher Weise es globale, zentrale, rand-
ständige („edge-computing“) und dezentrale 
Rechnereinheiten geben wird (Ferrer, Marquès, 
& Jorba, 2019). Unklar ist, wer bei der Einfüh-
rung der digitalisierten Mobilitätsinfrastruktur 
die Führung übernimmt. Alphabet Google hat 
hier sicher einen Wettbewerbsvorteil. Google 
Maps wurde bereits im Jahr 2004 gegründet. 
Google verfügt über fotografische Geodaten 
(Svennerberg, 2010). Mit dem Kauf von Mo-
torola Mobility verfügt Google seit 2011 über 
die wichtigen Patente, um Mobilitätssysteme 
mittels eines Digitalen Zwillings des Verkehrs 
zu steuern (Svennerberg, 2010).
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Umfassende Mobilitätsdaten werden mit je-
dem Kauf neuer Automobile von den Herstel-
lern erworben. Auch die Deutsche Bahn ver-
fügt über umfangreiche Daten. Darüber hinaus 
sind Länder, Städte und Kommunen wichtige 
Akteure, befinden sich aber bei diesem evolu-
tionären Übergang im „Wartestand (Hasse et 
al., 2017). Eine Verlagerung der Wertschöp-
fung „Mobility as a Service“ (MaaS) ist jedoch 
– etwa wegen der zurückhaltenden Kooperati-
onsbereitschaft von Herstellern – nicht wirklich 
in Sicht (siehe SI1.5, Wust, Teille, & Hofmann, 
2021 ). Eine stärkere proaktive Rolle der öffent-
lichen Hand und eine Diversifizierung von An-
bietern wäre auch vor dem Hintergrund von 
befürchteten „Lock-in-Effekten“ wünschens-
wert, da man sonst sehr hohe Kosten bei einem 
Anbieterwechsel oder die Möglichkeit eines 
Preisdiktats befürchten müsse (Schauf & Neu-
burger, 2021). 

10 Integrale, flächendeckende Kon-
zepte von deutschen und europäi-

schen Akteuren zu digitalen Mobilitätsinfra-
strukturen sind nicht wirklich sichtbar. Der 
Übergang vom elektrotechnischen zum di-
gitalen Modell ist noch nicht abgeschlossen 
und hinkt in Deutschland dem Stand neu-
ester Technikkonzeptionen teilweise hinter-
her. Innovationen sind daher eher von glo-
balen digitalen Infrastrukturanbietern wie 
den „Big Five“ zu erwarten.

Auch aus der Sicht einiger ExpertInnen wird 
das Ziel eines digitalen Paradigmenwechsels der 
deutschen Autoindustrie bezweifelt. Diese sei 
zu stark mit der mechanischen Konzeption des 
Autos verhaftet. Damit sei man Herstellern wie 
Tesla hoffnungslos unterlegen, die Autos kon-
sequent aus der Sicht des Digitalen Zwillings 

konstruieren. Wir können dies auch als ein 
Beispiel für die Botschaft des Europäischen Ex-
pertenpanels (siehe Seite 1) „Deutschland wird 
zum Verlierer der digitalen Revolution“ neh-
men. Dies lässt sich an einigen Zahlen illust-
rieren. In einem Mercedes der S-Klasse liegt die 
Kabellänge aller elektrischer Verbindungen in 
der Grössenordnung von 10 km (Deppe, 2017; 
Richter, 2009). Im Tesla T3 wurde die Länge 
auf 1.5 km reduziert. Im Modell Y wird eine 
Länge von 100 m angestrebt (Sebastian, 2019). 
Es ergeben sich hier nachhaltig wirkende Ge-
winnvorteile durch die Kabellänge und die 
Reduktion der Komplexität des Kabelbaumes. 
Um etwa die gleiche elektrische Fehlersicher-
heit zu erreichen, kann man beim kurzen Tesla-
Kabelbaum viel preiswertere Kabel verbauen als 
bei Daimler. Dieses Potenzial zur Kosteneinspa-
rung spiegelt sich im Börsenwert wider. Ende 
2020 betrug dieser bei Daimler 45 Milliarden 
und bei Tesla 300 Milliarden (Stahl, 2020).

Die Digitalisierung des Verkehrs zeigt ein 
Janusgesicht. GPS-gesteuerte Logistik führt 
potentiell zu kürzeren Wegen und zu CO2-Re-
duktionen. Selbstfahrende Autos der Zukunft 
machen gleichzeitig das Reisen angenehmer 
und sicherer. Dies kann dann zur Erhöhung 
der Personenkilometerzahl führen. Die Bereit-
schaft, mit dem Auto zu fahren, wird durch 
Einparkhilfen für autonomes Einparken beim 
parallelen Einparken und bei schwierigen Park-
haussituationen erhöht. Dies kann als ein Be-
standteil der vom WBGU (WBGU, 2019) als 
digitale Brandbeschleunigung der Umweltkrise 
bezeichneten Digitalisierung betrachtet werden 
(siehe SI1.4, Schebeck et al., 2021). Eine nach-
haltige Verkehrsplanung in Deutschland sollte 
im Sinne von „Sustainability by Design“ Inf-
rastrukturen schaffen, bei denen solche Effekte 
verhindert oder zumindest gemindert werden.
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11 Digitalisierung kann zu Mehrver-
kehr und erhöhtem Ressourcen-

verbrauch führen. Ökologische Rebound-
Effekte sind rechtzeitig und angemessen zu 
erfassen und zu bewerten.

Diese Art von Rebound-Effekten wird auch 
für die Digitalisierung in der Landwirtschaft 
befürchtet, obwohl hier im Vergleich zur Mobi-
lität die Auswirkungen klein sind, da die Anzahl 
der Fahrzeuge und Maschinen in diesem Be-
reich – etwa im Vergleich zu Haushalten – ver-
gleichsweise gering ist. Im Vulnerabilitätsraum 
Landwirtschaft wurde aber der Landnutzung 
und der damit verbundenen Reduktion der 
Biodiversität besondere Beachtung geschenkt. 
Die Potentiale einer Verringerung der Umwelt-
auswirkungen durch „Precision Agriculture“ 
sind sehr groß (Mulla, 2013; Zhang, Wang, & 
Wang, 2002). Ein Beispiel ist der gezielte, effi-
ziente Einsatz von Agrochemikalien. Ob neue 
computerisierte kleine Landmaschinen den 
Verbrauch von nicht landwirtschaftlichen Rest-
flächen erhöhen, ist noch nicht abzuschätzen. 
Ob sich eine solche Option durch Marktme-
chanismen realisiert, lässt sich ebenfalls nicht 
vorhersagen. Selbst die Größenordnung der 
Wahrscheinlichkeit lässt sich in solchen Fäl-
len nicht vorhersagen. Wir sprechen hier auch 
von vagen oder ambiguiden Risiken (Reichel 
et al., 2012). Für ein nachhaltiges Technolo-
giemanagement gilt es, diese möglichen nega-
tiven Folgen (Unseens) zu identifizieren, nach 
Maßgabe eines pluralistischen Spektrums von 
Werten und wissenschaftlichen Perspektiven zu 
analysieren und zu bewerten, um eine Grund-
lage für funktional sinnvolle und ethisch akzep-
table Entscheidungen zu legen.

Die wesentlichen Transformationen im Be-
reich der Landwirtschaft betreffen Veränderun-

gen der Wertschöpfungskette und die mit der 
Datafizierung einhergehende Marktkonzentra
tion. LandwirtInnen werden zu einer Art digi-
talen Bio-System-ManagerInnen. Kritisch zu 
hinterfragen ist hier, in welchen Bereichen In-
formationssymmetrien auftreten. Dies gilt auf 
kleiner (auf dem Hof) wie global auf großer 
Skala. So ist zu erwarten, dass globale Agro-In-
dustriebetriebe und/oder HändlerInnen über die 
finanziellen Mittel verfügen, um über ausgefeil-
te Agro-Datenzentren Wettbewerbsvorteile zu 
gewinnen. Hier stellt sich dann die Frage, über 
welche Daten welche nationalen und internatio-
nalen am Gemeinwohl orientierten Unterneh-
men verfügen sollten, um globale Ernährungs-
sicherheit sicher zu stellen (Scholz et al., 2021).

4.3	 Europäischer Datenschutz zwischen 
Datenökonomie und verschiedenen 
Bildern von Bürgerrecht

Mit der EU-Datenschutz-Grundverordnung 
(DSGVO; EU, 2016) wurde ein wichtiges, 
komplexes gesetzliches Regelwerk geschaffen. 
Die Verordnung war bereits bei der Einführung 
umstritten. Es wurde und wird etwa von Teilen 
der Wirtschaft als ein Hindernis und Standort-
nachteil im Vergleich zu China und den USA 
betrachtet. 

Die Frage, wie Datenschutz als Teil eines 
verantwortungsvollen Umgangs mit Daten 
für das neue immaterielle Gut digitale Daten 
zu regeln sei, führt zu grundlegenden recht-
lichen Fragen (siehe Box 3). Diese werden in 
vielfacher Weise kontrovers diskutiert. In der 
Diskussion standen lange ökonomische und 
datenrechtliche Aspekte im Vordergrund. Die 
Göttinger Erklärung der Konferenz der un-
abhängigen Datenschutzbehörden des Bundes 
und der Länder (DSK, 2017) verwies darauf, 
dass die Datensouveränität mehr als eine Rege-
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lung der „Verwertungshoheit“ in ökonomisch-
rechtlicher Sicht darstellt. „Daten bieten ein 
nahezu vollständiges Abbild der Persönlichkeit 
des Menschen“. Die Erklärung weist darauf 
hin, dass die „Menschenwürde auch im digita-
len Zeitalter der zentrale Maßstab staatlichen 
und wirtschaftlichen Handels“ sei. Damit sind 
Grundfragen von Bürgerrechten angesprochen, 
die wir in Abschnitt 4.6 in Zusammenhang mit 
Sozialen Medien näher betrachten.

Ziel ist es, eine „informationelle Selbstbe-
stimmung“ zu realisieren. In DiDaT wurden in 
verschiedenen Gruppen die praktischen, recht-
lichen und ethischen Grundfragen behandelt, 
aber die DSGVO nicht als eigenständiges The-
ma angesprochen. Gleichzeitig stellt sich die 
Frage, ob mit Konzepten wie „Daten-Eigen-
tum“ und „Daten-Kontrolle“ bzw. „Souveräni-
tät“ ein adäquater Umgang mit Entwicklun-
gen in der digitalen Transformation etabliert 
werden kann oder ob nicht über eine grund-
sätzliche Neu-Ausrichtung der Parameter der 
ethische Umgang mit Daten stärker akzentuiert 
werden muss, wie z.B. der Übergang von einer 
erhebungsorientierten Nutzungs-Einwilligung 
zu einer nutzungsorientierten Einwilligung. 
Aus der Sicht der datengestützten Industrie 
(wie sie etwa durch den BVDW vertreten wird) 
lassen sich so neuartige Anwendungen unter 
Verwendung großer Datenmengen besser rea-
lisieren, gleichzeitig könnte sich die Kontext-

bezogenheit der Einwilligung für BürgerInnen 
verbessern. 

Box 5 gibt einen Einblick der Aussagen 
zu einem „verantwortungsvollen Umgang mit 
Daten“ und berücksichtigt dabei unterschied-
liche rechtliche Interpretationen. Im Rahmen 
der Diskussionen von DiDaT ergab sich fol-
gendes Bild. Die DSGVO behandelt wesent-
liche Aspekte der Transparenz, Zweckbindung, 
zeitlichen Begrenzung und wichtige neue, mit 
der digitalen Nutzung von Personendaten be-
treffende Aspekte wie Profiling oder Pseudo-
nymisierung. Ergänzt wird die DSGVO durch 
weitere europäische Vorschriften, hier insbe-
sondere durch die ePrivacy-Richtlinie, die für 
die hier relevanten Fragen vorschreibt, dass 
Cookies der Einwilligung der NutzerInnen be-
dürfen. Der vermutlich wichtigste Inhalt ist die 
explizite Einwilligung der NutzerInnen nach 
Art. 6 Abs. 1 a) DSGVO zu einer Verwendung 
von personenbezogenen Daten und/oder zur 
Nutzung der auf einer Homepage oder Platt-
form zugänglichen Daten bzw. für Cookies der 
Einwilligung nach Art. 5 Abs. 3 Satz 1 ePriva-
cy-RL/§ 15 Abs. 3 TMG. Schaut man in die 
Praxis der Datennutzung, so zeigt sich, dass die 
Einwilligungsregeln wohl in den meisten Fällen 
formal eingehalten werden. Aber nach eigenen 
Angaben betreiben nur 23% der NutzerInnen 
ein aktives Cookie-Management und treffen 
eine fallweise Auswahl (Birkner, 2020).

Box 4: Rechtliche Sichtweisen auf Datenschutz und Dateneigentum

Bei den digitalen Daten handelt es sich um eine neue Form von Immaterialgut. Digitale 
Daten werden als maschinenlesbare, codierte, beliebig häufig spurenfrei vervielfältigbare im-
materielle Einheiten begriffen. Damit sind Daten, die keine Bedeutung haben, ein öffentli-
ches Gut („non-rivalry; non excludability“). Niemandem gehört die Zahl „7“. Die mit Daten 
verbundenen Informationen haben einen Wert, insbesondere in Verbindung mit anderen 
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Daten. Deshalb sind Daten Wirtschaftsgüter, die auch rechtlichen Schutz genießen und man 
braucht Regelungen für deren Nutzung: „Keiner möchte Open Data ohne Restriktionen.“ 
(Wiebe, 2020). 

Seit einigen Jahren erfolgt in diesem Zusammenhang der Ruf nach einem eigenen Daten-
recht und Dateneigentum. Vereinfacht kann man hier zwei Positionen identifizieren. Die 
erste Position ist der Meinung, dass Dateneigentum nicht als eigenständiges Rechtsinstitut 
benötigt wird (BVDW, 2018; MPI Innovationen und Wettbewerb, 2017). Sie argumentiert 
primär damit, dass die Verfügungsberechtigung und Ausschließlichkeit der Nutzung bereits 
durch eine Reihe Rechtsvorschriften hinreichend geregelt werden. Zu diesen gehören zum 
Beispiel (siehe BVDW, 2018):

•	 die DSGVOxii und weitere Gesetze oder Verordnungen wie die ePrivacy-Verordnungxiii 
(deren Verabschiedung sich wegen befürchteter starker Einschränkungen durch Ein-
sprüche der Wirtschaft stark verzögert; Bialek & Hoppe, 2020), siehe insbesondere die 
konsolidierte Fassung der ePrivacy-Richtliniexiv 

•	 das Strafgesetzbuchxv (StGB) mit den Regelungen in § 303a zur Datenveränderung oder 
§ 303a zum Ausspähen von Daten

•	 das Gesetz gegen den unlauteren Wettbewerbxvi (UWG) als Teil des Lauterkeitsrecht zur 
Verhinderung unlauteren Handelns wie etwa § 17 UWG zum Verrat von Geschäfts- und 
Betriebsgeheimnissen; siehe hierzu auch das Gesetz zum Schutz von Geschäftsgeheim-
nissenxvii (GeschGehG)

•	 das Urheberrechtxviii (UrhG, siehe etwa § 2 Abs. 1(7) und Abs. 2 oder UrhG § 4) in denen 
Datenbanken wenn sie „systematisch oder methodisch angeordnet sind“ geschützt werden 
und somit ein Investitionsschutz verankert ist

•	 Das Bürgerliche Gesetzbuchxix (BGB), mit dem der physische Zugang zu einem Compu-
ter, zu einem Datenträger oder einem Auto, einer landwirtschaftlichen Maschine, einem 
Arztbericht bzw. die konkrete Manifestation von Daten auf materiellen Datenträgern (z.B. 
einer Festplatte) geschützt wird, sowie aufgrund vertragsrechtlicher bzw. persönlichkeits-
rechtlicher Vorschriften

Im Kern der Nutzung durch Dritte steht die Einwilligung zu der Nutzung. In der DSGVO ist 
hier Art. 20 (Recht auf Datenübertragbarkeit) ein wichtiger Bestandteil.

Die andere Position führt insbesondere Aspekte des zivilgesellschaftlichen Bürgerrechts und 
Persönlichkeitsrechts an. Daten werden „als die digitale Sprache der Bürger und als kulturelle 
Tatsachen und Ressourcen der Zivilgesellschaft“ begriffen (Fezer, 2018a, S. 53). Von daher 
muss den BürgerInnen die Möglichkeit zu einer eigenen Gestaltung gegeben werden. Dies 
steht im Widerspruch dazu, dass „Gate-Keeper ... den kompletten Informationsfluss in der Ge-
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sellschaft“ kontrollieren und BürgerInnendaten algorithmusbasiert „nach den transnationalen 
Direktiven bestimmter Unternehmen ohne Bürgerbeteiligung“ verwalten (Kuzev, 2018, S. 9). 

Eine Zuordnung von „Dateneigentum“ erfolgt über das Konzept des (wirtschaftlich berech-
tigten) Datenerzeugers. Zu fragen ist, wessen Verdienst die Generierung der Daten ist oder 
wer die Kosten für die Generierung des datengenerierenden Gegenstandes trägt. Auf diese 
Weise lassen sich „bestimmten Berechtigten ausschliessliche Zugangs- oder Eigentumsrechte 
sui generis zuweisen“ (Kuzev, 2018, S. 9). Der schöpferische Akt wird als Wurzel des Eigen-
tums betrachtet.

Diese Position ist mit zwei interessanten Konzepten verbunden. Das eine ist die Digitale Sou-
veränität (siehe Box 5). Diese leitet sich aus den Art. 1 und 2 GG ab. Eine zweite bezieht sich 
auf die Idee des „repräsentativen Eigentums“. Der Zugang zu Daten wird in der digitalen 
Gesellschaft als individuelles Bürgerrecht zur Gestaltung des eigenen Lebensraums betrachtet. 
Um dies zu sichern, braucht es geeignete institutionelle Maßnahmen, um für BürgerInnen 
eine Transparenz von Algorithmen und einen hinreichenden Datenzugang zu ermöglichen. 
Fezer schlägt hier eine supranationale Datenagentur vor.

Bei einigen von durch Elektronik in neueren 
Autos erhobenen oder verarbeiteten Daten 
handelt es sich um personenbezogene Daten. 
Beim Vorgang des Kaufens, Leasings oder Lei-
hens eines neuen oder gebrauchten Autos ist 
es für die NutzerInnen nicht nachvollziehbar, 
welche Daten echtzeitlich oder in der Werk-
statt gesammelt werden, inwieweit diese in jed-
welcher Form der Anonymisierung von wem, 
in welchem Land dauerhaft gespeichert und 
genutzt werden. In einer Befragung von zehn 
österreichischen ImporteurInnen gab es zehn 
verschiedene Antworten von „Es werden kei-
ne persönlichen Daten ausgelesen“ (asiatischer 
Hersteller mit kleinem Marktanteil) bis „Die 
Kunden müssen zustimmen. Mobilitätskon-
zepte der Zukunft ... sind auf den Austausch 
und die Analyse von diesen Daten angewiesen“ 
(Deutscher Hersteller mit größtem Marktan-
teil, Hebestreit, 2019). Die Antworten spiegeln 
vermutlich die unterschiedlichen Interessen der 

HerstellerInnen wider. Ein Problem stellen hier 
verdeckte Zustimmungen dar, die etwa über 
Kleingedrucktes eingeholt werden. In der Fol-
ge kann dann jemand, der sein neu erworbenes 
gebrauchtes Auto zur Werkstatt bringt, mit der 
Aussage konfrontiert werden: „Entweder du 
unterschreibst die Vereinbarung oder wir ma-
chen keinen Service“ (Hebestreit, 2019).

12 Es braucht Transparenz darüber, bei 
welchen Zustimmungen von Nutz-

erInnen welche Daten im Internet bei der 
Nutzung von Autos, der Nutzung öffentli-
cher Verkehrsmittel, bei der Haustechnik 
etc. erhoben werden und welche Folgen sich 
aus einer Zustimmung ergeben.

Unter Personenschutzgesichtspunkten spielen 
Gesundheitsdaten und die genetischen Daten 
eine besondere Rolle. Genetische Daten werden 
aber auch auf dem Zweiten Gesundheitsmarkt 
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genutzt (siehe „myDNA Slim“, siehe Abschnitt 
4.2) Der Zweite Gesundheitsmarkt operiert im 
Grundsatz wie ein Dienstleistungsmarkt. Ob 
und inwieweit die in §2 Absatz 1 des Gendiag-
nostikgesetzes (BMJV, 2012) vorhandene For-
mulierung „Dieses Gesetz gilt für genetische 
Untersuchungen zu medizinischen Zwecken, 
zur Klärung der Abstammung sowie im Versi-
cherungsbereich und im Arbeitsleben“ die Nut-
zungen zur Ermittlung der individuellen Sport-
eignung oder Partnerwahl umfassen, ist unklar. 
Gleichermaßen unklar ist, inwieweit die Daten 
von außerhalb der EU durchgeführten Gen-
analysen in Deutschland geschützt sind. Dies 
ist problematisch, da zuverlässige DNA-Analy-
tik für unter US$ 50 zugänglich ist (Scholz et 
al., 2018) und neue statistische polygenetische 
(d.h., auf vielen Genen aufbauende multivaria-
te) Verfahren zunehmend zuverlässigere statisti-
sche Vorhersagen über die Intelligenzleistungen 
und viele andere Fähigkeiten liefern (Plomin & 
von Stumm, 2018; Regalado, 2018).

13 Die sich rasch verändernde Er-
hebung und Nutzung personali-

sierter Gesundheitsdaten, einschließlich 
genetischer Daten, im Ersten und Zweiten 
Gesundheitsmarkt und der Schutz vor miss-
bräuchlicher Nutzung genetischer Informa-
tionen sind wichtige Handlungsfelder, die 
vor einer weiteren Kommerzialisierung des 
Medizinmarktes geregelt werden müssen. 

Cookies (oft auch HTTP-Cookies genannt) sind 
kleine Datenpakete, die im Laufe der Nutzung 
von Webbrowsern und Internetseiten aufgezeich-
net, auf dem Endgerät abgelegt und zwischen 
Computerprogrammen ausgetauscht. Cookies 
werden auch bei der Nutzung „intelligenter“ 
Lautsprecher wie Amazon Alexa und anderen 

digitalen Technologien erzeugt. Soweit die Coo-
kies nicht zur Erbringung des jeweiligen Diens-
tes erforderlich sind, kann man die Erteilung der 
Erlaubnis zur Erstellung eines Cookies als ein 
Tauschgeschäft betrachten. Durch die Zustim-
mung des/der NutzerIns zu Cookies (d.h. etwa 
zur Verwendung von Suchdaten) wird der Zu-
gang zu Informationen oder zur Nutzung von 
Apps etc. gegeben. Ohne Zustimmung wird der 
Service häufig verwehrt.

Die Informationen von Cookies werden 
etwa im Marketingbereich zur Verfolgung des 
Konsumverhaltens und der darauf aufbauenden 
Optimierung der Online-Werbung verwendet. 
Aber auch Organisationen wie die NSA nutzen 
diese Technologien zur politischen Überwa-
chung. Eine besondere Rolle spielen Third-Par-
ty-Cookies (Fruchter, Miao, Stevenson, & Ba-
lebako, 2015; Samarasinghe & Mannan, 2019; 
Soltani, Peterson, & Gellman, 2013). Third-
Party Cookies werden durch Dritte, nicht an 
der direkten Computerinteraktion beteiligten 
Personen (etwa durch die AnbieterInnen einer 
benutzten Website), erstellt und genutzt. Wel-
che Cookies bei der Nutzung einer Webseite 
aktiviert werden, ist für die NutzerInnen nicht 
direkt sichtbar. Neuere, nach der Einführung 
der DSGVO durchgeführte empirische Unter-
suchungen zeigen, dass es Third-Party-Cookies 
gibt, die bei über 90% der von den Studien-
teilnehmerInnen besuchten hochfrequentierten 
Webseiten aktiviert werden. Ein Abmelden aus 
einer Datenaufzeichnung wird als „sehr schwie-
rig bis unmöglich“ beurteilt (Sanchez-Rola et 
al., 2019). Es dürfte nur einem Teil der Bevöl-
kerung Deutschlands bekannt sein, dass mit 
der Zustimmung zu Cookies häufig ein Ein-
verständnis dafür erteilt wird, dass eine große 
Anzahl unbekannter Dritter Zugang zu den 
Verhaltensdaten (etwa die Zeitspanne, mit der 
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eine Internetseite angeschaut wird) bekommt. 
Es ist interessant zu sehen, dass Apple mit der 
„Intelligent Tracking Prevention“ bereits 2017 
informationstechnologische Technologien zur 
Blockierung von Third-Party-Cookies geschaf-
fen hat (Schöppentau, 2020). Und auch Goo-
gle hat offenbar angekündigt, diese mittels des 
Chrome Browsers zu blockieren (Schöppentau, 
2020). 

Die Frage, wie in der Online-Werbebrache 
eine Erhöhung der Transparenz des Erhebens, 
der Verwertung und Nutzung digitaler Daten 
ermöglicht werden kann, wird im Jahr 2021 
zum Gegenstand des DiDaT Transdisziplinari-
täts-Laboratoriums (TD-Lab) Datenökonomie 
gemacht werden. Dieses, aus Werbepraktike-
rInnen und WissenschaftlerInnen zusammen-
gesetzte Labor hat sich aus einer Querschnitts-
gruppe über mehrere Vulnerabilitätsräume 
ergeben (siehe Abb. 3). Es zielt darauf ab, Inter-
net-NutzerInnen fairere Möglichkeiten zu ge-
ben, um sich über das Ausmaß der Folgen, die 
mit einer Zustimmung verbunden sind, kundig 
zu machen. 

Vor dem Hintergrund der gegenwärtigen 
Praxis des Internets lassen sich (etwa über Third-
Party-Cookies nutzende Web-AnbieterInnen) 
mittels Big Data Analytics eine große Anzahl 
von persönlichen Verhaltensdaten miteinan-
der verknüpfen. Dies geschieht auch weiterhin, 
obwohl globale Anbieter Anpassungen an die 
Datenschutz-Grundverordnung vorgenommen 
haben. Allerdings lässt sich bei ausreichenden 
Kenntnissen bei vielen Webseiten eine Aufzeich-
nung des Internet-Verhaltens vermeiden. Diese 
liegen aber beim Großteil der NutzerInnen nicht 
in erforderlichem Umfang vor. In einer Welt 
der zunehmenden Vernetzung von vielfach per-
sonengebundenen Geräten (wie Smartphones, 
Wearables, etc.) lässt sich für jeden/jede Internet-

NutzerIn ein umfassendes Bild einer Person er-
stellen. Dieses kann dann mit wenig Aufwand 
mit einer konkreten Person verbunden werden. 
Wir diskutieren in Teil 4 Optionen, wie hier eine 
Änderung erzielt werden kann.

14 Die Ziele der DSGVO werden 
mit der gegenwärtigen Praxis des 

Internets nicht erreicht. Zur Zielerreichung 
braucht es die Anpassung/Verabschiedung 
ePrivacy Verordnung (als Cookie-Richtli-
nie). Somit sind hinreichende Ressourcen 
für die Durchsetzung des Datenschutzes 
notwendig.

4.4	 Wem gehören die Daten?
Es handelt sich um eine schwer zu beantwor-
tende Frage. Der oberste Gerichtshof der Ver-
einigten Staaten hat bereits im Jahr 1914 festge-
stellt, dass es kein Wort gibt, das mehrdeutiger 
(„engl. ambiguous“) in seiner Bedeutung ist als 
besitzen („posess“). Eine generelle Antwort ist 
schwer zu finden. Wir haben in Box 4 gezeigt, 
dass die gegenwärtige Rechtspraxis des Schutzes 
von Daten, bis auf den durch die DSGVO weit-
gehend abgedeckten Schutz personenbezogener 
Daten, eine Art Multi-Artikel Praxis darstellt. 
Je nach Frage können unterschiedliche Gesetze 
zur Anwendung kommen. Dies widerspricht 
einem etwa von einigen Stakeholdern im Vul-
nerabilitätsraum Landwirtschaft gewünschten 
branchenbezogenen Datenrecht.

Die Frage der Datenhoheit wurde im Vul-
nerabilitätsraum Landwirtschaft unter ver-
schiedenen Aspekten diskutiert. Interessant 
ist hier eine Öffnung der Landmaschinen-
hersteller. Der VDMA hat auf nationaler und 
europäischer Ebene eine Branchenempfehlung 
unterzeichnet, in der im Absatz „Eigentum an 
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Daten“ festgestellt wird, dass „die in land- und 
forstwirtschaftlichen Betrieben gewonnenen 
Daten grundsätzlich den Bewirtschaftern die-
ser Betriebe gehören und von diesen umfassend 
genutzt werden dürfen, unabhängig davon, ob 
diese Daten manuell, automatisiert oder durch 
andere technische Hilfsmittel (z.B. elektroni-
sche Datenverarbeitungsprogramme) entstan-
den sind.“ Und es wird erkannt, dass die Daten 
Rückschlüsse auf die „Identifikation der land- 
und forstwirtschaftlichen Bewirtschafter zulas-
sen“ und es die Zustimmung des/der Landwir-
tIn braucht, um diese zu nutzen (DBV et al., 
2018). Zur konkreten Durchführung bestehen 
viele offene Fragen etwa darüber, wie die Daten 
der aus den landwirtschaftlichen Maschinen 
vom Maschinenhersteller zum/r LandwirtIn 
zurückkommen können. Auch Hersteller von 
industriellem Saatgut und Agrar-Betriebsmit-
teln verfügen über umfassende Daten, so dass 
hier die Forderung auftrat, zu prüfen, ob bran-
chenspezifische Datenregulierungen sinnvoll 
sind.

Eine grundsätzliche Befürchtung bezieht 
sich auf Informationsasymmetrien. Bei vielen 
Schritten der landwirtschaftlichen Produkti-
onskette, wie bei Saatgut- und Agrochemikali-
enherstellern, wird der Weltmarkt zu 70% von 
wenigen Oligopolbetrieben beherrscht. Für ein 
globales Monitoring und für eine nachhaltige 
Steuerung des Welternährungssystems (in dem 
Deutschland mit 10% der konsumierten Agrar
rohstoffe partizipiert) bedarf es Strategien, um 
einen gemeinsamen Datenpool zu generieren 
und zu verwalten, der, auf der Ebene des In-
dividuums, als „repräsentatives Eigentum“ 
und als Voraussetzung der Mitgestaltung der 
Zivilgesellschaft betrachtet werden kann. Aus 
wirtschaftlicher Sicht unterstützen solche Platt-

formen etwa Startups oder Kleinunternehmen 
bei der Findung von Marktnischen und Inno-
vationen.

15 Gegenwärtig können Big Data  nur 
von (den „Big Five“ und) wenigen 

(anderen) großen privatwirtschaftlichen 
Akteuren gesammelt und mittels Big Data 
Analytics ausgewertet werden. Es bedarf 
einer nationalen und europäischen Strategie 
„Grunddaten“ für alle wirtschaftlichen Ak-
teure für die Entwicklung von Innovationen 
zugänglich zu machen.xx 

4.5	 KMU: Die Transformation eines 
Hauptbereichs der Deutschen 
Wirtschaft

Wir haben bislang in den Bereichen Mobilität, 
Gesundheit und Landwirtschaft wesentliche 
strukturelle Veränderungen der Digitalisierung 
und Datennutzung beschrieben. Diese Berei-
che sind (kritische) Infrastrukturen und Wirt-
schaftsbereiche zugleich.

In diesem Abschnitt betrachten wir eine 
höhere Aggregationsebene. Wir beschäftigen 
uns mit Kleinen und Mittleren Unterneh-
men (KMU). Diese sind ein wesentlicher Teil 
des Gesamtsystems der deutschen Wirtschaft. 
KMU in Deutschland und in andern Ländern 
Europas haben sich historisch aus dem Hand-
werk und den Zünften entwickelt. Im Indus-
triezeitalter stellten sie das Grundgerüst der 
deutschen Wirtschaft dar. Im Projekt DiDaT 
betrachten wir Unternehmen mit bis zu 1.000 
MitarbeiterInnen als KMU. Hiermit werden 
mehr als 99% aller Unternehmen erfasst. Diese 
erbringen mehr als ein Drittel des Umsatzes al-
ler deutschen Unternehmen (IfM, 2017).
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Abbildung 8: Für KMU relevante Transformationsbereiche des Wirtschaftens 

Wir berichten über wesentliche strukturelle 
Veränderungen, die für KMU als Risiken zu 
betrachten sind und von ihnen Anpassungsleis-
tungen erfordern (zur differenzierten Analyse 
siehe Kapitel 3 in diesem Band: Neuburger et 
al., 2021). Dazu fassen wir die in Abbildung 
3 dargestellten sechs Transformations- und 
Handlungsbereiche in drei Cluster zusammen. 
Diese sind:
a)	 Durch IoT (1) entstandene Digitale Netz-

werke der Produktion (2)
b)	 Die durch Cloud (3) und Plattformen (4) 

verursachten Substitutions- und Verdrän-
gungseffekte einschließlich kritischer Ab-
hängigkeiten von neuen digitalen Infra-
strukturanbietern und anderen digitalen 
Akteuren

c)	 Die extremen organisationalen (5) und auf 
der Ebene der Mitarbeiter (6) zu vollzie-
henden Veränderungen und Anpassungs-
leistungen

Die Vision „Industrie 4.0“ basiert auf dem aus 
produktionswissenschaftlicher Sicht erstellten 

Digitalen Zwilling der Wertschöpfungsket-
te. Dieser Ansatz komplementiert die digitale 
Repräsentation der wirtschaftlichen Geschäfts-
prozesse, wie diese durch Softwarepakete von 
SAP oder anderen ermöglicht wurde. Mit einer 
Verbindung dieser beiden Entwicklungslinien 
werden Produktionsnetzwerke geschaffen, in 
die sich KMU einfügen müssen. 

Auch Dienstleistungen werden zunehmend 
direkt in diese Kette einbezogen. Mit der digi-
talen Diagnose einer defekten Pumpe im Ge-
schirrspüler kann nicht nur direkt ein Kosten-
voranschlag für den Haushaltskunden erstellt 
werden. Die Information kann online in die 
Planung der Lagerung, Produktion, Logistik, 
Entwicklung (Qualitätskontrolle) und des Re-
cyclings des Herstellers und seiner Zulieferer 
eingespeist werden. Mittels IoT wird eine Echt-
zeit-Verzahnung der einzelnen Maschinen, der 
Produktionsanlagen, der beteiligten Menschen, 
der Logistik samt den damit verbundenen 
ökonomischen Transaktionen ermöglicht. Die-
ses erfolgt zunehmend selbstorganisiert und er-
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fordert große digitale technische und personelle 
Ressourcen.

In welche Richtung sich dies entwickelt, 
lässt sich vielleicht an der Umstrukturierung der 
IT-Systemhäuser erkennen (die fast ausschließ-
lich KMU sind). IT-Serviceunternehmen haben 
KMU lange vorwiegend mit maßgeschneider-
ter Software ausgestattet. Nun liegen Bausteine 
aus großen, einfach zu integrierenden Software-
paketen (d.h. eine Art „Konfektionsware“) vor. 
Diese werden von großen Anbietern wie AWS 
angeboten und von IT-Häusern nachgeordnet 
vertrieben. Eine Anpassung hat bei diesen Pro-
dukten mehr auf der Seite des Unternehmens 
als auf der Seite der Software zu erfolgen. Die 
Interoperabilität im Gesamtsystem steht im 
Vordergrund und verlangt von den KMU er-
hebliche Anpassungen.

Cloudbasierte Anwendersoftware mit vor-
definierter Benutzerüberfläche und weiter-
gehend der gemeinsame Einkauf von platt-
formbasierter Software mit vom Anbieter 
angebotener Software (Platform as a Service, 
siehe SI3.3; Schauf & Neuburger, 2021) füh-
ren KMU in große Abhängigkeiten. Die in der 
Regel von außereuropäischen Unternehmen 
angebotenen Leistungen binden die KMU in 
einem Übermaß. Die Wechselkosten zu einem 
anderen Anbieter, aber auch die Rückübermitt-
lung von gespeicherten Daten sind bisweilen 
mit großen Schwierigkeiten verbunden. Wir 
sprechen deshalb von einem Anbieter-Lock-in. 
Hier gibt es aber, zumindest für die Speiche-
rung von Daten, geeignete Maßnahmen um 
dies zu lindern (Opara-Martins, Sahandi, & 
Tian, 2016; Różańska & Kritikos, 2019).

Die tiefsten Veränderungen des Wirtschaf-
tens für KMU werden durch die Plattformöko-
nomie verursacht. Plattformanbieter verfügen 
über ein „einmaliges, datenbasiertes Markt-

wissen (Vielfalt und Erkenntnistiefe)“ (Schauf 
& Reichel, 2021, S. 124). Mit AI-basierten 
Analyse- und Kommunikationsprogrammen 
und Datenprofilen über das Internetverhalten 
der Kunden schaffen sie es vermutlich sogar, 
zu einem großen Teil der KundInnen eine bes-
sere Beziehung aufzubauen als die KMU. Da-
mit verlieren die KMU einen ihrer wichtigsten 
Wettbewerbsvorteile. „Daher muss man über 
unternehmerische Kompetenzen und neue Ko-
operationsmodelle ebenso diskutieren, wie über 
einen ‘fairen’ Plattformwettbewerb“.

Die Plattformen haben für KMU ein Janus-
gesicht. Einerseits bekommen KMU Zugang zu 
Käuferschichten, die sie sonst nie mit den vor-
handenen Mitteln erreicht hätten. Andererseits 
schöpfen Plattformbetreiber durch teilweise 
sehr hohe Transaktionsgebühren einen großen 
Teil der Wertschöpfung ab. Dies wurde in der 
transdisziplinären DiDaT Arbeitsgruppe KMU 
sehr kritisch bewertet. Die KMU sind häufig 
von den Plattformen anhängig. Die Hürde zu 
genossenschaftsähnlichen Plattformen ist ohne 
externe Unterstützung für KMU in der Regel zu 
hoch. Dies führt zu kritischen „Ausbeutungs- 
und Abhängigkeitstendenzen mit der Gefahr 
der Schaffung neuer prekärer, unsicherer Be-
schäftigungen (‚digitale Tagelöhner‘). Je höher 
die Vermittlungskosten im Verhältnis zum ge-
nerierten Gesamtumsatz sind, desto mehr müs-
sen Anbieter für ein erträgliches Auskommen 
aufwenden.“ (Schauf & Reichel, 2021). 

16 KMU stehen in kritischen Verhält-
nissen und Abhängigkeiten gegen-

über Cloud- und Plattformanbieter. Dies 
führt partiell zu quasi-marktmissbräuchli-
chen Substitutions- und Verdrängungspro-
zessen. Hier erscheinen neue kooperative 
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Modelle und Regeln für einen fairen Platt-
formwettbewerb sinnvoll und erforderlich.

Die KMU befinden sich in verschiedenen Bran-
chen und Regionen Deutschlands; bezogen auf 
digitale Kompetenzen, Mitarbeiterqualifikation 
und vorhandene Mittel sowie der Bereitschaft zur 
Innovation in sehr unterschiedlichen Positionen. 
In wirtschaftlich strukturschwachen Gebieten 
erfordert dies geeignete Unterstützung und För-
derung. Die digitale Transformation der KMU 
befindet sich in einigen Bereichen (etwa im Be-
reich der Landwirtschaft) eher in den Anfängen 
als am Ende der Entwicklung. Vor diesem Hin-
tergrund ist zu überlegen, inwieweit Europäische 
Großprojekte wie Gaia-X nicht – zumindest auf 
nationaler Ebene – durch digital-ökomische Pro-
grammkomponenten sinnvoll zu ergänzen sind. 

4.6	 Soziale Medien, Digitale Daten und 
ihre Auswirkungen auf Gesellschaft 
und die/den Einzelne/n

Die klassischen Medien und Dienstleistungen 
werden durch Suchmaschinen-Firmen (z.B. 
Google, Bing, DuckDuckGo, Yandex) und 
soziale Medien (Facebook, YouTube, Whats
App, LinkedIn, Twitter, Douyin/TikTok, VK 
etc.) ersetzt bzw. ergänzt. Damit sind soziale 
Medien Teil der kritischen Infrastruktur (BSI, 
2016b). Aus der Sicht der NutzerInnen sind 
soziale Medien „internetbasierte Kanäle und 
Plattformen [...], die es NutzerInnen erlauben, 
bedarfsbezogen zu interagieren, sich selektiv 
selbst zu präsentieren und NutzerInnen-
generierte Inhalte zu erstellen.“ (siehe Sinder-
mann et al., 2021, S. 169–195). Darüber hinaus 
erlauben sie es den NutzerInnen, ein Informa-
tionsangebot selbst zusammenzustellen bzw. 
aggregieren zu lassen. soziale Medien verbinden 
die grundlegenden Informationsbedürfnisse mit 

dem Kommunikationsbedürfnis des Menschen 
(siehe Abb. 9). Dabei wird der Zugang zur Nut-
zung der sozialen Medien gegenwärtig meist 
ohne monetäre Gebühren (d.h. ohne direkte 
finanzielle Zahlungen) gewährt. 

Wie oben bereits angedeutet, besteht ein 
wesentliches Merkmal sozialer Medien darin, 
dass die NutzerInnen aktiv an der Informations-
erzeugung und -verbreitung beteiligt sind. Das 
Erstellen von „Posts“, das Verteilen von „Likes“ 
und „Dislikes“ oder das „Teilen“ von Beiträgen 
anderer NutzerInnen kann hier als Form der In-
teraktion betrachtet werden. Internetspiele („ga-
ming“) sind Teil Sozialer Medien. NutzerInnen 
können hier in virtuellen Welten spielen und 
miteinander in Wettbewerb treten. In den Spie-
len „Second Life“ oder „Fortnite“ interagieren 
Menschen in komplexen 3D-Welten als Avatare, 
teilweise auch mit Geldzahlungen. 

In Sozialen Medien bilden sich evolutionär 
neue Formen der Interaktion und somit auch 
neue Formen von Gruppen. Große Internet-
Gruppen sind hier ein Beispiel (siehe Abb. 7). 
Wirtschaftsunternehmen oder PolitikerInnen 
nutzen die Sozialen Medien auch als Werbe-
plattformen. Aktuell nutzen ca. 38 Millionen 
Menschen in Deutschland soziale Medien. Zu-
sätzlich nehmen in Deutschland ca. 34 Million 
Menschen an (nicht notwendigerweise inter-
aktiven) Computerspielen teil (Tenzer, 2020).
AnbieterInnen Sozialer Medien wie Facebook 
und Twitter erzielen den weitaus größten An-
teil ihrer Einnahmen durch Online-Werbung, 
wie auch der Suchmaschinenanbieter Google. 
Die Nutzung der Plattformen der AnbieterIn-
nen wird im Tauschgeschäft für die Erlaubnis 
gewährt, die Daten der NutzerInnen in Form 
von Datenprofilen zu konfigurieren und gege-
benenfalls weiterzuleiten. Durch Zustimmung 
zu Cookies erhalten die AnbieterInnen Sozialer 
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Abbildung 9: Medien dienen traditionell der Information. Soziale Medien erfüllen Bedürfnisse der Informa-
tion und der wechselseitigen Kommunikation. Linkes Bild: Stanley Kubrick 1946, Copyright Museum of the 
City of New York; rechtes Bild: Don‘t blame technology, Copyright @DESIFUN.

Medien die Erlaubnis, die Daten mit anderen 
Verhaltensdaten einer Person zu verbinden. Die 
so entstehenden aggregierten Datenprofile wer-
den dann genutzt, um auf dem Anzeigenmarkt 
(weitgehend) personalisierte Werbeschaltun-
gen zu versteigern (siehe DSP in Abb. 10). 
Mit Hilfe personenbezogener Informationen 
lassen sich psychologische und verhaltensöko-

nomische Theorien wirkungsvoll anwenden, 
um Meinungen und Verhalten gezielt zu beein-
flussen; beispielsweise durch gezielte bzw. ange-
passte Werbung. In Kreis der Online-Werbung 
kontrollieren Google und Facebook mit 136 
bzw. 70 Milliarden zwei Drittel des 300 Mrd. 
US$ umfassenden Online-Werbemarktes (Cle-
ment, 2020).

Abbildung 10: Kreis der Online-Werbung: NutzerInnen geben die Zustimmung zur Nutzung ihrer Daten und 
erhalten die für sie potenziell passendste und werbewirksamste Form der Werbung und Information 
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Werbetreibende auf dem Online-Werbemarkt 
sind in der Regel AnbieterInnen von Produkten 
oder Serviceleistungen. Aber auch politische 
Parteien, Religionsgruppen oder getarnte Trol-
le ausländischer Länder, die beispielsweise an 
der Destabilisierung Deutschlands interessiert 
sind, betreiben Werbung und/oder vermitteln 
Falschinformationen („Fake News“). Bei der 
US Präsidentschaftswahl 2016 erreichte eine 
auf „Fake News“ aufbauende Werbung und 
Propaganda rund 126 Millionen US Amerika-
ner (Howard, Bolsover, Kollanyi, Bradshaw, & 
Neudert, 2017). Bei der Bundestagswahl 2017 
war etwa die AfD mit 47,8% aller Internetauf-
tritte die am stärksten präsente Partei in den 
Sozialen Medien (Neudert, Howard & Kol
lanyi, 2019; Sokolov, 2017). Dabei betrug das 
Verhältnis von journalistisch professionellen 
Nachrichten zu „Fake News“ 4 zu 1.

Es brauchte einige Zeit, bis der Gesetzgeber 
einige negative Auswirkungen und Probleme 
der Nutzung Sozialer Medien in Angriff genom-
men hat. Mit dem seit Oktober 2017 geltenden 
Netzwerkdurchsetzungsgesetz (NetzDG) wurde 
ein erster gesetzlicher Rahmen geschaffen. Eine 
Erweiterung zur besseren Strafverfolgung wurde 
vom Bundespräsidenten wegen Verfassungswid-
rigkeit zurückgewiesen und wartet auf Neuein-
reichung (Janisch, 2020). Mit diesem gelingt 
es, strafbare Falschnachrichten, Hasskriminali-
tät, Beleidigung, Verleumdung, Aufforderung 
zu Straftaten oder Volksverhetzung strafrecht-
lich zu verfolgen. Die AnbieterInnen sozialer 
Medien sind nun außerdem nach § 14 Abs. 3 
TMG zur Auskunft gegenüber den Betroffenen 
darüber verpflichtet, wer das Recht verletzt hat 
(Zugangsgewährung zu den Bestandsdaten des 
Rechtsverletzers nach gerichtlicher Anordnung, 
§ 14 Abs. 4 TMG). Das NetzDG verpflichtet 
PlattformanbieterInnen zudem in bestimmten 

Fällen zur Erstellung von Transparenzberichten 
bezüglich der Beschwerden.

Facebook und andere Internet-Anbieter
Innen wurden zudem von Teilen der Politiker
Innen und Öffentlichkeit angehalten, die In-
halte selbst zu kontrollieren und zu löschen. 
Dies kann etwa bei lebensgefährdenden Falsch-
information über COVID-19 der Fall sein und 
führte dazu, dass AnbieterInnen wie Facebook 
mit KI-Programmen Beschwerden beantwor-
ten, Beiträge löschen, NutzerInnen – oder wie 
in Polen gar NGOs – ausschließen (Boie, 2020; 
Fuest, 2019; F. Simon & Steins, 2019). Dies ist 
ein Beispiel für neue nationale und europäische 
Herausforderungen zur Governance, d.h. Len-
kung, Überwachung und Regelung von (kriti-
scher) Infrastruktur, die von globalen digitalen 
InfrastrukturanbieterInnen dominiert wird. Der 
„Digital Services Act“ (EC, 2020a) kann hier zu 
einem wichtigen Instrument werden. Für die 
laufende Regelung von Fragen zum Schutz (Aus-
schluss und Zugang) braucht es geeignete Schar-
niere, Verfahrensregeln und ggf. Verordnungen 
an der Schnittstelle zwischen den „Big Five“ 
(und anderer AnbieterInnen großer Sozialer Me-
dien), um Grundfragen der Meinungsfreiheit 
bzw. der Manipulation von Informationen zu 
regeln. Hierfür können Beiräte unter Einbezug 
wichtiger Stakeholder wichtig sein. In den Bei-
trägen des Vulnerabilitätsraumes soziale Medien 
finden sich daher unter anderem Ausführungen 
zu Aufgaben, Zusammensetzung, Entschei-
dungskompetenzen etc. dieser neu einzurichten-
den Beiräte, die bis zu Schlichtungsfunktionen 
reichen (Sindermann et al., 2021; Thull, Dinar, 
& Ebner, 2021). 

Die Herausforderung, Fake News von un-
verzerrten Informationen zu unterscheiden, 
wurde auf verschiedenen Wegen diskutiert. Ne-
ben einer Vorkennzeichnung eines Verdachts 
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auf Fälschung durch die AnbieterInnen wurde 
auch die Einrichtung eines Clearinghaus Fo-
rums vorgeschlagen, das bisherige Einrichtun-
gen ergänzen könnte. Diese, in einer gewissen 
Unabhängigkeit arbeitende Einrichtung soll 
und kann bei für Laien schwierig zu entschei-
denden Fragen Hilfestellung geben (Freytag, 
Neudert, Scholz, & Sindermann, 2021).

17 Mit dem Aufbau bzw. der Über-
nahme von Teilen der kritischen 

Infrastruktur durch globale Digitalkonzerne 
braucht es für (Soziale) Medien und andere 
digital organisierte Infrastrukturen neue Mo-
delle, Auftrags- und Kooperationsformen, 
um die Grundbedürfnisse nach umfassender 
und ausgewogener Information und nach 
basalen sozialen Dienstleistungen zu sichern. 
Hierzu sind Beiräte oder neue Formen von 
„Scharnierinstitutionen“ denkbar, die ver-
schiedene Funktionen wahrnehmen können.

In einem Vorprojekt zu DiDaT (Scholz et al., 
2020) wurde die Frage behandelt, ob und wie 
die digitalen Infrastrukturen als ein öffentliches 
Gut zu betrachten sind. Als kritische Fragen 
wurden hier gestellt: 

1.	 Gibt es eine Transparenz des wirtschaftli-
chen Handelns?
1.1	 Welche personenbezogenen Daten 

werden wo und wie gespeichert und 
an wen vermarktet?

1.2	 Erfolgt eine faire Versteuerung der Ge-
winne durch Online-Werbung?

1.3	 Ist die Zustimmung zum Tauschgeschäft 
„Nutzung von Daten zu freien Nutzung 
sozialer Medien“ fair verlaufen?

2.	 Wird den Sicherheitsbedürfnissen der Ge-
sellschaft und den (Versorgungs-) Bedürf-

nissen der Einzelnen hinreichend Rech-
nung getragen? 
1.1	 Wird der Service auch in politischen 

Krisenzeiten gewährleistet?
1.2	 Wird der/die Einzelne gegenüber an-

deren NutzerInnen hinreichend ge-
schützt? Hier spielt der Schutz vor 
gezielte und/oder bewusste Falsch-
informationen, digitale Gewalt durch 
Bedrohung, Entwürdigung, etc. eine 
besondere Rolle

1.3	 Werden die Fähigkeiten der Einzelnen 
zum Funktionieren eines demokrati-
schen Rechtsstaates hinreichend geför-
dert?

3.	 Wird die Beziehung des Staates zu den In-
frastrukturanbietern so geregelt, dass eine 
Public Governance „im Sinne der gesell-
schaftlichen Ziele“ gewährleistet wird?

Kritisch ist zu vermerken, dass Infrastrukturanbie-
terInnen für Informationen und Soziale Medien 
ihr Geschäft mit einem extremen Grad der Ge-
heimhaltung führen. Begrenzten Einblick in dem 
Umfang der Datensammlung erhält man aus den 
in 3.1 dargelegten Ausführungen zum globalen 
Speichervolumen. Diese extreme Datenspeiche-
rung von privaten globalen digitalen Infrastruk-
turanbieterInnen wurde von der US-amerika-
nischen Wirtschaftswissenschaftlerin Shoshana 
Zuboff (2015, 2019) als Grundlage des Überwa-
chungskapitalismus bezeichnet (Botsman, 2017). 
In China werden diese Daten seit 2014, ergänzt 
durch Kameraüberwachungssysteme des öffent-
lichen Raumes und individuelle Beobachtungen 
genutzt, um einen sozialen Bürger-Score zu er-
mitteln (Social Credit System; Creemers, 2014). 

Wie mit den gespeicherten persönlichen 
Daten umgegangen wird, ist weitgehend der 
öffentlichen Kontrolle entzogen (siehe 3.3). 
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Daten aus Sozialen Medien werden in großem 
Umfang über Cloud Server in den USA an 
den jeweiligen Sender übermittelt. Wir wissen 
nicht, in welchem Umfang Daten von deut-
schen NutzerInnen an den US-Geheimdienst 
gehen und von dort an den deutschen Geheim-
dienst weitergeleitet werden (siehe Punkt 2). 
Wir wissen nicht, in welcher Form der Anony-
misierung oder Pseudonymisierung von Daten 
gearbeitet wird und in welchem Umfang Daten 
aufbereitet und verkauft worden sind oder 
werden (siehe 3.3). Die verschiedenen Unter-
nehmen scheinen hier auch unterschiedliche 
Praktiken zu verfolgen. Facebook ermöglichte 
es, dass im Jahr 2016 Daten von 87 Millionen 
NutzerInnen (vornehmlich von US-Bürger-
Innen) aus dem System gezogen und verkauft 
werden konnten. Ein entgegengesetztes Han-
deln wird durch den San-Bernadino/Califor-
nien-Fall (12/2015) deutlich. Hier verwehrte 
Apple der US-Bundespolizei, dem FBI, den 
Zugang zu dem Passwort für ein Mobiltelefon 
eines Strafverdächtigen unter Bezugnahme auf 
die Notwendigkeit des Schutzes der Privatsphä-
re der Apple-KundInnen. Es zeigen sich auf der 
Seite der InternetanbieterInnen verschiedene 
Umgehensweisen mit persönlichen Daten. Wir 
wissen lediglich, dass der überwiegende Teil der 
Bevölkerung keine wirkliche Alternative besitzt 
und bewusst oder unbewusst Zustimmung zur 
Erstellung und Sammlung von Daten durch 
Cookies erteilt. 

Der dritte Punkt weist mit der Formulie-
rung „im Sinne der gesellschaftlichen Ziele“ 
auf ein schwieriges Thema hin. Mit der Digi-
talisierung verändern sich, wie mit jeder großen 
gesellschaftlichen Transformation, die gesell-
schaftlichen Grundlagen, Rollen und Regeln 
des Miteinanders und neue Werte und Normen 
entstehen. Ziele und Gesetze werden interpre-

tiert, präzisiert, erweitert oder neu geschaffen. 
Dies lässt sich gut bei der informationellen 
Selbstbestimmung nachvollziehen (Box 5). Sie 
entstand in einer vordigitalen Zeit und erfolgte 
aus dem Verständnis heraus, dass eine „Regis-
trierung und Katalogisierung“ nicht mit der 
Würde des Menschen vereinbar ist (BVerfGE, 1 
(48,52); 2004). Wir werden dies im folgenden 
Kapitel näher besprechen. 

Die Arbeitsgruppe im Vulnerabilitätsraum 
soziale Medien beschäftigte sich vorrangig mit 
negativen Folgen (Unseens) für das Individu-
um. In Bezug auf die übermäßige Nutzung von 
Internet und Sozialen Medien wird zunächst 
die Existenz der internetbezogenen Störungen, 
u.a. auch die Übernutzung Sozialer Medien, be-
handelt. Dies kann basierend auf wissenschaft-
lichen Erkenntnissen bei bestimmten Gruppen 
der Gesellschaft mit bestimmten Dispositionen 
sowie in unterschiedlichen Kontexten (etwa 
übermäßiges Spielen, übermäßige Nutzung So-
zialer Medien) auftreten (Sindermann, Duke, 
& Montag, 2020; Sindermann, Ostendorf & 
Montag, 2021). Zudem werden in der Arbeit 
des Vulnerabilitätsraums die digitale Gewalt so-
wie die Demokratiefähigkeit und der Einfluss 
Sozialer Medien hierauf diskutiert. 

Aus der Sicht der Sozialpsychologie stellt 
zudem die in Abbildung 5 (Punkt 6) und Ab-
bildung 7 dargestellte zunehmende Indirektheit 
der Beziehung des Menschen mit der realen 
materiellen und sozialen Umwelt eine besonde-
re Rolle dar (auch mit Bezug auf digitale Ge-
walt). Besonderes Augenmerk (in der zukünf-
tigen Forschung) sollte der veränderten Form 
der Vertrauensbildung sowie der fehlenden 
Geborgenheit, Nähe, Intimität oder Sicherheit 
geschenkt werden (Sindermann et. al., 2021).
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Box 5: Informationelle Selbstbestimmung

In Deutschland wird unter informationeller Selbstbestimmung das Recht einer Person ver-
standen, grundsätzlich selbst über den Zugang (die Preisgabe) und die Verwendung seiner 
personenbezogenen Daten zu bestimmen.

Der Begriff ist nicht explizit im Grundgesetz oder in der DSGVO enthalten. Er wurde aber 
zu einem Grundrecht in Folge eines Urteils des Bundesverfassungsgerichts zur Verwertung 
von Daten der Volkszählung im Jahr 1983 erhoben (BVerfGE, 2004). Dieses Gesetz zielte 
seinerzeit insbesondere auf die Verwendung der Daten in „verschiedenen Stellen der Verwal-
tung“ so etwa den Steuerbehörden (Badura, 1989, S. 9). Damit war primär der Datenschutz 
persönlicher Daten gegenüber dem Staat der Gegenstand. Im Kern wird mit diesem Grund-
recht die Zweckgebundenheit und das Recht auf Selbstbestimmung beschrieben.xxi Nach Auf-
fassung des BfDIxxii dient auf nationaler Ebene das Bundesdatenschutzgesetz (BDSG) „dazu, 
das informationelle Selbstbestimmungsrecht zu sichern“. Auf Europäischer Ebene wird dieses 
Grundrecht auf Art. 8 Abs. 1 der Europäischen Konvention der Menschenrechte (1950/2013) 
sowie Art. 8 „Schutz personenbezogener Daten“ der Charta der Grundrechte der Europäi-
schen Union (EU, 2000) gestützt: „Jede Person hat das Recht auf Achtung ihres Privat- und 
Familienlebens, ihrer Wohnung und ihrer Korrespondenz.“ Das Zweckbindungsgesetz gilt 
nicht in den USA. 

5	 Perspektiven: DiDaT Roadmap für 
einen verantwortungsvollen Umgang 
mit digitalen Daten 

5.1	 Unbeabsichtigte Folgen technologi-
scher Revolutionen

Mit dem Übergang vom Industriezeitalter zum 
Informationszeitalter befinden wir uns in einer 
der größten Transformationen der Menschheit. 
Diese verläuft schnell. Der erste Digitalrechner 
wurde 1941 gebaut. Sechzig Jahre später wurde 
mehr als die Hälfte der von Menschen erstellten 
Daten digital gespeichert. Vor rund 30 Jahren 
begann die globale Vernetzung der Rechner. 
Nach den regelbasierten Rechnern (erste Wel-
le) folgten nach dem Muster neuronaler Netz-
werke strukturierte lernende Computer (zweite 
Welle). Wir befinden uns nun am Anfang der 

dritten Welle zur künstlichen Intelligenz. Die-
se neuen Computer werden reale und fiktive 
(fake) Informationen der Umwelt zuverlässiger 
unterscheiden. Zusätzlich wird die Schnittstelle 
zwischen Zellen, Gehirnen und (abiotischen) 
Computern verbessert. Die Datenspeicherung 
kann etwa photonenbasiert gestaltet werden 
und energieeffizienter werden. Große Teile die-
ser digitalen Innovationen werden auch heute 
im Kontext militärischer Forschung entwickelt. 

Der Handlungsraum wird durch digitale 
Daten und Digitalisierung erweitert. Damit er-
folgt eine fundamentale Veränderung der Wert-
schöpfungsketten, der sozialen, ökonomischen, 
ökologischen (hier spielt auch das digitale 
DNA Engineering eine Rolle), politischen und 
kulturellen (ethischen) Systeme und der Be-
ziehung des Menschen zur Umwelt. Digitale 
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Technologien wirken in zunehmendem Maße 
als Medium, Modulator, Filter oder als eine Art 
Vorhang.

Wir befinden uns somit inmitten einer 
soziotechnologischen Transformation. Die 
Grundzüge neuer gesellschaftlicher Strukturen 
werden sichtbar und mit ihnen die Stärken, 
aber auch die Schwächen, d.h. unbeabsichtig-
te negative Folgen (Unseens). Die Leistungs-
fähigkeit der Digitalisierung wird durch die 
COVID-19 Pandemie sichtbar. Das „Social/
Physical Distancing“, d.h. die soziale Regel, 
dass man sich anderen nicht näher als bis auf 
1,5 Meter nähern darf, und das Verbot größerer 
Familienfeste ist neu. Private Kommunikatio-
nen, Besuche im Altersheim, Lehre in Schulen, 
strategische Verhandlungen der Regierungs-
chefs der EU, Geschäftstreffen und Gerichts-
verhandlungen finden digital statt. Universitä-
ten werden alle zu Fernuniversitäten. Dank der 
Digitalisierung hat sich die Wirtschaft umorga-
nisiert. Schon für 2021 werden (trotz Einbußen 
in einigen Bereichen) wieder normale Wachs-
tumsraten erwartet. 

Das Wissen darüber, welche Rahmungen 
neue soziotechnologische Systeme benötigen, 
entwickelt sich in aller Regel in zeitlicher Ver-
zögerung zur Einführung der technologischen 
Neuerung. Die erste Verordnung des Straßen-
verkehrs erfolgte 1906 von der Königlichen 
Regierung zu Cassel (Königliche Regierung zu 
Cassel, 1906), rund ein Jahrhundert nachdem 
das erste Dampf-Auto genutzt wurde. Ursa-
che für die Verordnung war die Todesrate pro 
Fahrzeug. Diese war hundert Mal größer als 
hundert Jahre später (Statistisches Bundesamt, 
2008). Vereinfacht müssen wir dem Tatbestand 
Rechnung tragen, dass das Recht jeder techno-
logischen Innovation hinterherläuft.

5.2	 Technologische, politisch-ökonomi-
sche und sozial-normative Ebene 
digitaler Daten 

5.2.1	Die technologische Perspektive
Vernetzung: Die Hardware der digitalen Infor-
mations- und Kommunikationssysteme (IKS) 
ist ein globales hoch-komplexes, historisch ge-
wachsenes technologisches Gesamtsystem, das 
Komponenten besitzt, die bis zu den Anfängen 
der Telegrafie im neunzehnten Jahrhundert zu-
rückgehen. IKS ist im Großen, etwa bei den 
transatlantischen Kabeln, und im Kleinen, etwa 
bei Schaltkreisen auf Halbleiterplättchen, unter 
dem Gedanken der Vernetzung entstanden. Dies 
liegt auch daran, wie es der Experte für Imma-
terialgüterrecht Karl-Heinz Fezer (2018b) aus-
drückt, dass Daten eine intrinsische Motivation 
der Vernetzung besitzen. Zahlen, technische In-
formationen, einzelne Bildpunkte (Pixel), Worte, 
oder Verhaltensdaten bei der Computernutzung 
bekommen nur dann eine Bedeutung, wenn die-
se mit anderen Daten verknüpft werden (siehe 
Abb. 5, Punkte 1-3). Zusätzlich angetrieben wird 
dieser Effekt durch die im Vergleich zu analogen 
Systemen dramatisch niedrigeren Transaktions-
kosten derartiger Verbindungen oder der Erstel-
lung und Verteilung von Kopien digitaler Daten.

Eine Besonderheit und Innovation in der 
Technologiegeschichte von digitalen IKS ist, 
dass diese eine Hardware und eine Software 
besitzen. Die Netzwerkhardware wird durch 
Software wie Betriebssysteme und Anwendun-
gen von NetzwerkbetreiberInnen und deren 
KundInnen wie PlattformanbieterInnen oder 
den/der einzelnen NutzerInnen genutzt. Da-
durch nimmt der Mensch eine Erweiterung 
seines Wahrnehmungs- und Handlungsraumes 
vor. Wie mit der Bezeichnung IoT ausgedrückt 
wird, soll Alles mit Allem verbunden werden. 
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Wie dies geschieht, wird primär durch Nutzer-
Innengruppen bestimmt.

Die IKS dienen bestimmten Funktionen, 
Zwecken oder Zielen. Beim Internet können wir 
sehen, dass zunächst das Militär mit der Kons-
truktion eines Kommunikationswerkzeugs, 
dem ARPANET, seit 1968 eine primäre Inte-
ressen- und NutzerInnengruppe war (Lukasik, 
2010). Mit der Erfindung von HTML wurden 
die Vernetzung und Übermittlung von Texten, 
Bildern, Musik und Movies und der Zugriff 
zu Websites mit Hilfe von grafischen Oberflä-
chen für erweiterte Zielgruppen ermöglicht. 
Dadurch wurden neue Softwaretechnologien 
geschaffen, welche helfen, die Informations-, 
Unterhaltungs- und Kommunikationsbedürf-
nisse des Menschen zu befriedigen. Darauf auf-
bauend entstanden Jahrzehnte später, die neuen 
Sozialen Medien und Netzwerke. Das Internet 
schaffte somit die Grundlage für eine verbes-
serte Nutzung der Bilderkennung und anderer 
Sensoren, (um etwa integrierte Mobilitätssyste-
me oder Krankenversorgung zu gestalten) und 
bildet heute die Grundlage, Objekte der realen 
Welt zu vernetzen. Dadurch wird es möglich, 
durch Daten, die über vielfältige Sensoren ge-
sammelt werden, Objekte steuern zu können 
und über automatisierte Firmware-Updates 
fortlaufend weiterentwickeln zu können. 

Ein wesentliches Interesse von Akteuren be-
steht in der Nachverfolgung und Überwachung 
der auf dem Internet erfolgten Kommunika-
tion. Dies betrifft nicht nur die Polizei (etwa 
im Bereich Cybersecurity), das Militär oder 
autokratische Staaten wie China. Auch der 
Netzbetreiber muss wissen, welche Wege Daten 
nehmen, um Engpässe zu vermeiden. Dieses 
als Tracerouting bezeichnete Nachverfolgen ist 
aber auch von großem ökonomischen Interesse. 
Für Unternehmen ist es von Interesse, mit wel-

chen anderen Wirtschaftakteuren KundInnen 
oder MitbewerberInnen interagieren. Vor die-
sem Hintergrund liegt es nahe, dass dem Web-
tracking, d.h. dem Sammeln, der Analyse (Er-
stellung von Indikatoren) und Bewertung von 
Daten auf den Internet-Plattformen eine große 
Bedeutung zukommt.

Die Entwicklung von Software für die 
Web-Analyse bildet die Grundlage für den Ge-
schäftserfolg von Facebook, Google und an-
deren Suchmaschinen und Internetakteuren. 
Man kann dies als Grundlage des rund 300 
Milliarden US$ umfassenden Online-Werbe-
markts begreifen. Google und Adobe sind hier 
führende AnbieterInnen in Web-Analytics, 
einem wachsenden Markt mit ggw. 3 Milliar-
den US$xxiii. Je umfassender das Tracing und 
je konkreter die Daten über die NutzerInnen 
desto größer sind der potentielle Werbeerfolg 
und/oder Wettbewerbsvorteil gegenüber Mit-
bewerberInnen.

Für das Nachverfolgen („Tracing“ oder 
„Tracking“) gibt es neben Cookies eine Rei-
he von weiteren Methoden wie Tracking-Pi-
xel (unsichtbares Platzieren eines Pixels in den 
HTML-Code der Webseite oder der E-Mail 
zur Nachverfolgung), Fingerprinting (für die 
NutzerInnen unerkennbare Aufzeichnung 
von Kennzeichen der Computereinstellungen 
eines/einer NutzerIn als Fingerabdruck, der 
beim Suchverhalten des/der NutzerIn identifi-
ziert werden kann) (Kamps & Schetter, 2018; 
Sanchez-Rola, Balzarotti, & Santos, 2020). Das 
Ausmaß der Datenerhebung wurde in der oben 
erwähnten umfangreichen und großen, soli-
den, methodischen Studie von Sanchez-Rola et 
al. (2019) dargestellt. Einzelne Cookies können 
das Verhalten eines/einer NutzerIn auf 90% 
der am meisten besuchten Webseiten verfolgen 
(untersucht wurden 2.000 Webseiten).
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Abbildung 11: Die Integration von Sensoren in das globale Web

Es ist für die durchschnittlichen NutzerIn 
gegenwärtig schwierig und vermutlich un-
möglich, eine Internetnutzung ohne Tracing/
Tracking vorzunehmen, wenn man das gesamte 
Spektrum von Tracking Pixel, Fingerprint, etc. 
Praktiken betrachtetxxiv.

Wir müssen davon ausgehen, dass die Inter-
net-Technologie so gebaut ist, dass jeder Sei-
tenaufruf personenbezogen auf dem Internet 
von WerbedienstleisterInnen (etwa über Spei-
cherung auf Browsern) erhoben werden kann 
und wird und es für die normalen NutzerInnen 
(auch bei Nichtzustimmung zu Cookies) keine 
einfachen technologischen Möglichkeiten gibt, 
sich der Aufzeichnungen zu entziehen. 
Sensoren: Doch das Universum digitaler Da-
ten wächst beständig weiter – neben den Track-
ing-Daten aus der Nutzung von Webseiten 
rücken zunehmend Sensordaten und generell 
Quellen des IoT in den Fokus. Hier ist bereits 
seit einigen Jahren eine drastische Zunahme der 
Vernetzung und des Einsatzes von Sensorik zu 
beobachten. Es ist jetzt schon absehbar, dass 
die Datenmenge aus derartig vernetzten phy-

sischen Dingen diejenige aus der Webnutzung 
bald überschreiten wird. Für ein großes System, 
wie das (globale) Verkehrssystem handelt es sich 
dabei um eine aufwändige, kostspielige Angele-
genheit. Benötigt werden zudem übergeordne-
te Rechnernetze („overlay networks“ siehe Abb. 
11), um Informationen für bestimmte Anwen-
dungen zu integrieren.

Hinzu kommt, dass derartige Daten poten-
tiell tiefer in die Privatsphäre eindringen (z.B. 
medizinisch relevante Daten, Fitnesstracker, 
usw.) und es auch zunehmend schwerer wird, 
diese Dienste abzuschalten. Die Sensoren in 
der Tapete eines voll vernetzten Appartments 
können großen Nutzen entfalten, wenn die 
Heizung z.B. nur bei Anwesenheit hochge-
regelt werden soll, oder erkannt werden soll, 
wenn ältere Menschen gestürzt sind. Aber sie 
sind auch unsichtbar, schwer zu kontrollieren 
und dringen – gerade in der Kombination mit 
anderen Datenquellen – weit in die Privatsphä-
re der NutzerInnen ein. Zudem werden die 
auf Basis derartiger Daten realisierten Anwen-
dungen immer komplexer und auch relevanter 
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hinsichtlich des Nutzwertes, d.h. es wird auch 
sachlich schwieriger, derartige Datenströme zu 
unterbinden, weil immer relevantere Anwen-
dungen und Nutzwerte daraus gespeist werden.

Im Mobilitätsbereich und anderen kriti-
schen Infrastrukturen wird es eine Herausfor-
derung sein, nationale Anbieterabhängigkeit 
(Lock-in-Effekte) zu vermeiden und nationale 
Sicherheit zu gewährleisten, da „Backdoor-
Effekte“ gerade bei komplexer Software schwer 
zu vermeiden sind (Scholz et al., 2018). Unter 
Backdoor Effekt verstehen wir, dass die Her-
steller oder Anbieter von Soft- und Hardware 
Möglichkeiten haben, Zugriffssicherungen der 
Nutzer auszuschalten und Zugang zu sonst ge-
schützten Funktionen und Bereichen bekom-
men.

Speicherung: Die beschriebene Verarbeitung 
der unstrukturierten Daten und die Echtzeit-
vernetzung der IoTs benötigen große vernetzte 
Cloud-Speicher, deren Speichervolumen seit 
50 Jahren exponentiell gewachsen ist (Moores 
Law). Der Wachstumsprozess der transistoren-
basierten Speicherung wird sich verlangsamen. 
Neue, alternativere Medien (Quanten, optische 
Speicherung) für kompaktere Speicherung sind 
in der Entwicklung. Cloud-Speicher führen zu 
Big Data. Big Data sind prinzipiell virtuelle 
Systeme, die an verschiedenen Orten positio-
niert sind. Big Data besitzen eine strukturelle 
Vielfalt („variety of order“), unterschiedlichen 
Informationsgehalt („veracity“), Wert („value“), 
Umfang („volume) und Zugriffsgeschwindig-
keit („velocity“) (Sagiroglu & Sinanc, 2013). 
Faktisch ist der überwiegende Teil nutzbarer 
Big Data kryptographisch in den Rechenzent-
ren der „Big Five“, sowie in militärischen und 
geheimdienstlichen Speichern verschlüsselt. 
Welche Daten in Big Data gespeichert werden 

und welche nicht, bestimmen ggw. implizit die 
„Big Five“ unter ökonomischen Gesichtspunk-
ten.

Künstliche Intelligenz: Mit Hilfe der Künst-
lichen Intelligenz oder der Maschinellen Intel-
ligenz verarbeiten IT-Systeme der dritten Welle 
die erhobenen Daten mit Algorithmen, sodass 
Maschinen Bilder erkennen, Sprache verstehen, 
übersetzen und erzeugen können und aus ge-
gebenen Daten Schlussfolgerungen ziehen, die 
denen entsprechen, die auch ein Mensch oder 
ein Entscheidungsgremium treffen würde. In 
der dritten Welle der KI werden lernende, d.h. 
auf der Grundlage von Rückmeldungen sich 
verändernde, leistungsstärkere Programme ent-
wickelt. Für viele auf neuronalen Netzwerken 
aufbauenden und selbstlernenden KI-Anwen-
dungen ist es häufig nicht genau bestimmbar, 
in welchem Zustand sie sich befinden, d.h. wie 
sie genau warum in welchem Fall entscheiden. 
Dies ist in medizinischen, juristischen und an-
deren Bereichen kritisch (Köckler & Völker, 
2021; Völcker & Köckler, 2021).

Vernetzung: Durch Service Plattformen wer-
den Menschen, wirtschaftliche Akteure, Ma-
schinen, Sensoren etc. vernetzt. Die privat-
wirtschaftlichen BesitzerInnen der Plattformen 
bestimmen, wer unter welchen Bedingungen 
auf einer Plattform operieren kann. Ein extre-
mes Beispiel ist der Ausschluss des US Präsiden-
ten Donald Trump aus den Sozialen Medien am 
8. Januar 2020. Trump hatte seine Anhänger 
aufgefordert, am Capitol gegen die Bestätigung 
der Wahl seines Nachfolgers zu protestieren. 
Der Ausschluss wurde von Seiten der Sozialen 
Medien Twitter und Facebook (a) mit der Ver-
breitung von falschen Informationen und (b) 
mit dem Aufruf zu Gewalt begründet (Conger 
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& Isaac, 2021). Der Ausschluss wurde als dau-
erhaft erklärt. Der Präsident der USA war nicht 
in der Lage, alternative Kommunikationswege 
zu finden. Wir betrachten dies als Beispiel, in 
dem mit kritischen Infrastrukturen verbundene 
hoheitliche Kompetenzen, in kritischer Weise 
von supranationalen ökonomischen Akteuren 
übernommen worden sind (siehe dazu Scholz 
et al., 2020).

Bots: Das Zusammenspiel von Netzwerken, 
Sensoren, Speicherung und künstlicher Intel-
ligenz ermöglicht die Nutzung verschiedener 
Typen von Bots. Diese haben ihre Leistungs-
fähigkeit in dem Praxisbereich der industriellen 
Produktion, der technischen Medizin und der 
Diagnostik von bestimmten Krankheiten in 
empirischen Studien zeigen können. Jedoch 
gibt es keine KI-Systeme im medizinischen 
Sektor, die anhand des „jeweiligen Digitalen 
Zwillings (eines/r PatientIn) die besten Prä-
ventionsmethoden, Behandlungen und Ergeb-
nisse für verschiedene Erkrankungen“ selektie-
ren könnten (Topol, 2019). Wir treffen auch 
heute auf ein breites Spektrum von sehr opti-
mistischen und sehr kritischen Stimmen über 
die Leistungsfähigkeit von KI aus den Kreisen 
der EntwicklerInnen von KI, ähnlich wie vor 
60 Jahren zu Beginn der ersten Welle der KI, 
zumindest wenn es sich um komplexe und kon-
textbezogene Sachverhalte handelt.

Politische Bots sind auf den Sozialen Medi-
en verbreitet und immer schwieriger für Nicht-
fachleute erkennbar (Stieglitz, Brachten, Ross & 
Jung, 2017; Troupe, 2019). Grundsätzlich kön-
nen politische Bots auch positiv zur Informa-
tionsvermittlung und Bildung der Bevölkerung 
dienen (Woolley & Kumleben, 2020). Eine im 
DiDaT Vulnerabilitätsraum Vertrauenswür-
digkeit digitaler Informationen (siehe Abb. 3) 

diskutierte Frage berührt jedoch das Problem, 
ob und mit welchem Aufwand es möglich ist, 
Fälschungen und Täuschungen, wie diese etwa 
von der russischen Internet-Forschungsagentur 
eingesetzt werden, zu erkennen. Gefordert sind 
hier „IT-gestützte Vertrauensinfrastrukturen“ 
(Hallensleben, Kaminski & Lambing, 2020).

5.2.2	Ökonomische und politische Aspekte
Die soziotechnologische Analyse liefert uns die 
Grundlage für die Betrachtung der laufenden 
digitalen wirtschaftlichen Transformation. Die 
Digitalisierung hat alle Bereiche der Produk-
tion, der Dienstleistungen und des Handels 
durchdrungen. Digitale Daten sind eine zen-
trale ökonomische Größe (siehe Abb. 5). Die 
Nutzung digitaler Daten im Online-Marketing 
führt zu einer neuen Form des Tauschgeschäf-
tes („barter economy“). Es wird nicht mehr mit 
Geld bezahlt, sondern mit der Erlaubnis der 
Nutzung von Daten. Dies stellt das Geschäfts-
modell der digitalen Infrastrukturanbieter wie 
Google oder Facebook dar. Diese erzielen über 
90% ihres Umsatzes über Online-Werbung. 
Die Grundlage dieses Geschäftes – und ein 
wesentlicher Teil der Datenökonomie – ist die 
Zustimmung der Nutzung zu anonymisierten 
bzw. pseudonymisierten Daten in der Online-
Werbung. Diese Praxis steht in der öffentlichen 
Diskussion gegenwärtig im Vordergrund.

Die Nutzung von Verhaltensdaten von 
NutzerInnen aus dem Internet ist jedoch nur 
ein kleiner Teil der Datenökonomie. In digita-
len Produktionsnetzwerken (Industrie 4.0), in 
der Forschung und Entwicklung, im (globa-
len) vernetzten Handels- oder Dienstleistungs-
system und anderen Bereichen, stellt sich die 
Frage: Wann darf welcher Akteur welche Daten 
für welche Zwecke nutzen. In DiDaT haben 
wir Beispiele aus den Bereichen Landwirtschaft 
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(Zscheischler et al., 2021) und Mobilität (Hof-
mann et al., 2021b; Teille et al., 2021) disku-
tiert. Die von einer Mähmaschine erhobenen 
Daten sind nicht nur für den landwirtschaftli-
chen Betrieb und den Maschinenhersteller von 
Interesse. Auch die Saatgut-, die Agrarchemi-
kalienhersteller oder der Agrarhandel sind inte-
ressiert. Kennt man etwa die Daten der ersten 
100 Höfe, die die Ernte eingebracht haben, so 
ließen sich mit AI-Programmen die Marktprei-
se vorhersagen und man kann auf dem Markt 
spekulieren. 

Eine zentrale Herausforderung stellen da-
her Regelungen der Datenhoheit bzw. Daten
souveränität dar. Wir treffen hier auf die 
gleiche Frage wie bei den Internetdaten: Wer 
darf (etwa in einem erhobenen Datenpaket) 
welche Daten warum für welche Zwecke nut-
zen? Eine Klärung der Zugangs-, Nutzungs-, 
Verwertungs- und Ausschliesslichkeitsberech-
tigung bezogen auf digitale Daten ist für den 
wirtschaftlichen Akteur entscheidend. Dabei 
geht es nicht nur um die Frage der Aufteilung 
zwischen den ökonomischen Akteuren. In 
einer digitalisierten Welt sind digitale Daten 
eine „kulturelle Tatsache“ (Fezer, 2018b). Die 
Allgemeinheit hat ein Anrecht, diese Daten 
zu „sehen“. Sonst wird der/die Einzelne im 
digitalen Zeitalter von wesentlichen Teilen 
der Welt ausgeschlossen. Es braucht also so 
etwas wie einen „öffentlichen Raum digita-
ler Daten“. Es ist hochinteressant, dass dieses 
Konzept der Datenallmende im Bereich der 
Landwirtschaft von Seiten der Agrar-Maschi-
nenherstellerInnen sowohl im nationalen wie 
auch im globalen Kontext das Konzept dis-
kutiert und (im Rahmen von Gaia-X; siehe 
(Brunsch  et al., 2021; Scholz et al., 2021) an-
gestrebt wird. Dies kann auch ein Modell für 
andere Bereiche darstellen. 

Die Analyse der Vulnerabilitätsräume hat 
gezeigt, dass bei deutschen Wirtschaftsakteuren 
und BürgerInnen ein Umdenken in digitalen 
Strukturen im Vergleich zu anderen Ländern 
verzögert und zögerlicher vor sich geht. Dies 
ist etwas verwunderlich, da Digitalisierung auf 
der politischen Agenda der Akteure ganz oben 
steht (Merkel, Seehofer, & Gabriel, 2013). 
Im Bereich der Wirtschaft kann dies zu un-
erwünschten Folgen führen. Man kann dies an 
dem ökonomischen Wert digitaler Daten und 
digitalen Wissens erkennen. Im letzten Quartal 
2020 waren acht der neun Unternehmen mit 
dem höchsten Marktwert Digitalfirmen. Die 
„Big Five“ (und ein Saudi-Arabischer Öl- und 
Gas-Konzern) wurden von Tesla, Tencent und 
Alibaba gefolgt. 

Gesetzliche Regelungen folgen der Umset-
zung und Nutzung („implementation“) neuer 
Technologien. Die politischen Akteure sind hier 
hoch gefordert. Im Bereich Schutz personenbe-
zogener Daten ist auf Europäischer Ebene z.B. 
die ePrivacy Verordnung seit Langem hängig. 
Hier gibt es Einsprüche der Wirtschaft. Diese 
befürchtet, dass sie durch zu große Einschrän-
kungen der Datennutzung ihre Konkurrenzfä-
higkeit gegenüber nichteuropäischen Akteuren 
verliert. Somit braucht es von Seiten der Politik 
kluge und schwierige Abwägungsprozesse. 

Aber eine zu starke oder unpassende Regu-
lierung der Nutzung von personenbezogenen 
Daten kann auch für den/die BürgerInnen zu 
– vermutlich – ungewollten Folgen (Unseens) 
führen. Aus Kreisen der Wirtschaft hört man 
die Befürchtung, dass das oben beschriebe-
ne Austauschmodell „Nutzung von Daten 
gegen weitgehenden freien Internetservice“ 
aufgrund von gesetzliche Maßnahmen einge-
schränkt oder sogar ausgehebelt würde. Eine 
Folge könnte sein, dass die NutzerInnen dann 
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für jede digitale Dienstleistung nicht mehr mit 
ihren Daten, sondern mit Geld zahlen müssen. 
Sozial Schwache würden davon besonders hart 
getroffen werden. Diskutiert wird auch eine 
Wahloption, bei der NutzerInnen explizit vor-
ab gefragt werden, ob sie die Dienste entweder 
über Werbung oder gegen Bezahlung in An-
spruch nehmen wollen. Solche Modelle werden 
derzeit bereits bei einer Reihe von Zeitschrif-
ten für ihre Webseiten angeboten. Auch für 
E-Dienste über Fernsehkanäle ist diese Lösung 
eine Variante, die zum Beispiel in der Schweiz 
ernsthaft erwogen wird. Auch andere Model-
le, bei denen Werbung nicht mehr auf Basis 
der Daten von NutzerInnen eingespeist wird, 
oder werbungsfreie Dienste auf der Basis von 
Crowd Funding, sind im Gespräch oder wer-
den bereits ausprobiert. Es gibt auch einige er-
folgreiche DienstleisterInnen im E-Mail-Markt 
(wie posteo.de oder mailbox.org), die explizit 
werbefrei sind, ihre KundenInnen im Gegen-
satz zu vermeintlichen kostenlosen Angeboten 
anderer AnbieterInnen nicht tracken und ihre 
Dienstleistungen für einen sehr moderaten Bei-

trag von 1 Euro/Monat verkaufen. Ob solche 
Lösungen praktikabel und generalisierbar sind 
und welche Auswirkungen sie faktisch haben, 
wäre zu erkunden.

Eine Besonderheit ist hier, dass sich das In-
ternet als wesentliches Mittel der Information 
und Kommunikation und als kritische Infra-
struktur in privater Hand befindet und kaum 
reguliert ist. Kritische Infrastrukturen sind tra-
ditionell ein öffentliches Gut, es gibt aber auch 
in anderen Bereichen, wie etwa der Wasserver-
sorgung, Bestrebungen, öffentliche Güter zu 
privatisieren. Dabei bleibt aber die Steuerung 
der (Governance über die) Infrastruktur weit-
gehend in öffentlicher Hand. Ob, wie oder in 
welcher Form digitale Infrastrukturen (die ja 
mit allen kritischen Infrastrukturen essentiell 
verknüpft sind) wieder zu einem öffentlichen 
Gut werden oder eine „Public Governance“ 
(starke öffentliche Führung) hergestellt wer-
den kann, ist eine der großen politischen und 
rechtlichen Herausforderung unserer Zeit 
(Scholz et al., 2020). 
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5.3	 DiDaT Roadmap: Eine Landkarte für 
den Weg zum verantwortungsvollen 
Umgang mit Digitalen Daten

5.3.1	 Vorbemerkung
Das Projekt DiDaT hat bezogen auf soziale 
Werte und auf die Beiträge verschiedener Dis-
ziplinen eine ausgewogene, die Interessen der 
verschiedenen Stakeholder berücksichtigen-
de Position eingenommen. Wie auch durch 
die Zusammensetzung des Leitungsteams mit 
VertreterInnen aus der Praxis zum Ausdruck 
kommt, stehen beim verantwortungsvollen 
Umgang mit digitalen Daten die Zivilgesell-
schaft und die Wirtschaft im Zentrum der Be-
trachtungen und gleichzeitig in einem Span-
nungsverhältnis.

Für die Zivilgesellschaft ist (a) die Praxis der 
Datennutzung sowie der persönliche Daten-
schutz auf Grundlage der Charta der Grund-
rechte der Europäischen Union sowie der 
DSGVO und anderer nationaler Gesetze ent-
scheidend. Diese betonen
•	 das Individuum – Würde des Menschen 

(Art. 1),1 Schutz, Anpassung, Erwerb neuer 
Fähigkeiten, Entfaltung als Mensch;

•	 die freie Entfaltung der Persönlichkeit (Art. 2 
Abs. 1); das Recht auf informationelle Selbst-
bestimmung (Art. 2 Abs. 1 i.V. mit Art. 1); 
die freie Meinungsäußerung (Art. 5), das 
Recht auf Leben und körperliche Unver-
sehrtheit (Art. 2 Abs. 2) ohne Angst zu leben 

•	 und die Diskriminierungsfreiheit (Art. 3) 
als Grundrechte.

Bei den Interessen der Wirtschaft wird (b) auf 
den Gedanken der sozialen Marktwirtschaft 

1	  Alle Angaben zu Artikeln beziehen sich auf das Grundgesetz der Bundesrepublik Deutschland.

mit Schutz der freiheitssichernden Grundrech-
te Bezug genommen. In diesem Kontext gilt 
•	 «Das Eigentum ... wird gewährleistet“ (Art. 

14(1) GG), wobei zu beachten ist, dass Art. 
14 Abs. 2 des Grundgesetzes aus Gründen 
des Allgemeinwohls recht weitgehende Ein-
schränkungen der Eigentumsnutzung in 
besonderen Fällen erlaubt.

Als Rahmen dienen (c) das Europäische und 
das deutsche Recht, insbesondere
•	 DSGVO, Europäische Menschenrechts-

konvention, Charta der Grundrechte der 
Europäischen Union, Grundgesetz und 
Einzelgesetze in Deutschland.

Uns ist bewusst, dass für ein global arbeiten-
des Internet für viele Fragen, wie etwa Cyber-
crime, internationale Konventionen gebraucht 
werden. Der Bezug zum europäischen Recht ist 
somit als Zwischenschritt zu betrachten.

5.3.2	Ein Rechtsdilemma als Ausgangs-
punkt 

Auf der Grundlage der Arbeiten der verschie-
denen Arbeitsgruppen von DiDaT, der Voten 
verschiedener ExpertInnen und der System-
analyse in Abschnitt 4.1 ergibt sich folgender 
Sachverhalt.

Die Realität der Nutzung von (personenbezo-
genen) Daten im Internet ist mit den bestehenden 
rechtlichen Grundlagen gegenwärtig unvereinbar.

Verschiedene, nach der Verabschiedung der 
DSGVO im Jahr 2018 durchgeführte wissen-
schaftliche Studien haben nachgewiesen, dass 

DiDaT Roadm
ap
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die hochfrequentierten Webseiten eine Praxis 
der Anwendung von Cookies zeigen, die es für 
NutzerInnen schwierig und bisweilen unmög-
lich macht, einem Zugriff auf personenbezoge-
ne Daten zu entgehen bzw. diese abzulehnen 
(Bufalieri et al., 2020; Sanchez-Rola et al., 
2019). Zu beachten ist in diesem Kontext, dass 
viele NutzerInnen einem sogenannten „Track-
ing“ der persönlichen Daten bei (Third Party) 
Cookies zustimmen müssen, etwa weil sie in 
der gegebenen Situation über keine Alternati-
ve verfügen. Weiterhin gibt es gegenwärtig eine 
Vielzahl von Praktiken wie Pixel-Tracking oder 
die Nutzung von Metadaten (Adamsky, Schiff-
ner, & Engel, 2020; Antunes, Naldi, Italiano, 
Rannenberg, & Drogkaris, 202; Doffman, 
2021).

Wir haben somit eine grundsätzliche Un-
vereinbarkeit festgestellt zwischen
•	 den Zielen der DSGVO, die das Grund-

recht der informationellen Selbstbestim-
mung beinhaltet

•	 und der Praxis des Internets und der Nut-
zung von Werbewebseiten oder Apps.

Für die NutzerInnen, aber auch für die Insti-
tutionen der Rechtsdurchsetzung, führt dies zu 
einer schwierigen Situation. NutzerInnen ha-
ben bspw. keine Möglichkeit, ein Tracking, in 
das nicht eingewilligt wurde, zu unterbinden. 
Es entsteht eine Inkonsistenz zwischen Han-
deln und gesetzlichen Zielen. Von NutzerInnen 
werden hier Einwilligungen im Einzelfall ge-
geben, meist ohne ausreichende Kenntnis über 
die Verknüpfung dieser Einwilligung mit ande-
ren Webseiten2.

2	 Um Missverständnisse zu vermeiden, sei angemerkt, dass („First-Party“) Cookies ein Instrument sind, welches den 
Internetservice der NutzerInnen verbessern kann.

Um dieses Problem konstruktiv anzugehen, 
braucht es zumindest einen gesellschaftlichen 
Diskurs, wenn nicht sogar eine verbindliche 
Festlegung, worin festgehalten wird, (i.) wel-
che Daten als allgemein zugängliche Daten 
(„open data“) zu betrachten sind, (ii) wie Ein-
willigungen zur Nutzung von anderen Daten in 
einer für die NutzerInnen fairen oder redlichen 
Weise gegeben werden können und (iii) wie 
wir eine unredliche Nutzung unterbinden und 
sanktionieren können.

5.3.3	Zehn Wegweiser auf dem Pfad zu ei-
ner verantwortungsvollen und nach-
haltigen Nutzung digitaler Daten

Die folgenden Punkte sollen als Wegweiser der 
präsentierten Landkarte dienen und ergeben 
sich aus den Sozial Robusten Orientierungen 
der fünf Vulnerabilitätsräume sowie den Kern-
aussagen der Zusammenfassung der Ergebnisse 
des DiDaT Projektes.

Wegweiser 1 – Rechtsdurchsetzung  
Diskursive Entwicklung eines umfassen-
den Strategieplanes zur Unterbindung 
der rechtswidrigen Erhebung von Perso-
nendaten
Ziel ist es, abgewogene Rahmenbedingungen 
zu schaffen und einen Prozess einzuleiten, der 
die eingangs dargestellte Spannung oder Unver-
einbarkeit zwischen den Interessen der Zivilge-
sellschaft und der Wirtschaft bei der Nutzung 
im Internet erhobener Daten auflösen kann. 
Dieser Prozess sollte mit einer Analyse und 
Bewertung von problematischen oder sogar 
unrechtmäßigen Praktiken beginnen und der 
breiten Öffentlichkeit verständlich vermittelt 
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werden. Denkbar wäre, dass dieser Prozess mit 
einem bei einer vertrauenswürdigen neutralen 
Instanz eingerichteten Forum beginnt, in dem 
diese vermuteten Unvereinbarkeiten in einem 
Multi-Stakeholder-Diskurs oder einem trans-
disziplinären Prozess (TD-Lab) identifiziert 
werden.

Die zu adressierenden Praktiken beinhalten 
beispielsweise
•	 verborgene, durch Pixel-Tracking ohne ex-

plizite Einwilligung zustande gekommene 
Datenspeicherung,

•	 Einrichtung von zustimmungspflichtigen 
Cookies ohne Einwilligung, 

•	 Speicherung und Nutzung von Metadaten3,
•	 andere Maßnahmen mit ähnlichen Zielen.

Wir sind uns bewusst, dass es eine Reihe von 
Abwägungsprozessen gibt. So muss etwa be-
wertet werden, welche Folgen mögliche Be-
schränkungen der Internetnutzung hätten und 
wie sich diese zu den Kosten verhalten, die etwa 
durch die unlautere Nutzung von Personen-
daten entstehen könnten (siehe auch Wegwei-
ser 10). Auf der Grundlage der Erfahrungen in 
DiDaT Projekt, erscheint eine diskursive Be-
wertung, die die Öffentlichkeit mit einbezieht, 
sinnvoll. 

3	 Siehe hierzu etwa: https://www.forbes.com/sites/zakdoffman/2021/01/03/whatsapp-beaten-by-apples-new-imessage-
update-for-iphone-users/?sh=361c9dce3623

4	 Eine Besonderheit des Begriffs Eigentum ist, dass keine auf eine Tätigkeit bezogene Beziehung vorliegen muss. Als Bei-
spiel möge das vollkommen unerwartete Erbe eines Hauses in einem entfernten für den Erbberechtigten unbekannten 
Land genommen werden.

5	 Es sei angemerkt, dass auch beim Begriff Repräsentatives Eigentum auf den „schöpferischen Prozess“ der Entstehung 
von Daten Bezug genommen wird (Fezer, 2018a).

Wegweiser 2 – Datenrecht 
Stärkung des Verständnisses digitaler 
Daten als „Neues Immaterialgut“ im glo-
balen Netz
Digitale Daten im Internet weisen Besonder-
heiten auf, die im öffentlichen Diskurs noch 
besser verstanden werden müssen. So betrach-
ten wir diese Daten als neue Güter, die jedoch 
immateriell erscheinen und ein Umdenken er-
fordern.

Für diesen Bereich sehen wir zwei Schwer-
punkte und Zielsetzungen, (1) die bessere 
Nachvollziehbarkeit der Begriffslogik Eigen-
tum, Besitz und Nutzungsrechte. Hier besteht 
gegenwärtig noch eine schwierige Situation 
durch
•	 ein wenig nachvollziehbares, in vielen Ge-

setzen verstreutes „Artikelrecht“ (das mög-
licherweise auch Mehrfachanwendungen 
verschiedener Gesetze mit allfälligen Wi-
dersprüchen beinhaltet),

•	 den häufigen und in der Bedeutung unter-
schiedlichen parallelen Gebrauch von Inter-
pretations- und Definitionsprobleme beim 
Begriff Eigentum (Intellectual Property, 
Copyright, Schöpfungsrecht, Recht an Da-
ten, die auf dem eigenen Besitz, d.h. etwa 
Grund und Boden entstehen werden) bei 
verschiedenen Typen digitaler Daten. 4 

•	 Interpretationsprobleme beim Begriff Be-
sitz (ownership) im Sinne einer tatsäch-
lichen Verfügungsgewalt über5 eine Sache, 
hier ist ein Akt des Erwerbens vorhanden,
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•	 Nutzungs- und Verfügungsbefugnisse oder 
Ausschließlichkeitsermächtigungen, die 
sich situationsspezifisch in unterschiedli-
cher Weise ergeben können; bei dieser Ar-
gumentation werden die (schöpferischen) 
Handlungen, die mit der Entstehung von 
Daten verbunden sind, berücksichtigt.

Zudem bestehen (2) Schwierigkeiten in der 
Rechtskommunikation. Dabei bedarf es 
der besseren Erläuterung des Datenschutzes 
(DSGVO) natürlicher Personen als Grundrecht 
auf Schutz vor der Erhebung digitaler, d.h. au-
tomatisiert verarbeiteter Daten durch Dritte, 
Darlegung der unterschiedlichen Aktivierung 
des Browsers, der unterschiedlichen Nutzun-
gen, Apps. etc. 

Wegweiser 3 – Datensouveränität  
Datenhoheit und Allokation der Daten-
nutzung6

Mit den Begriffen der Datensouveränität oder 
Datenhoheit werden die rechtliche Legitimati-
on sowie die organisatorischen und technischen 
Möglichkeiten zur Verwendung von Daten be-
zeichnet. In der Praxis zeigt sich aber, dass an 
der Entstehung von Daten oft mehrere Parteien 
beteiligt sind. Die Daten eines Mähdreschers 
werden bspw. etwa auf dem Acker eines land-
wirtschaftlichen Betriebes von einem Landma-
schinenhersteller erhoben, der an den Betriebs-
daten der Maschine Interesse hat. Ein Interesse 
haben natürlich auch der Saatguthersteller oder 
die Firmen, die betriebliche Hilfsstoffe ver-
kauft haben. Die Daten sind von wirtschaftli-
chem und von öffentlichem Interesse, da diese 
– wenn sie auf vielen Höfen erhoben werden 

6	 Dieser Wegweiser leitet sich aus den Arbeiten der Vulnerabilitätsräume Landwirtschaft (Zscheischler et al., 2021) und 
Mobilität (Hofmann et al., 2021a) ab.

– erlauben, die Marktpreise und Versorgungs-
strukturen vorherzusagen.
•	 Für Fälle, an denen Datenpakete erhoben 

werden, die für verschiedene Parteien glei-
chermaßen von Interesse und Wert sind 
und an deren Erzeugung mehrere Akteure 
beteiligt sind, braucht es Regeln, wie eine 
Allokation (Zuteilung) der Nutzung struk-
turiert sein sollte. 

Hierbei ist auch zu berücksichtigen, dass in 
wirtschaftlichen Kontexten personenbezoge-
nen Daten besondere Beachtung zu schenken 
ist. Ein/eine LandwirtIn ist sowohl (Einzel-)
UnternehmerIn als auch Einzelperson. Somit 
stellen in Landmaschinen erhobene Erntedaten 
Einkommensdaten dar und unterliegen dem 
Datenschutz.

Wegweiser 4 – Beiräte  
Schaffung von demokratischen Schar-
nier-Einrichtungen zwischen Staat, Zivil-
gesellschaft, Wissenschaft und Wirtschaft 
sowie den Akteuren wie den „Big Five“
Die sogenannten „Big Five“ des Internets, also 
im wesentlichen Konzerne wie Google, Apple, 
Amazon, Microsoft und Facebook, und andere 
große, globale Player wurden in einem DiDaT-
Vorprojekt aus verschiedenen Gründen als su-
pranationale ökonomische Akteure bezeichnet 
(siehe Abschnitt 3.3 und Scholz et al., 2020). 
Gleichzeitig besteht ein Mangel an Regulie-
rung, bzw. eine große Anzahl von Schwierig-
keiten, Problemen und Ungewissheiten, die 
Gegenstand der Arbeit der hier angedachten 
Scharnier-Einrichtungen sein können. Als Bei-
spiele seien genannt:
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•	 Regeln der Zensur (Welche Inhalte werden 
als gefährdend, sachlich falsch, moralisch 
nicht vertretbar etc. bezeichnet?),

•	 Regeln der Zulassung/des Ausschlusses von 
NutzerInnen,

•	 Schlichtungsstelle (Wie können dringliche 
Anliegen, über die es keine Einigung zwi-
schen InternetanbieterInnen und Nutzer-
Innen bzw. staatlichen Einrichtungen gibt, 
effizient behandelt werden?).

Mit dem Gesetz zur Verbesserung der Rechts-
durchsetzung in sozialen Netzwerken (NetzDG, 
2017) und anderen gesetzlichen Regelungen 
konnten wesentliche Fortschritte im Bereich 
der digitalen Gewalt (Stalking, Hassreden) oder 
bewussten Falschnachrichten erzielt werden 
(Freytag et al., 2012; Sindermann et al., 2021; 
Thull et al., 2021). Die Interaktion ist aber un-
ter verschiedenen Punkten sinnvoll, wenn nicht 
sogar notwendig. Auch vor diesem Hinter-
grund ergibt sich die Option der Scharnier-Ein-
richtungen,7 die entsprechend zu besetzen sind. 

Wegweiser 5 – Clearinghaus Forum 
Transdisziplinäres Forum für Glaubwür-
digkeit von Daten und „Fake News“
Die NutzerInnen des Internets sind weiterhin 
einer großen Anzahl von Betrugsversuchen so-
wie irreführender Informationen und Falsch-
informationen ausgesetzt. Sogenannte „Deep 
Fakes“, also mit Hilfe künstlicher Intelligenz 
erstellte Fälschungen von Inhalten, erlauben 
es weder dem menschlichen Empfänger noch 
den AI-Programmen, Täuschung und Betrug 

7	 Diese Einrichtungen können bereits vorhanden Einrichtungen ergänzen. 
8	 Es gibt im deutschsprachigen Raum einige Einrichtungen (etwa ARD-Faktencheck), die sich bereits diesem Thema 

widmen. Die Entwicklung eines Clearinghaus Forums sollte selbstverständlich mit den Experten dieser Einrichtungen 
erfolgen.

zuverlässig zu erkennen (Korshunov & Marcel, 
2018, 2019). Dies ist in einer offenbar zuneh-
mend verunsicherten Gesellschaft kritisch. 

Vor diesem Hintergrund macht es Sinn, 
über die Errichtung einer Art Prüfstelle8 

(„Clearinghaus Forum“) nachzudenken. Auch 
müssen zeitgeschichtlich relevante und im Be-
reich der finanziellen Transaktionen irrefüh-
rende und falsche Nachrichten („Fake News“) 
oder typische Fälschungen der Öffentlichkeit 
erklärt werden. Eine solche Institution bedarf 
einer geeigneten Rahmung (etwa in Form einer 
Stiftung), die das Vertrauen der BürgerInnen 
genießt und Akteure aus dem gesamten Mei-
nungsspektrum einschließt. Eine solche Insti-
tution kann dann
•	 Foren aufbauen, die über zivilgesellschaft-

lich relevante Fälschungen aufklären, die im 
Kontext von Verschwörungstheorien Be-
deutung bekommen,

•	 Foren für Grundtechniken der Fälschung 
für NutzerInnen des Internets einrichten, 
die den BürgerInnen bei der Erkennung 
dieser helfen,

•	 als Anlaufstelle für von Fälschungen Betrof-
fene (z.B. Rufmord, Cyberstalking) dienen.

Bei einer solchen Einrichtung ist darauf zu ach-
ten, dass sie angemessen mit den Unsicherhei-
ten und dem Unwissen, welche über zu klären-
de Fragen bestehen, umgeht. Eine unabhängige 
Institutionalisierung etwa als Stiftung erscheint 
sinnvoll.
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Wegweiser 6 – Öffentliche Güter  
Entwicklung einer sozial robusten Ins-
titution für Mobilitäts-Infrastruktur als 
öffentliches Gut im digitalen Zeitalter 
Neben der Energiewende sind der Übergang 
zum selbstfahrenden Auto und zu einem inte-
gral gesteuerten Mobilitätssystem die Haupt-
transformationen im Bereich Mobilität. Die 
letzten beiden Bereiche sind eng verknüpft und 
basieren auf einem hochkomplexen, modularen 
System, welches sich in den Anfängen der Ent-
wicklung befindet. Der Zugang zu den Daten 
der Sensoren der Infrastruktur und Fahrzeuge 
sowie die Erstellung eines robusten Digitalen 
Zwillings von verkehrsrelevanten Systemen 
sind die Hauptherausforderungen. Ob und 
inwieweit das Verkehrssystem ein öffentliches 
Gut bleibt, sich europäische AnbieterInnen für 
digitale Mobilität behaupten können und wer 
die Datenvolumina und das System wie steuern 
wird, erscheint offen. Vor diesem Hintergrund 
zu überdenken wäre die
•	 Schaffung einer Leitstelle für die Entwick-

lung einer digitaler Mobilitäts-Infrastruktur; 
bisher fehlen in der Planung einer integralen 
digitalen Infrastruktur klare Zeichen oder 
eben Sozial Robuste Orientierungen im Sin-
ne einer nachhaltigen Datenkultur zwischen 
öffentlichen und privaten Akteuren,

•	 Öffnung eines Explorationsraumes für die 
Entwicklung von Modellen der Koopera-
tion zwischen öffentlichen und privaten 
Akteuren, 

•	 Einrichtung eines Denkraums für die mit 
der digitalen Mobilität veränderten Räume 
und gesellschaftlichen Strukturen,

•	 Förderung von Forschung, um Optionen 
und Strategien etwa für die Funktionen, 
europäischer (demokratischer) Standards, 
Kostendimensionen etc. für die o.g. Leit-

stelle für verschiedene Stufen der Techno-
logieentwicklung besser zu verstehen.

Wegweiser 7 – Qualitätskontrolle  
Institutionen zur transparenten und un-
abhängigen Beurteilung von digitalen 
Gesundheitsanwendungen 
Digitale Gesundheits-Anwendungen (DiGA) 
zeigen in bestimmten Bereichen (z.B. in der 
Versorgung von Menschen mit Diabetes) eine 
große Leistungsfähigkeit. In anderen Bereichen 
ist dies nicht der Fall. Dennoch drängen viele 
neue AnbieterInnen von DiGA auf den finan-
ziell attraktiven Gesundheitsmarkt. Es bestehen 
aber sowohl bei den KlientInnen als auch bei 
den in den Gesundheitsberufen Tätigen Un-
kenntnisse sowie Unsicherheiten über die tat-
sächliche Leistungsfähigkeit (evidenzbasierte 
Effektivität) solcher Anwendungen. 

Um eine am Wohl der Bevölkerung ausge-
richtete Nutzung im Sinne von Gesundheits-
förderung, Prävention und Versorgung, der Di-
GAs zu gewährleisten, werden diskutiert:
•	 Erweiterung des nationalen Gesundheits-

portals zu einem Leuchtturm mit einem 
transparenten, moderierten Diskurs über 
DiGAxxv,

•	 klare Darlegung der Sicherheit und der 
nachgewiesenen Versorgungseffekte, die für 
medizinisches Fachpersonal, Krankenkas-
sen und NutzerInnen verständlich ist.

Die digitale Kompetenz im Gesundheitswesen 
ist zudem in Aus- und Fortbildung zu fördern. 
Eine auf die (digitale) Gesundheitskompetenz 
von Individuen ausgerichtete Gesundheits-
politik ist ebenso erwünscht und eine Voraus-
setzung für eine transparente Information zur 
Verwendung gesundheitsbezogener Daten.
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Wegweiser 8 – Datenklassifikation  
Verfahren zur Klassifizierung von Daten 
und Datenschutz
Daten und Datenschutz sollte nach verschie-
denen Kriterien klassifiziert werden. In diesem 
Bereich finden wir bei großen Unternehmen 
eine gute Praxis. Diese findet sich bei vielen 
kleinen Unternehmen jedoch nicht und ist 
auch im privaten Bereich nur wenig ausgeprägt. 
Dies sollte jedoch auch nicht nur eine Aufgabe 
des/der Einzelnen sein. 

Sowohl für den Schutz der Personen als 
auch auf der Ebene der von durch wirtschaft-
liche, staatliche oder andere Organisationen 
erhobenen Daten ist zu überlegen, welche Un-
terstützung gewährt werden kann. Es braucht 
etwa Hilfen 
•	 für den persönlichen Datenschutz, wie die 

Einrichtung speziell geschützter Speicher-
räume, in denen persönliche Daten gespei-
chert und in denen Zugriffsklassen oder 
verschiedene Datenräume definiert werden,

•	 zur Erstellung von Regeln „der kommerzi-
ellen Produktion, Sammlung, Verbindung, 
Bearbeitung, Vernetzung und Vermarktung 
von verhaltensgenerierten Informations-
daten der Bürger“ (Fezer, 2018a, S. 16); 
Fezer hat hierfür eine (europäische) Daten-
agentur vorgeschlagen, die dann Daten und 
die Allokation ihrer Nutzung regeln könn-
te. Diese wäre auch zur Handhabung der 
Datensouveränität von großer Bedeutung.

•	 für die Einrichtung von Datenallmenden 
(„open data“), die für verschiedene Akteu-
re von Interesse sind und Daten als Allge-
meingut zur Verfügung stellen.9

9	 Die Europäische Vereinigung der Agrarmaschinenhersteller unterscheidet etwa zwischen „open data“, die für alle nutz-
bar sind und Daten, die für eine Gruppe von Akteuren „auffindbar, zugänglich, interoperabel und wiederverwendbar“ 
sein sollen („fair data“, kurz für „findable, accessible, interoperable and reusable“; (CEMA, 2000),

•	 Die zukünftige Datenspeicherung und Ver-
arbeitung wird im Wechselspiel von  „Cloud 
Computing“ und dezentraler Speicherung 
und Verarbeitung von Daten („Edge Com-
puting“) vor sich gehen. Konzepte wie 
Gaia-X bedürfen guter Strategien, dazu, 
wie hoch geschützte und offene Daten ein-
gestuft werden. 

Wegweiser 9 – Digital Literacy  
Entwicklung einer umfassenden Daten-
kompetenz und digitalen Kompetenz
In fast allen Arbeitsgruppen zu den Vulnerabi-
litätsräumen wurde sichtbar, dass wir über das 
Zustandekommen und die Wirkungen der un-
beabsichtigten, unerwarteten und/oder unvor-
hergesehenen Folgen zu wenig wissen und es in 
allen Bereichen der Gesellschaft einen Lernbe-
darf gibt. 

Vor diesem Hintergrund wäre es wichtig 
•	 ein Verständnis aller nicht nur für die direk-

te Nutzung der digitalen Technologien zu 
erwerben, sondern auch die Frage beantwor-
ten zu können, welche positiven Wirkungen 
der Einsatz der digitalen Technologien be-
sitzt und auf welchen Grundlagen dieses 
System in den verschiedenen Bereichen 
operiert (z.B., Finanzierung der Sozialen 
Medien, Voraussetzungen für ein entwickel-
tes digitales Verkehrssystem, Fehlerquellen 
digitaler Gesundheitsanwendungen).

•	 Wissen darüber zu schaffen, wo und wie 
NutzerInnen relevantes fehlendes Wissen 
(etwa über „Deep Fakes“) bekommen kön-
nen;
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•	 eine individuelle Sicherheitsstrategie zu ent-
wickeln um zu erfahren, wo im Falle von 
Cybercrime oder anderen negativen Er-
scheinungen welche Hilfen verfügbar sind;

•	 Fähigkeiten zu Entwicklung, nicht nur die 
zukünftigen Risiken adäquat zu behandeln, 
sondern auch die Fähigkeit zu entwickeln, 
sich an schnell verändernde Gegebenheiten 
anzupassen (etwa der Corona-induzierte 
Übergang zur digitalen Kommunikation, 
siehe) 1, Ende Anschnitt 3.3.

Wegweiser 10 – Abwägungskonflikte  
Rahmung digitaler Wirtschaft“
Die globale digitale Vernetzung von allem 
mit allem (IoT) und die Nutzung des digita-
len Zwillings (inkl. Echtzeitsynchronisation) 
machen digitale Daten zu einem bedeutsamen 
„wirtschaftliches Gut“. Die Zugriffs- und Nut-
zungshoheit digitaler Daten (s.a. Wegweiser 3) 
wird somit zur Schlüsselfrage. Ein Problem ist 
hier, dass es für im Rahmen von wirtschaftli-
chen Prozessen generierte und genutzte Daten 
noch keine vergleichbare Regelung gibt, wie 
sie durch die DSGVO für personenbezogenen 
Daten vorliegt. 

Bei der Findung eines gesetzlichen Rah-
mens und Regeln unternehmerischer gesell-
schaftlicher Verantwortung („Corporate Social 
Responsibility“) für die Nutzung digitaler Da-
ten ist zu berücksichtigen
•	 Eine vollständige Erreichung der Ziele des 

personenbezogenen Datenschutzes für alle 
Akteure wird nicht von heute auf morgen 
möglich sein (siehe 5.3.2); es bedarf aus 
verschiedenen Gründen einer schrittweisen 

10	 In diesem Kontext ist natürlich auch der Nutzen, den Verschlüsselung für eine Sicherheit der Datenrechte erbringt, zu 
beachten.

Zielerreichung. Dazu müssen Maßnahmen 
exploriert und ggf. nach praktischen Erfah-
rungen und theoretischer Reflektion ange-
passt werden. 

•	 Die Datenallokation zwischen Personen, 
wirtschaftlichen Akteuren, staatlichen Ins-
titutionen und der Öffentlichkeit (Daten-
allmende oder „Open Data“) und die Ein-
richtung von Datenräumen sind drängende 
Herausforderungen, zu deren Berarbeitung 
es geeigneter gesellschaftlicher Prozesse 
(z.B. in transdisziplinärer Art und Weise) 
bedarf.

•	 Will man eine nationale (und/oder europäi-
sche) Datensouveränität erreichen, braucht 
es geeignete technologische Strukturen (z.B. 
Standards für Datenstruktur, Schnittstellen 
zur Schaffung von Datenräumen und ggf. 
Speicherung der Daten aus Deutschland/
Europa); dabei spielen die großen digita-
len Infrastrukturanbieter („Big Five“; sie-
he Wegweiser 4) als techno-ökonomische 
Hauptakteure eine besondere und näher zu 
klärende Rolle10.

Gleichzeitig treffen PolitikerInnen und Geset-
zesgeber auf eine Reihe von schwierigen Abwä-
gungskonflikten wie
•	 Untersagung von Verschlüsselung oder des 

„Deep Net“ und des dort vorhandenen 
„Darknet“ (welche sich ggw. nicht aus dem 
Internet entfernen lassen) vs. Schäden, die 
sich durch Missbrauch und Cybercrime für 
eine öffentliche Ordnung ergeben vs. Siche-
rung minimaler Standards zum Schutz von 
Internet-NutzerInnen.
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•	 Untersagung der Erstellung personenbe-
zogener Datenprofile für Online Werbung 
oder für an die Interessen der NutzerInnen 
angepasster Internetservices vs. individuel-
ler Personenschutz vs. die begrenzten Mög-
lichkeiten, einen Missbrauch der Datennut-
zung zu erkennen und zu sanktionieren.

•	 Sicherung eines fairen Wettbewerbs für 
deutsche und europäische Wirtschaftakteu-
re im Wettbewerb mit Akteuren, die nicht 
den nationalen/europäischen Regelungen 
unterworfen sind.

Wir sind uns darüber bewusst, dass die präsen-
tierte Landkarte nicht vollständig ist. Aber zu-
sammen mit den Sozial Robusten Orientierun-
gen in den Weißbuch-Kapiteln sollten die zehn 
Wegweiser helfen, einen praktikablen Pfad zur 
verantwortungsvollen Nutzung von digitalen 
Daten leichter zu finden. Was es zusätzlich 

braucht, wären starke Leitplanken, die helfen, 
nicht vom Weg abzukommen. Diese zu bauen, 
ist Aufgabe der zivilgesellschaftlichen und der 
wirtschaftlichen Akteure sowie der öffentlichen 
Hand. Die AutorInnen und alle Mitwirkenden 
aus dem transdisziplinären DiDaT Projekt hof-
fen, dass das vorliegende Weißbuch auch beim 
Aufbau dieser Leitplanken Orientierung bietet.

Danksagungen: Wir danken Eike Albrecht, 
Reiner Czichos, Dirk Helbing, Sven Hermer-
schmidt, Klaus Markus Hoffmann, Doris Gui-
don, Heike Köckler, Gabriel Lentner, Nora 
Manthey, Dirk Marx, Magdalena Mißler-Behr, 
Peter Parycek, Christian Scholz, Maya Scholz, 
Sören Scholz, Cornelia Sindermann, Claus 
Ulmer, Verena Van Zyl-Bulitta, Jutta Weiß-
brich, Alexandra Zeeb-Schwanhäußer und Jana 
Zscheischler für teilweise umfassende Rück-
meldungen, Reviews und/oder Anregungen.
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