
62

Andrés Villa Torres

Algorithmen gehören mittlerweile zu unserem Alltag. 
Nur die wenigsten Menschen sind allerdings  
ganz praktisch mit Algorithmen vertraut, das heißt, 
nur wenige können sie schreiben und lesen. In  
einem historischen Rückblick konzentriert sich dies-
er Beitrag deshalb vor allem auf das Konzept der  
algorithmischen Revolution und die algorithmischen 
Gesetze als ›dunkle‹ Strukturen oder normative 
Blackboxes.

Algorithms are embedded in our everyday lives. Yet 
few humans are familiar with algorithms in practical 
terms – in other words, few are able to write and  
read them. The author offers a historical review of 
them, focusing mainly on the concept of the algo- 
rithmic revolution and algorithmic law as ’dark con-
stitutions’ or normative black boxes.

Algorithms. The Dark Constitution  
of the ‘New’ World
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The Realm of the Algorithm, or The Empty Revolution

There are a few definitions of the term algorithm, most of which come from 
the field of computer science. Oxford’s definition of an algorithm says that 
an algorithm is a “process or set of rules to be followed in calculations or 
other problem-solving operations, especially by a computer.”1 This definition 
is narrow, leaving no room for a world where algorithms are not performed 
by computers or influence a world beyond computers, and thus it fails to 
describe the contemporary phenomena that we can observe all over the 
world in which algorithms have a role beyond computational processes. Or 
perhaps this definition is in fact not narrow, but wise and open, and it is 
just a matter of changing our perspective and rethinking what a rule is, 
what a calculation can mean, and what computers can be like. I would like 
to propose a broader, two-pronged definition of the algorithm : 

1. An algorithm can be understood as a social machine that, 
once embedded in a system, such as the space that our human 
societies inhabit, allows a [ productive, dynamic, destructive, 
disruptive ] process and its parts to intensify and accelerate 
their potential interrelations. 
2. An algorithm can be understood as a social machine that, 
once it has emerged within a system, such as the space that 
our human societies inhabit, allows a [ productive, dynamic, 
destructive, disruptive ] process and its parts to intensify and 
accelerate their potential interrelations.

Sol LeWitt’s work is an example of how an algorithm, embedded in a con-
ceptual and a material system, can intensify the interrelations of the parts 
and accelerate the appearance of potential processes and structures. His 
work was particularly influenced by Eadweard Muybridge, who performed 
studies of motion through photography. LeWitt abstracted the observations 
recorded by Muybridge and synthesised them into his almost obsessive 
explorations of seriality and variation. One of his best-known works is 
Variations of Incomplete Open Cubes ( 1974 ). He collected a series of 122 
frame sculptures featuring discrepancies on the number of edges that can 
be removed from a cube, so that the structure remains tri-dimensional and 
all the edges stay connected.

LeWitt’s algorithm in this case is a rule derived from the ques-
tion “How many variations can be obtained by systematically subtracting 
parts from an open cube ?” Prior to this work, in a contribution to the 
Artforum magazine in 1967, he shared his view on the conceptual art move-
ment. I extract the following paragraph in order to illustrate certain aspects 
that I consider relevant to this essay.

I will refer to the kind of art in which I am involved as con-
ceptual art. In conceptual art the idea or concept is the most 
important aspect of the work. When an artist uses a concep-
tual form of art, it means that all of the planning and deci-
sions are made beforehand and the execution is a perfunctory 
affair. The idea becomes a machine that makes the art. This 
kind of art is not theoretical or illustrative of theories ; it is 
intuitive, it is involved with all types of mental processes and 
it is purposeless. It is usually free from the dependence on 
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the skill of the artist as a craftsman. It is the objective of the 
artist who is concerned with conceptual art to make his work 
mentally interesting to the spectator, and therefore usually  
he would want it to become emotionally dry. There is no rea- 
son to suppose, however, that the conceptual artist is out  
to bore the viewer. It is only the expectation of an emotional 
kick, to which one conditioned to expressionist art is accus-
tomed, that would deter the viewer from perceiving this art.2

This definition is relevant here in several ways. First, because LeWitt’s 
definition of the algorithm is far more elegant than the other two defini-
tions presented above. He refers to the idea behind the artwork as a ma-
chine that makes the artwork, pointing to the ubiquity of the idea which 
is in itself responsible for the art and is beyond the material, the artist and 
the viewer. While it is the artist who is concerned with conceptual art, 
LeWitt situates him or her as a mere channel for the idea to flow through, 
and to find its way into the mental processes of the viewer. This art exists 
beyond the scope of emotions because it is not sensual and has no  
purpose ; it is instead a piece of intellectual machinery that moves along 
with language – a language that is in whatever form necessary for it to exist 
or to be invented ; a piece of text, a series of material repetitions, or a 
collection of symbols with imperceptible variations.

In 1960, thus at about the same time, George Maciunas found-
ed the international network of artists and composers known as Fluxus.3 
It is considered to be one of the most significant points of origin of per-
formance art. It has its roots in experimental music and aimed to promote 
what was considered to be a revolution : living art, or anti-art. Art that 
cannot be situated nor contained by space, matter of time. Art that goes 
beyond the material and territorial borders of the white/cube supremacy, 
and beyond the institutions and nations that promote art and every cul-
tural product as a colonising commodity. Art that needs to go beyond the 
control of any political or economic system, thus promoting chance, ac-
cident, spontaneity and contingency as the only constraints. Its only rule 
is to exist or to not exist and to lack rules. It is a fluid whose only purpose 
is to be fluid, and as such to flow and to spread its stream through ideas 
whose ways, means and formats were disseminated through photocopied 
manuals into the hands of a wide circle of international artists.

I observe similarities between both movements, which were of 
course contemporaneous. From today’s perspective, they seem to have 
existed in parallel and to have been reciprocally nourishing. Both occurred 
in the post-War era when serialisation, mass production, replication, com-
mercial aviation, computation, the early versions of the Internet and glo-
balisation were brewing. Both profited from the spirit of this era, and were 
filled with the vacuum that is created when a balloon inflates at a great 
speed. Both posited the disappearance of the temporal, bodily, technical 
and spatial constraints that had previously limited art practices, both 
promoted a sense of detachment towards the material ( inasmuch as this 
did not itself vanish ) and towards craft and labour, and they also advocat-
ed a detached role of the human being in the process of making art along 
with a cult of what is thinner, emptier and more viral than any other enti-
ty or type of speech, aesthetic or self-replicating idea. 
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On 31 October 2004, the Centre for Art and Media in Karlsruhe ( hereinafter 
ZKM ) opened an exhibition entitled “Algorithmic Revolution, On the His-
tory of Interactive Art”.4 The curatorial team, comprising Sabine Himmels-
bach, Dominika Szope, Katrin Kaschadt, Peter Weibel & Margit Rosen, 
spoke about a revolution that had already, invisibly taken place at least 
half a century before the opening of their show. In their opening text, they 
stated in a few lines that their exhibition was happening after a silent 
crisis that had taken place long before.

A revolution normally lies ahead of us and is heralded with 
sound and fury. The algorithmic revolution lies behind us and 
nobody noticed it. That has made it all the more effective – 
there is no longer any area of social life that has not been 
touched by algorithms.5

The curators spoke of normality in the order of the temporal, of how a 
revolution normally unfolds, and suggested that the algorithmic revolution 
had happened silently. As for that revolution, I should like instead to ela-
borate a divergent view of the algorithmic revolution from the one propo-
sed by the curators in their text about their exhibition back in 2004.

Algorithms were here long before anyone thought of the prac-
tical means for building machines, called them computers and got them 
to solve problems and automate labour. Algorithms were already here when 
computers were only abstract representations of autonomous iterative 
operations and predictive equations. Algorithms were already here when 
computers were persons performing mathematical calculations, thus per-
sons following rules without the autonomy or authority to deviate from the 
results and procedures demanded from them.6 Algorithms were here when 
humans were instrumentalised as labour forces or as parts of the bigger 
technological machines needed to carry out heavy-duty tasks such as the 
construction of a pyramid or a cathedral – both of which required immense, 
distributed efforts. The silent revolution that the curators talked about in 
fact started more than two and a half centuries ago, and reaches beyond 
the industrial revolution. Thus it has not been silent, but instead part of a 
very long-lasting process that has been normalised through history and 
embedded in our everyday life. Algorithms and computation have been 
happening all along in modern human history. The so-called algorithmic 
revolution should rather be described as the algorithmic part of an indus-
trial revolution that has not yet ended. It has been taking place in research 
facilities, in military contexts, in improvised garages, in DIY electronic 
workshops, at hobbyist conventions, in telecommunications laboratories, 
in electronics factories, in halls where punch-cards have been serially 
produced by female labour, in telephone operator facilities, throughout 
the space race, in online chats and blogs, and throughout open source 
communities. It is only since computers became machines affordable 
enough to be deployed and miniaturised sufficiently to reach every corner 
of our lives that algorithms became known as coded lines of text embed-
ded elsewhere too.

Fifteen years after that exhibition, the term ‘algorithm’ is still 
subject to the scrutiny of art, philosophy and the social sciences, and it 
is perhaps because we seem to be in need of understanding it and regu-
lating it that we can often end up recognising that this invisible revolution, 
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which has been happening all around us for centuries, has left us not only 
empty and ignorant, but also unarmed. 

What we are going through right now is what can also be labelled 
the algorithmic turn.7 This term, which is more broadly used in computer 
vision and computer science, covers a series of issues that derive from this 
particular period of time in which we are aware of the implications and the 
power of algorithmic approaches. The observations, scientific, social and 
philosophical experiments, technologies and analyses carried out are here 
focused on the algorithm as one of the central cornerstones of the phe-
nomena observed and described above. We who are alive in this post-al-
gorithmic time are privileged, having enjoyed access to primary, secondary 
and tertiary education, commodities and streamed content ; we have been 
living through a transitional period that has allowed us to witness and 
experience the differences that exist between the before and after of the 
algorithmic period of the industrial revolution – through memories, objects, 
books, films and stories, even if they are second-hand, vintage, pirate, 
stolen or ruined. 

There is a loss each time that a process is automated and things 
fall into an infinite loop of replication. There is a disconnection in experi-
ence, matter and time. We are constantly experiencing this detachment 
between our bodies and minds – those small differences in space-time 
memories and in embodied and mental efforts when we try to remember 
things we have experienced, and things we have been taught through 
rituals and re-enactments. Every time we recall a memory, we destroy it 
and we shape it anew. Every time we try to remember things as originating 
in a physical space or as being read somewhere within a storm of media 
posts, we construct newer versions of things. There is no need to be able 
to read the algorithms that control the machines that are behind the soft-
ware in order to understand the role of an algorithm in replication pro-
cesses and its impact on our life. Driven by need, comfort and the increas-
ing lack of time in our epoch, we find it simply agreeable to integrate the 
algorithms, automation and machines into our practices without hesitation, 
as long as relations and the power balance remain peaceful.

We have integrated replication and automation as essential 
elements of our everyday environment and working practices. This integra-
tion was not an abrupt, radical change, but has happened over decades. 
We seem to be living in a ‘window’ when we care more about understand-
ing the power of automation and replication over our lives, and more about 
how algorithms have control in the worlds that surround us and in the worlds 
that will. It is tempting to think that we can influence how algorithms work, 
and how they are conceived and embedded in the objects, spaces, ser- 
vices, laws and political systems that surround us. Because in thinking of 
this, we recognise that we are not alone, and that these thoughts are not 
isolated manifestations of individual anxiety. Just as climate change is real, 
full automation is an emergent radical reality affecting every corner of the 
world – ‘emergent’ in that it seems to be appearing quite out of the blue.

What becomes distinguishable amidst all this noise is perhaps 
the unforeseen and exponential emergence of the ‘early-years’ phenom-
ena in relation to the self-organising interrelations of algorithms, humans 
and the emanation of their by-products that have raised awareness. There 
is a sudden emergence of algorithms that are open, dynamic, social, au-
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tonomous, pervasive and adaptive in order to be more coherent with human 
forms ; these have less to do with classical conceptions of rigid machines.8 
What is distinguishable is how they are inserted or how they insert them-
selves into the everyday choices and decisions that a human individual or 
a human group makes. This insertion simplifies the equations of prediction 
by reducing all the possible choices that a human can make. Algorithms 
are far from being rigid machines, but rather they are social machines that 
narrow down the scope of infinite options of natural chance, into a finite 
set which is tailored to power relations. Algorithms as social machines 
emerge as deceivers of human perception in order to reinforce beliefs, 
ideologies and notions of comfort and security. Algorithms as social ma-
chines extrapolate the scope of choices according to the Gaussian freedom 
with which capitalism has shaped societies since the beginning of the 
industrial revolution.

The dark constitution and the ‘New’ World

Do we all need to be concerned about regulating the use of algorithms, and 
can we still do something about it ? As outlined above, algorithms were long 
ago embedded deep in our global culture. These revolutions took place  
silently, kept replicating, and we were not even asked if we wanted to par-
ticipate in them. Algorithms are everywhere, yet for most people they are 
still black boxes. This trend is changing, and algorithmic literacy9 is rising. 
People are learning how to program and how to read computer code, and 
moreover to understand the systems in which they are embedded. Coding 
literacy is rising because it is a modern means of survival. Labour is changing 
because the current paradigms are not sustainable. Algorithms are being 
reappropriated and, in some cases, democratised. Like most processes of 
reappropriation, they are also a matter of time, space, power, politics and 
ethics : a matter of reconciliation, redistribution and devolution. So, who is 
reappropriating algorithms, where and how ?

The use of algorithms in recent decades has been involved, 
directly or indirectly, in all the layers of the current global crisis : the eco-
logical, the political, the social, the animal, the human, the aesthetic, and 
the ethical. The role of algorithms is varied and ranges from automated 
trading to automated surveillance, automated discipline, automated mis-
information, automated knowledge, automated slavery, automated truth, 
automated discrimination, automated borders, automated transportation, 
automated alienation, automated elections, automated masturbation, and 
automated genocide.

Louise Amoore and Volha Piotukh provide insights from the 
perspective of political sciences. They reflect on how the emergence of 
thinking machines, which have recently shown results that have not been 
anticipated by the programs that run in them, forces us to rethink the forms 
in which these ‘new’ ways of computation can be integrated in our socie-
ties and their problems, and what the potential risks of doing so might 
be.10 We need to state clearly that the intelligence displayed by current 
machine-learning and artificial intelligence research and development is 
far from close to what we consider to be human creativity, intuition and 
intelligence. Thus, the question to be addressed is not whether we should 
fear the rise of artificial intelligence, but how we might grant these pseu-
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do-intelligent machines decision-making powers in order to deal with our 
modern problems. In our day, we have been mainly concerned about the 
overwhelming human task of understanding the enormous amounts of 
data deriving from socio-technical complexities, making sense and use 
of. Thus, out of a constant need to understand the big datasets which are 
today one of the most valuable commodities, and out of a need to apply 
and regulate the knowledge generated, we have made ourselves depend-
ent on algorithmic, autonomous machines.

The economic sociologist Robert Seyfert provides an ethno-
graphic account while conducting observations of 25 companies in five 
countries that make use of High Frequency Trading ( HFT ) technologies.11 
Such technologies have not only dramatically changed the speed at which 
transactions are made throughout the globe, but have also radically trans-
formed labour environments, practices and emotional relations in hu-
man-machine bonds. They have contributed to transform the role of humans 
from autonomous agents into human-machine dependencies. Modern 
traders are understood as operators who do not require any expertise about 
HFT codes and algorithms, but need a deep understanding of their poten-
tial behaviour in order to foresee what outcomes may be expected. Seyfert 
refers to affect theory in order to better frame the emotional processes to 
which the human operator is bound, and how these emotional biases are 
seen as a potential risk for faults and inconsistencies that can translate 
into a loss of profits. In this regard, it becomes relevant to remark how deep 
are the consequences of algorithmic systems, and how a need for autono-
mous systems is currently being driven by economic interests.

Caitlin Lustig and Bonnie Nardi introduced the concept of al-
gorithmic authority, which is understood as the power of the algorithm to 
direct human actions and to impact truth. Through a study group of Bitcoin 
users, they explore what it means to trust in algorithms, analysing inter-
views and survey data. Their findings show that Bitcoin users currently 
prefer algorithmic authority to the authority of conventional institutions. 
They recognise as well that Bitcoin users do not have blind faith in algo-
rithms, and are aware of the need for a mediating algorithmic authority 
with human judgement. Their account provides an overview of the Bitcoin 
communities and of the increasing trust in algorithmic powers and of the 
incompatibility between these emerging socio-technical, organisational 
and political systems and existing institutions. They contrast these differ-
ences and provide a framework for us to understand not only the mecha-
nisms behind a specific algorithmic power and behind Bitcoin, but also to 
articulate the social need that motivates the turn into algorithmic power 
in counter-reaction to untrustworthy current institutions.12

Ian Lowrie offers a view of algorithms from the perspective of 
cultural anthropology. He describes the distance that we as human indi-
viduals experience in our daily lives in relation to systems driven by pro-
cesses of automation, and the huge infrastructures, mechanisms and 
agents behind them. This distance relates not only to a spatiotemporal 
gap between the systems and the human individuals, but extends further 
to the cognitive level. The average person who has been immersed in this 
system since the day they were born has little to no knowledge or under-
standing of the mechanisms behind the full-scale, socio-technical system, 
which provides them with security, networks, services, stability, wellbeing, 
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access to information, and all kinds of goods. He points to a clear know-
ledge imbalance between the average person and the technicians and 
experts in global information capitalism who are behind the development, 
improvement and reproduction of automation systems. At the same time, 
such actors see themselves as driven by scientific questions about the 
nature of algorithms and their implementation, and perceive infrastruc-
tural work as a by-product of their intellectual projects.13 In this sense, 
algorithms and reappropriation processes look different in the academic 
sphere as compared to other sectors such as industry and online code 
communities. Lowrie speaks of the fact that automation and algorithms 
are not synonyms, but remarks that all algorithms automate. He reviews 
the history of automation, which is also the history of the industrial revo-
lution, parallel to the history of algorithms, and provides a good framework 
for depicting both concepts, the current actors involved in the ideation of 
algorithms and the disparities between the technological scope of the 
algorithms and their cultural impact.

In legal studies, Linn LoPucki refers to the existence of a modern 
phenomenon called algorithmic entities, which derive from newer forms 
of trading and ownership technologies such as blockchain and smart 
contracts. Such technologies enable the functioning of ‘autonomous’ busi-
nesses, goods, properties, portions of land and animals that operate inde- 
pendently of any kind of owners. These technologies suggest that current 
economic and social transaction mechanisms are frequently biased by the 
human factor of trust and accountability. Thus, the transaction models 
from blockchain technologies propose that a way to get around the prob-
lem of trust and middle-men is to get rid of the need to trust by providing 
each entity with agency and accountability.14 This is the core principle 
behind the forthcoming smart contracts that will be new forms of social 
regulators. They intend to provide self-regulating structures with autono-
my. These structures will be designed to react to their environments and 
to other entities and factors, independent of any other source of agency 
or control. Smart contracts are based on self-regulating and autonomous 
algorithms.

A legal system or a constitution can be understood as a means 
of setting and interpreting rules, and enforcing their application and ob-
servation throughout a specific social group. This can be a community, an 
organisation or an association. A constitution will provide a framework for 
establishing the rights and responsibilities of the parts of a process or 
system towards each other, and in a variety of dynamic interrelations. 
Therefore, a constitution can be also compared directly to a piece of soft-
ware which, instead of being written and delineated through articles that 
are openly interpretable, as in a legal system, is constructed through algo-
rithmic fragments or modules that dynamically interrelate to each of the 
parts and subjects of the law in question. If we think in these terms, then 
every piece of software that we integrate into our daily life is ruled by this 
sort of mechanism. We can see that integrating a system of rules into the 
automation of a transportation service, for instance, is in a sense an oper-
ation of concatenating laws which dictate the rules for behaviour, interre-
lations and obligations between the parts. In the case of taxi transportation, 
these interrelations and obligations exist between the driver and the pas-
senger, and between the city which is the space and the moving object 
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which is the vehicle. More and more of these technologies are integrated 
into every part of our daily activities as privatised service. So more and 
more of these technologies have replaced services that in some cases and 
some countries were previously provided by the public sector.

The public realm started to be fragmented and privatised a 
while ago, and it is now being automated. These processes have also re-
moved the obligations and the sovereignty of the state to provide regula-
tions to ensure that there won’t be abuses in the power relations between 
those who provide and those who acquire, those who produce and those 
who possess. Public law is being privatised and automated in parallel with 
this, and we have entered into an epoch of technocratic law systems and 
regimes. We have lost something here. Slowly, with each upgrade of our 
operative systems, our devices and our applications’ policies, we are re-
placing our public and ( democratic, communist, socialist ) law and politi-
cal systems with algorithmic fragments of improved and more efficient 
regulations that enforce computational versions of behavioural norms for 
social transactions and practices. We are enabling the birth of the algo-
rithmic law which is what I call the ‘dark constitution of the new world’. It 
is a decentralised and ubiquitous normative black box. It is dark not be-
cause it is evil ; it is dark because we simply cannot have a meaningful look 
inside it. It is not only the state and its sovereignty that vanishes, but our 
only access to participating in the process of deciding how our societies 
are regulated, organised and what governs them.

The ‘New’ World is what we all make every minute, every sec-
ond : every pixel we upload and share, every stream of bits we download 
to or from the cloud, every like we give and every item we order, fabricate 
and replicate. Two decades before the exhibition of the Algorithmic Rev-
olution at ZKM, Jean Baudrillard coined the concept of hyperreality. For 
him, this is the creation of a symbol which represents something that 
doesn’t actually exist. Something that, in the process of replication of that 
which actually exists or existed, ends up replacing the original in such a 
way that the new symbol imposes its existence layered over the original 
which still exists, but cannot be accessed any longer by any means. This 
process of infinite replication cannot be reversed.

This notion of the end of the model and the beginning of the 
new reality can be found in the notes on simulation unfolded by Baudrillard, 
who made allusion to Borges’ short story originally entitled “Del rigor en 
la ciencia” ( “On exactitude in science” ),15 in which imaginary cartographers 
of a certain empire, driven by the need of precision and perfection, drew 
a map of the empire as vast as the empire itself, replicating it with metic-
ulous exactitude. Future generations of the empire who were not so fond 
of the science of cartography anymore noticed that the vast map was 
useless and decided to leave it to ruin in deserted regions of their world. 

Borges is making an ironic point in this short but effective fable 
about the excess of exactitude in cartography and any other precise sci-
ence and technology. Baudrillard recognised in the 1980s that humanity 
was already beyond the mad project of replication and representation of 
reality. So, in Simulacra and Simulation he introduces to the concept of 
hyperreal with the following lines : 

[ … ] Simulation is no longer that of a territory, a referential 
being, or a substance. It is the generation by models of a real 
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without origin or reality : a hyperreal. The territory no longer 
precedes the map, nor does it survive it. It is nevertheless 
the map that precedes the territory – precession of simu- 
lacra – that engenders the territory, and if one must return to 
the fable, today it is the territory whose shreds slowly rot 
across the extent of the map. It is the real, and not the map, 
whose vestiges persist here and there in the deserts that are 
no longer those of the Empire, but ours. The desert of the 
real itself. [ … ] No more mirror of being and appearances, of 
the real and its concept. No more imaginary coextensivity :  
it is genetic miniaturization that is the dimension of simulation. 
The real is produced from miniaturized cells, matrices, and 
memory banks, models of control – and it can be reproduced 
an indefinite number of times from these. It no longer needs 
to be rational, because it no longer measures itself against 
either an ideal or negative instance. It is no longer anything but 
operational. In fact, it is no longer really the real, because  
no imaginary envelops it anymore. It is a hyperreal, produced 
from a radiating synthesis of combinatory models in a hyper-
space without atmosphere.16 

Baudrillard suggests that we are no longer looking for a computational, 
mathematical or other type of precise model to explain and control reali-
ty. We are living every morning beyond that hyperreality, which, as Bau-
drillard proposed, imposes itself through technology, precision, consump-
tion and infrastructures, and has long ago silently and invisibly permeated 
all areas of social, cultural, natural and political life. The new reality, this 
perpetual new world with no past, no present and no future, will indefini-
tely continue to replicate, to mutate and to negotiate every step of trans-
formation and further miniaturisation and it will indefinitely require our 
full attention to cope with its continuous contingencies.

Unfolding algorithmic agency

Together with Sandro Poli and Simon Schwarz17 we coordinated 
a workshop at the Festival entitled Unfolding Algorithmic Agency,18 which 
comprised ideating and sharing empirical notions of what algorithms are, 
and the role they play in relation to our daily lives and contexts. Smaller 
groups engaged in discussions framed within five optional tracks that we 
provided, and they were tasked with mapping their thoughts to provide an 
ethical framework for the politics of algorithms, trying to find an answer 
for the question of how and where the limits are of that which is OK for 
you, for me and for all of us.

The five tracks provided were :
1. Human agency in shaping reality : How can we still/how can 
we not affect the way the algorithmic future is unfolding ? 
2. Algorithms as friends : How can the algorithm become an ally 
for shaping reality/handling complexity ? 
3. Disrupting algorithmic power structures : What can we do in 
relation to freedom and the power accumulated by the current 
algorithmic monopolies ? 
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4. Urban algorithmic infrastructures : How can we frame ethics 
in everyday life contexts, where algorithms play a role ? ( dating, 
navigation, transportation, automation, shopping ) 
5. Algorithmic culture : What is the role of algorithms in cultur-
al production and reproduction ? ( knowledge, truth, creation, 
aesthetics, narratives ) 

The participants were encouraged to think of themselves or of us not only 
as humans, but as other algorithms, objects, animals, plants, machines, 
living and unanimated beings. After an open roundtable, the same groups 
gathered again and ideated strategies to stage the emergence of unfore-
seen behaviours through embodying algorithms or embedding them in 
re-enactments of social practices and contexts, trying to be as disruptive 
as possible and to reflect the outcomes of their ethical frameworks.

Although the term itself was comprehensible for some of the 
participants by means of a sort of mathematical intuition, prior experience 
in programming or in using software based on generative principles, it was 
clear that there was no fixed definition that could encompass the totality 
of the different meanings that the concept of the algorithm has, and the 
contexts where it can be found.

After the roundtable, the whole group participated in an em-
bodied exercise on how a simple rule can activate the emergence of un-
foreseeable behaviours when autonomous and free agents are in play. 
After coming closer to the practices of embodiment, they were asked to 
stage their conversations in performances that only had the constraint of 
a space that was being video-captured by a camera located in the ceiling 
and streamed in real-time through a projection into the room.

Group one engaged with the idea of algorithms as friends. Right 
from the beginning of their conversations, they decided to talk of algo-
rithms as collaborators rather than as friends. The point was to remove 
the fear that people normally feel when they talk about algorithms, because 
people tend to focus more on the dangers of automation rather than on 
the potential for creativity. They also suggested that this fear emanates 
from the fact that algorithms represent that which is not human, and that 
this is linked to our human tendency to fear or mistrust anything which is 
unknown or alien to us. 

On the other hand, they added that while humans are the ones 
who create algorithms or feed their own projections into them, this means 
they end up becoming abstract reflections of ourselves that we ultimate-
ly do not recognise. They were trying to find out about the potential for 
breaking with the narratives of the myth and danger of algorithms. How 
do we evaluate these narratives, and in what contexts ? They remarked that 
there is a huge gap that exists within the hyped vocabulary surrounding 
the algorithm : automation, decision-making, artificial intelligence or ma-
chine learning are terms that are lightly used by everyone but are under-
stood in depth by only a few. For them, algorithms or algorithmic thinking 
meant being able to engage in conversations that occur within accelerat-
ed processes. They also engaged with the fact that, even though people 
talk about algorithms as autonomous entities, in practical terms they are 
still human artifices, and thus tools that can be compared to toys. They 
used the term ‘toy’ to refer to algorithms and humans in interrelations that 
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are beyond instrumentalisation, but instead have the shape of a reciprocal 
loop. It is notable that the term ‘toy’, or the concept of it, means an item 
that is used in play. If we think of the scenarios in which toys have a role 
in our lives, we necessarily go back to our childhood, when we engaged 
with them in order to simulate and learn about the world and social rela-
tions. Toys are thus early repositories of the social features and means of 
re-enacting observed social life. 

This performative experiment derived from the idea of relation-
al bonds between algorithms-as-toys and human agents. They selected 
one of the members of the group as a speech improviser while being pulled 
by threads across a space towards one of the four terms arranged in the 
four dimensions of a cross : ‘friend’, ‘thinking’, ‘human’ and ‘potential’. The 
improviser would speak her mind loud while being aware of the strings 
pulling her in order move through the space towards one of the four direc-
tions. Occasionally the performer engaged according to her own will.

Group two was concerned with the ethical aspects of algorithms 
in urban infrastructures and everyday life. One of the persons in the group 
suggested that we perhaps also fail to integrate into our discussion the 
positive outcomes arising from the use of algorithms. She mentioned the 
experience of her mother, who suffered from cancer a few years ago and 
benefitted from the use of algorithms for treating the degenerative disease. 
In order to build an ethical framework, for her it was important to make a 
distinction when we talk about algorithms as potential threats : to distin-
guish clearly between the different proximities that exist between humans 
and algorithms, or at least to distinguish when algorithms are closely re-
lated to humans ( or not at all ). With reference to urban infrastructure, they 
discussed how using algorithms may do something for society and extra- 
polate the occurrence of behaviours. They mentioned the example of the 
pervasive cameras in cities that are used for crime prevention and law 
enforcement, and they also raised the matter of preventing sexual assault. 
The group suggested that algorithms that act as instruments of prevention 
could perhaps end up doing things for which they were not intended, and 
which could have not been anticipated, except in close relation to human 
agency. For instance, an algorithm that intends to prevent the occurrence 
of sexual assaults can help to inform would-be rapists about which streets 
are less expected to be the sites for such acts. Thus, the phenomena to be 
prevented could end up being intensified instead in certain areas, while 
reduced in others. The group concluded by suggesting that the real prob-
lem is not eliminating risk everywhere by installing automated surveillance 
systems, but rather focusing on those humans who are always going to 
find a way to get around the rule.

They staged an algorithm that is a law-enforcement agent in-
tending to extract information from humans by asking questions of all 
kinds, and which is surrounded by a network of human agents who are not 
aware of the intentions of the algorithm system collecting their personal 
data for analysis. After each question posed by the law enforcement agent, 
the human agents have the option of deciding to share the information, or 
to step out of the game. To share the information learned in the game, they 
had to say ‘yes’ to the question ‘would I share this kind of information ?’ 
The closer the human agents approximate to the law enforcement agent, 
the more disruptive the questions get.
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Group three elaborated the topic of algorithmic culture, asking what is 
culture, how does it relate to algorithmic thinking, and how does this di-
chotomic thinking relate to the dualism that dominates our Western scien-
tific and philosophical systems ?

This discussion was driven by the fact that there is a very clear 
pattern of dichotomic thinking that can be observed in the history of 
knowledge. Humans tend to think in terms of polarisation of phenomena ; 
in other words, we think almost always in terms of black and white. If we 
compare this way of thinking with our embodied, everyday experiences, 
this seems to be counterintuitive due to the fact that our senses and bod-
ies are always in neither one nor another extreme space, but always in 
between. In this sense, there is a perpetual lag between experience and 
the thought analyses and mental processes through which we constantly 
regulate and replicate our embodied observations and generate the know-
ledge that informs culture. The group concluded that human culture  
in this sense has long been an algorithmic culture, and that it is rather 
inefficient in terms of coherence. They ended up arguing that it is pre-
sumptuous of us to want to create agencies that are perfect and almighty, 
while we ourselves are unable to have a coherent bond between our ma-
terial and bodily existence and our means of understanding, describing 
and further regulating our experience.

The group staged a collaborative game in which each of the 15 
participants carried a distinctive, coloured pillow on the top of their heads. 
While they couldn’t talk to each other, they could sense an empty space 
that was once in a while in front of them, behind them or next to them, 
and thus move through this space in order to achieve a predetermined 
shape collaboratively. The intention of this game was to dislocate the 
human embodied experience from cognitive experience in a constrained 
social setting.

Regaining access

Can we regain access and power over processes of negotiation about  
what algorithms are and what they should be ? We must reflect on how 
algorithms are conceived, written and implemented through objects, 
products, services and technologies that regulate our everyday life and 
are silently replacing our law systems.

Access to algorithms and their visibility are not necessarily re-
lated to understanding them in formal terms, but depend on knowing where 
and in which parts of the social, urban, ecological and political processes 
algorithms play a role. We have to be aware of where we, as active and free 
agents of social complexity, influence their activation, their ideation, their 
power, their overwriting or their annulment. Although it is helpful to be fa-
miliar with the process of writing code and programming, I do not consider 
this to be fundamental, for access to algorithms goes beyond coding liter-
acy. Teaching and learning code, and ensuring that these practices remain 
open and democratic, is essential in order to secure temporary labour sta-
bility, economic opportunities and social empowerment ; but teaching and 
reflecting on these in conjunction with ethics, history, art and social theo-
ry is the truly fundamental issue here, and is perhaps our only hope of re-
gaining a voice in the future establishment of algorithmic regimes.
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