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Abstract Dieses Kapitel nimmt eine eher technische Perspektive auf das Problem der
»digitalen Souverinitit« des Subjekts ein. Wir betrachten drei verschiedene soziotech-
nische Entwicklungen, die die Mglichkeit beeinflussen, in einer digitalisierten Welt
ein selbstbestimmtes und autonomes Leben zu fithren. Die erste Entwicklung betrifft
die zunehmende Abhingigkeit von wenigen grofSen Diensteanbietern, die zwar fiir die
Sicherheit der Nutzenden sorgen, aber gleichzeitig auch iiber die uneingeschrinkte
Macht iiber Daten und Gerite verfiigen. Die zweite Entwicklung betrifft den Man-
gel an menschenzentrierter Gestaltung von Schutzmechanismen, der die realistische
Wahrnehmung maglicher Bedrohungen erschwert. Die dritte und letzte Entwicklung
bezieht sich auf unklare Vorstellungen iiber die Genauigkeit und die Niitzlichkeit
von gesammelten Daten. In der Gesamttendenz fiihren diese Entwicklungen zu star-
ken Einschrinkungen — sowohl im Hinblick auf die faktische als auch auf die selbst
wahrgenommene Souverdinitit.

1. Einleitung

Mehr als die Hilfte der Weltbevolkerung nutzt heute das Internet. Vielen ist
dabei nicht bewusst, dass sie ein Netzwerk von verbundenen Computern nut-
zen, und viele weitere wissen nicht, dass Regierungen und internationale Kon-
zerne bei der Benutzung des Internets ihre personlichen Daten fir eine Viel-
zahlvon Zwecken sammeln und verarbeiten. Die digitale Transformation fithrt
zunehmend zu einer Gesellschaft, in der eine aktive Teilhabe ohne Computer-
und Internetnutzung kaum noch moglich ist. In diesem Kapitel legen wir den
Fokus auf die »digitale Souverinitit« des Subjekts, also die Méglichkeit, un-
ter den oben beschriebenen Umstidnden ein selbstbestimmtes und autonomes
Leben zu fithren — sowohl im Hinblick auf die faktische als auch auf die selbst
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wahrgenommene Souverinitit des Individuums. Aus einer soziotechnischen
Perspektive stellen wir allgemeine Beobachtungen zu drei relevanten Phino-
menen an, die die »digitale Souveranitit« stark beeinflussen und die mit den
technischen Entwicklungen der Digitalisierung zusammenfallen.

Die erste Entwicklung wird durch den von Bruce Schneier (2012) geprigten
Begriff der »feudalen Sicherheit« charakterisiert, der besagt, dass die Nutzen-
den heute vollstindig von einem einzigen grofRen Diensteanbieter (oder eini-
gen wenigen Diensteanbietern) abhingig sind. Diese Anbieter sorgen zwar fir
die Sicherheit der Personen, die die Dienste nutzen, haben aber auch uneinge-
schrankte Macht sowohl itber ihre Daten als auch tiber die Funktionalitit ihrer
Gerdte.

Die zweite Entwicklung betrifft die Probleme der Nutzenden, mogliche
Bedrohungen fiir die Sicherheit und den Schutz der Privatsphire realistisch
wahrzunehmen, Risiken richtig einzuschitzen und angemessene Schutzme-
chanismen anzuwenden. Sicherheitsfachleute fordern hiufig, dass das Ver-
halten der Nutzenden kontrolliert und eingeschrinkt werden sollte und dass
Verhaltensinderungen erzwungen werden miissen, um Sicherheitsprobleme
einzudimmen. Diese Versuche, die Nutzenden zu »reparierenc, stehen jedoch
inkrassem Gegensatz zu Erkenntnissen aus der Forschung zur menschenzen-
trierten Sicherheit, die auf einen Mangel an menschenzentrierter Gestaltung
von Schutzmechanismen hinweisen.

Die dritte und letzte Entwicklung bezieht sich auf eigentiimliche Vorstel-
lungen vom Wert personenbezogener Daten, dem »Ql des 21. Jahrhunderts«
(vgl. Spitz 2017). Zweifellos kénnen personenbezogene Daten verwendet wer-
den, um Personen hinsichtlich ihrer politischen Orientierung, ihrer Person-
lichkeitsmerkmale oder anderer gewiinschter Eigenschaften zu klassifizieren.
Geschiftsmodelle, die auf derartigen Klassifikationen basieren, sind breit eta-
bliert. Die Genauigkeit und die Niitzlichkeit dieser Klassifizierungen hingen
jedoch vom angewandten Algorithmus und der Qualitit der zugrunde liegen-
den Daten ab. Beide Aspekte fithren zu Unsicherheiten, die schwer zu quan-
tifizieren sind und weder durch die derzeitige Tendenz, alle Nutzungsdaten
zu speichern, noch durch den Grundsatz der Zweckbindung bei der Nutzung
personenbezogener Daten gemildert werden.

Die eher technisch gelagerte und demnach etwas eingeschrinkte Perspek-
tive dieses Kapitels hat ihren Ursprung in der wissenschaftlichen Sozialisation
der Autorin und der Autoren, die aus der Informatik stammen — einer Diszi-
plin, die noch vergleichsweise jung ist. Dies mag auch eine Erklirung dafiir
sein, dass der historische Betrachtungshorizont recht eng ist und vor allem
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den Status quo betrachtet, also im Wesentlichen ausschlieRlich die Zeit der Ex-
pansion des kommerziellen Internets in den vergangenen 30 Jahren. Wir bli-
cken auch nichtin die Zukunft, sondern beschrinken uns auf die Nennung von
Problembereichen, die maf3geblich durch »Errungenschaften« der Informatik
entstanden sind. Gleichzeitig glauben wir, dass die Problembereiche nicht oh-
ne eine kundige Kommentierung aus der Informatik voll verstanden werden
konnen. Denn wie zu zeigen sein wird, beeinflussen die drei im Verlauf dieses
Kapitels skizzierten Phinomene die »digitale Souveranitit« weder vollstindig
positiv noch ausnahmslos negativ. Kithne Losungsvorschlige sind demnach
anderen Kapiteln dieses Bandes vorenthalten. Zur Einordnung existierender
Phinomene sind die folgenden Betrachtungen méglicherweise trotzdem hilf-
reich.

Was sind Digitalisierung und Datafizierung?

Der Ubergang von mechanischen und analogen elektronischen Systemen zur
digitalen Elektronik begann in der zweiten Hilfte des 20. Jahrhunderts und
hatte weltweit tiefgreifende wirtschaftliche, 6kologische und gesellschaftliche
Auswirkungen. Die zentrale Beobachtung, die u.a. von Shannon (1938) und Tu-
ring (1937) gemacht wurde, ist, dass Informationen in eine Folge von biniren
Ziffern (Bits) kodiert werden kénnen, die ohne Qualititsverlust dauerhaft ge-
speichert und auf denen allgemeine Berechnungen mithilfe digitaler Schalt-
kreise durchgefithrt werden kénnen. Eine solche digitale Informationsverar-
beitung istin gewissem Sinne universell: Jede Information kann in bindren Zif-
fern kodiert werden, und binire Ziffern kénnen von universell programmier-
baren digitalen Computern verarbeitet werden, die nur durch die Gesetze der
Berechenbarkeit eingeschrinkt sind (Hopcroft/Ullman/Motwani 2006). Wah-
rend z.B. frither verschiedene Technologien verwendet wurden, um Text, Au-
diound Video zu speichern, zu tibertragen und mit ihnen zu interagieren, wird
heute alles aufkleinen universellen Computergeraten (Smartphones) erledigt,
die anerkannten Regeln der Informationskodierung folgen (wie etwa mp3).
Der Begrift der Digitalisierung bezieht sich traditionell auf die Umwand-
lung von Informationen in eine digitale Form unter Verwendung bestimmter
Kodierungsregeln. Heute wird der Begriff oft allgemeiner verwendet und
verweist auf die zunehmende Nutzung digitaler Kommunikations- und Da-
tenverarbeitungsgerite in der Gesellschaft sowie auf die Ubertragung einer
wachsenden Zahl von Aufgaben an digitale Computer. Vor allem seit dem
Aufkommen der nahtlosen globalen Vernetzung (»Internet«) zum Ende des
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20. Jahrhunderts sind die Auswirkungen insbesondere auf die Unterneh-
men betrichtlich, zwingen diese zu einer »digitalen Transformation« (Matt/
Hess/Benlian 2015) und haben einen ganz neuen Zweig datenorientierter
Dienstleistungsunternehmen (wie Google und Facebook) hervorgebracht. Die
Entwicklung wird durch die zunehmende Verfiigbarkeit billiger Sensoren wie
Kameras sowie lokaler und ferngesteuerter Erfassungsinfrastrukturen voran-
getrieben, aber auch durch die allgegenwirtige Verbreitung persénlicher und
verhaltensbezogener Daten, die von Einzelpersonen mithilfe digitaler Gerite
erzeugt werden. Die Ara der digitalen Datenverarbeitung hat die Produktion
digitaler Daten katalysiert und die anfinglichen Schwierigkeiten der Digita-
lisierung tiberwunden. Heute werden viele Daten »digital geboren« oder bei
ihrer Entstehung nahtlos digitalisiert.

Die Datenproduktion bezieht sich nicht nur auf »Priméirdatenc, die von
Menschen erzeugt werden oder Sensormessungen widerspiegeln; auch digi-
tale Berechnungen selbst erzeugen Daten, entweder als Ergebnisse der Be-
rechnung von (primiren) Eingabedaten oder als Daten, die den Berechnungs-
prozess aufzeichnen oder anderweitig beschreiben. Solche Daten werden ge-
wohnlich als »Sekundirdaten« oder »Metadaten« bezeichnet. Zu den Metada-
ten einer Berechnung gehdren beispielsweise die Uhrzeit und das Datum der
Berechnung, ein Verweis auf die Quelle der verarbeiteten Daten oder der Name
der nutzenden Person, die fiir die Berechnung verantwortlich ist. Wenn einige
Daten zur Beantwortung einer bestimmten Frage benétigt werden (in einem
Produktionssystem oder in Bezug auf vergangenes personliches Verhalten), ist
es in der Regel kein Problem, das System so anzupassen, dass diese Daten fiir
kinftige Entscheidungen auch noch mitgespeichert werden. Die zunehmen-
den Rechengeschwindigkeiten, Bandbreiten der Kommunikationsnetze und
Speicherkapazititen haben zu dem Glauben an die allgegenwirtige Verfig-
barkeit niitzlicher und praziser Daten gefithrt, auf denen »gute Vorhersagen«
basieren kénnen (Dhar 2013). Folglich bezieht sich der Begriff der Datafizierung
auf das Unterfangen, jede Frage in eine Frage nach Daten zu verwandeln.

Einerseits scheint die allgegenwirtige Verfiigbarkeit von scheinbar fun-
dierten Informationen auf Knopfdruck das Versprechen zu erfiillen, dass die
Welt transparenter wird. Dariiber hinaus konnen die vermeintliche Objekti-
vitit von Daten und ihre allgemeine Verfiigbarkeit zu der Uberzeugung fith-
ren, dass ihre Nutzung zu einer Verbesserung der Entscheidungsfindung von
Organisationen und Einzelpersonen fithren wird. Andererseits beruhen Infor-
mationen immer auf der Interpretation von Daten (bis hin zu den Kodierungs-
regeln der Datenspeicherung), und viele Antworten werden durch die Auswahl
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der bereitgestellten Daten (und damit der gestellten Fragen) bestimmt. Uber-
dies schafft die breite Verfiigbarkeit und die gefiihlte Transparenz personen-
bezogener Daten ein umgekehrtes Problem: Ein Mehr an Daten fithrt zu einem
potenziellen Weniger an Privatsphire.

Datafizierung, das Sammeln von persdnlichen Daten
und detaillierten Personenprofilen

In der Standardterminologie der Computersicherheit (vgl. Gollmann 2011) be-
deutet das Sicherheitsziel der Vertraulichkeit, dass bestimmte Informationen
nur befugten Personen zuginglich sind. Der Begriff der Privatsphire bezieht
sich in der Regel auf den Schutz der Vertraulichkeit von persénlichen Daten
(im Gegensatz zu Daten, die einer Organisation gehoren). Wihrend der Be-
griff der Privatsphire auch schon vor dem Aufkommen von Computern eine
Bedeutung hatte, haben die mit der Digitalisierung einhergehenden Umstin-
de der Datenproduktion und -verarbeitung zu einer komplexen Diskussion ge-
fithrt, die iiber den technischen Bereich hinausgeht. Ein Grundstein fiir unser
modernes Verstindnis von Privatsphire ist ein Urteil des Bundesverfassungs-
gerichts aus dem Jahr 1983. Darin wurde das Grundrecht auf informationelle
Selbstbestimmung als die grundsitzliche Befugnis der einzelnen Person defi-
niert, selbst zu entscheiden, welche Aspekte des eigenen Privatlebens anderen
mitgeteilt werden sollen (vgl. BVerfG 1983). Dieses Urteil hat die von Westin
(1970) entwickelten Ideen rechtlich kodifiziert und bildet heute die Grundla-
ge des modernen europiischen Datenschutzrechts, einschliefilich der Daten-
schutz-Grundverordnung (DSGVO bzw. General Data Protection Regulation,
GDPR; vgl. European Parliament/Council of the European Union 2016).

Beim Schutz der Privatsphire spielen personenbezogene Daten eine
zentrale Rolle. Gemifd Artikel 4 der Datenschutz-Grundverordnung sind
personenbezogene Daten definiert als »alle Informationen iiber eine be-
stimmte oder bestimmbare natiirliche Person«. Die Definition ist recht weit
gefasst und bezieht sich auf alle Daten, durch die eine natiirliche Person
(direkt oder indirekt) identifiziert werden kann. Dies umfasst offensichtliche
»langfristige« Daten (wie Name, Geschlecht, Fingerabdruck, Sozialversiche-
rungsnummer), mittelfristige Daten (Korpergréfe, Handynummer) und auch
kurzfristige Daten (aktueller Standort, persénliche Stimmung). Auch wenn
einige dieser Daten subjektiv datenschutzrelevanter sind als andere, ist es
durch die universelle Erfassung solcher Daten moglich, sich der persénlichen
Identitit einer Person anzunihern. Im Zusammenhang mit der Digitali-
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sierung ist dies besonders relevant, da personenbezogene Daten hiufig zur
Identifizierung von Personen im Internet verwendet werden, was die Gefahr
des Identititsdiebstahls birgt (vgl. Hoofnagle 2007).

Angetrieben durch den Drang zur Datafizierung, ist der Trend zur Daten-
produktion in vielerlei Hinsicht auch ein Trend zur Produktion von personen-
bezogenen Daten (vgl. Wylie 2019). Wihrend bis etwa zum Jahr 2000 Com-
puter oft von mehreren Personen gemeinsam genutzt wurden, sind Compu-
ter heute in den meisten Fillen personliche Gerite, die nur von einer Person
verwendet werden. Daher werden allein durch persénliche Interaktionen mit
Computern bereits personenbezogene Daten erzeugt. Diese Daten lassen sich
heute auch viel leichter einer Person zuordnen als in fritheren Jahren, was die
Erhebung personenbezogener Daten in einem Mafle vereinfacht, dass Unter-
nehmen vollstindig individualisierte Dienste anbieten konnen. Dienste also,
die eine einzigartige, auf bestimmte Personen zugeschnittene Zusammenset-
zung aufweisen, einschliefilich ihrer thematischen und emotionalen Vorlieben
bis hin zu aktuellen Meinungen und Stimmungen. Datendékosysteme, wie sie
um soziale Netzwerke herum entstanden sind, zielen darauf ab, méglichst vie-
le persénliche Daten zu sammeln, um detaillierte personliche Profile zusam-
menzustellen, die manchmal sogar detaillierter erscheinen als die eigene per-
sonliche Erinnerung (vgl. ebd.), aber dennoch nicht immer korrekt sein miis-
sen (vgl. Garfinkel 2001).

Die Kluft zwischen faktischer und erlebter Souveranitat eines Subjekts

Insgesamt ist die informationelle Selbstbestimmung also ein Grundrecht, das
durch modernes Datenschutzrecht wie die DSGVO gestarkt wird. Aber die
Digitalisierung und individualisierte Dienste stellen die Wahrnehmung und
Gewihrleistung dieses Rechts vor Herausforderungen, entweder durch die
richtige Konfiguration von Datenschutzeinstellungen und Technologien zum
Schutz der Privatsphire oder durch die Rechenschaftspflicht von Dienste-
anbietern gegeniiber Datenschutzbehorden (vgl. Kranig/Sachs/Gierschmann
2019). Wenn Daten bekannt werden, konnen sie auflerdem nicht einfach ver-
gessen werden. Die Kluft zwischen dem, was man kénnen sollte, und dem, was
man kann, wird immer gréfRer, und es hat den Anschein, dass sich diese Kluft
durch den zusitzlichen Einsatz von Informatikmethoden zur Datenanalyse
vergrofiert, der zu rasanten Fortschritten bei der Gesichts- und Spracherken-
nung, der Audio- und Videoproduktion sowie der Vorhersage von Aktivititen,
Meinungen und Stimmungen gefiihrt hat.
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2. Zunehmende Abhéngigkeit von groBen technischen
Okosystemen

Lock-in-Effekte, fehlende interoperable Standards
und »feudale Sicherheit«

Die Digitalisierung hat ein wirtschaftliches Phinomen erméglicht, das For-
schende heute als Plattformékonomie bezeichnen. Vereinfacht gesagt, ist
eine Plattform eine Umgebung, in der zwei Marktteilnehmende (Kaufende
und Verkaufende) zusammenkommen, um kommerziell zu interagieren (vgl.
Rochet/Tirole 2003). Wihrend die Plattform-Metapher fiir klassische Plattfor-
men (wie Einkaufszentren oder Kredit- und Debitkarten) eher unverstindlich
und konstruiert erscheint, hat die Digitalisierung (und insbesondere das
Internet) die Rolle von Plattformen verstirkt, zunichst in Form von Internet-
Medienportalen, wo kostenlose Inhalte Zuschauende anziehen, die wiederum
Werbetreibende anziehen, und in letzter Zeit als digitale Okosysteme, die
oft um ein Betriebssystem (wie Microsoft Windows oder Apple iOS) oder um
vernetzte Online-Umgebungen wie einen Marktplatz (Amazon), eine Suchma-
schine (Google) oder ein soziales Netzwerk (Facebook) herum aufgebaut sind.
Auch wenn noch viele Fragen rund um die Entstehung digitaler Plattformen,
ihre Governance, Geschiftsmodelle und Auswirkungen auf Mirkte und Gesell-
schaft unerforscht sind (vgl. Gawer 2010), spielen sie heute zweifellos eine
beherrschende Rolle und sind bei der Teilnahme an vielen gesellschaftlichen
Aktivititen kaum zu vermeiden.

Eines der iltesten und am besten dokumentierten Geschiftsmodelle digi-
taler Plattformen, das auf den frithen Versuchen beruht, Nutzende fiir Medi-
en- und Informationsportale wie Yahoo! zu gewinnen, ist Werbung. Erfolgrei-
che Plattformen ziehen die »Augipfel« (engl. eyeballs) der Nutzenden an (Ro-
chet/Tirole 2003) und verkaufen diese Ansichten (engl. views) an Werbekund-
schaft. Die Werbetreibenden entlohnen die Plattformen fiir den nachgewiese-
nen Konsum von Werbung, etwa auf Grundlage der Anzahl der Aufrufe oder
Klicks. Moderne Internetwerbung erfolgt sogar auf individueller Basis (vgl.
Anderson/Moore 2006): Auf der Grundlage dessen, was die Plattform iiber die
oder den Nutzenden weif3, fithrt sie in Echtzeit eine Auktion fiir jede einzel-
ne Ansicht durch. Bei dieser Auktion konnen Werbetreibende Gebote abgeben,
und die hichstbietende Partei erhilt den Zuschlag fir ihre Anzeige. Dieser An-
satz ermoglicht es, Werbung mit fast beliebig kleinen Budgets zu schalten, was
ihn fir kleine Unternehmen und Privatpersonen attraktiv macht. Es wird je-
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doch auch allgemein angenommen, dass die Konversionsrate von der Betrach-
tung bis zum Kauf bei individualisierter Werbung viel héher ist, da speziell zu-
geschnittene Anzeigen eine hohere Chance haben, das Interesse der Betrach-
tenden zu wecken. Untersuchungen deuten zwar darauf hin, dass dies zutref-
fen konnte (vgl. ebd.), aber es fehlen verlissliche Zahlen, wie viel eftektiver die-
ser Mechanismus wirklich ist.

Insgesamt hingt das Versprechen personalisierter Werbung mit der Men-
ge an Wissen zusammen, die eine Plattform iiber eine bestimmte Person,
die sie nutzt, zur Verfigung hat. Um Werbeeinnahmen zu generieren, haben
Plattformen ein weit verbreitetes und zunehmend aggressives Nutzenden-
tracking betrieben, das auf Cookies oder anderen Browserfunktionen (vgl.
Nikiforakis et al. 2013; Pugliese et al. 2020) bis hin zu personalisierten Ge-
ritekennungen oder Gerite-Fingerabdriicken (vgl. Kurtz et al. 2016) basiert.
Auch itber Methoden der geriteiibergreifenden Verfolgung und Verkniipfung
von Informationsquellen wurde berichtet (vgl. Arp et al. 2017). Aufgrund ihrer
Verwendung sind die meisten der erhobenen Daten eindeutig als personen-
bezogene Daten zu qualifizieren.

Natiirlich steht es den Nutzenden frei, mehrere Plattformen sowohl als
kaufende als auch verkaufende Person zu nutzen. In der Wirtschaftsliteratur
wird dieses Phinomen als Multihoming bezeichnet. Multihoming auf einer
Seite des Marktes fithrt in der Regel zu einer Verschirfung des Wettbewerbs
auf der anderen Seite. In solchen Situationen versuchen die Plattformen, An-
reize zu schaffen, damit die Nutzenden eine »exklusivere Beziehung« (Rochet/
Tirole 2003: 993) zur Plattform eingehen. Dieses Verhalten lisst sich heute
bei digitalen Plattformen beobachten. Einzelpersonen sind an personalisierte
Konten gebunden, an die viele Annehmlichkeiten wie Cloud-Speicher, Back-
up, E-Mail und automatische Geritekonfiguration gekniipft sind. Dariiber
hinaus werden der nahtlose Austausch von Dokumenten, die Nachrichten-
tibermittlung und die Verwaltung persénlicher Kontakte und Einstellungen
nur innerhalb der Plattform erméglicht. Plattformen fungieren als digitale
Okosysteme, in denen personliche Daten in Silos mit proprietirer Software,
Kommunikationsprotokollen und Datenformaten gesammelt werden. Dies
steht in krassem Gegensatz zur offenen und interoperablen Natur der frithen
Internetprotokolle (wie E-Mail und Internet Relay Chat) und fithrt dazu, dass
die Nutzenden - langfristig gesehen — eine Plattform wahlen miissen, die sie
hauptsichlich nutzen wollen. Die Folge ist eine technologisch erzwungene
Bindung an eine einzige Plattform. Trotz der Versuche, Datenportabilitit
in der Datenschutz-Grundverordnung zu regeln, ist es heute immer noch
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schwierig, zwischen digitalen Okosystemen zu migrieren, und das wird
sicherlich auch noch einige Zeit so bleiben (vgl. Syrmoudis et al. 2021).

Obwohl es kontraintuitiv erscheinen mag, ist eine besondere Annehmlich-
keit der digitalen Okosysteme die Datensicherheit. Dies ist eine direkte Folge
von zwei Entwicklungen. Die erste Entwicklung bezieht sich auf das Ausmaf3
der Kontrolle, die die Nutzenden iiber ihre eigenen Gerite haben. Bei klassi-
schen PCs war es iiblich, dass die Nutzenden ihre Sicherheit selbst verwalteten
(und dafiir verantwortlich waren): Sie konnten ein bestimmtes Betriebssystem
wihlen und ihr System fast ohne Einschrinkungen installieren und konfigu-
rieren. Den Anbietern moderner Smartphones und Tablets ist es gelungen,
Hardware und Software so zu integrieren, dass es fir die Nutzenden immer
schwieriger wird, die volle Kontrolle iiber ihre eigenen Gerite zu erlangen. Die
Kontrolle verbleibt bei den Herstellenden des Gerits, die Sicherheitsrichtlini-
en wie »installiere nur Software, die in Apples App Store erhiltlich ist« durch-
setzen konnen. Die zweite Entwicklung fillt mit dem allgemeinen Trend zu-
sammen, Daten »in der Cloud« zu speichern, d.h. auf Servern, die von Unter-
nehmen wie Dropbox kontrolliert werden, die diesen Dienst anbieten. Bei die-
sen meist von digitalen Plattformen angebotenen Diensten werden die Daten
heute auf Internetservern und nicht mehr auf dem Gerit selbst gespeichert.
Die Folge dieser beiden Entwicklungen ist, dass digitale Plattformen die volle
Kontrolle iiber diese Daten haben, was einerseits gut ist, da z.B. Datensiche-
rung und Zugriffskontrolle viel professioneller gehandhabt werden, als dies ei-
ne durchschnittliche Person, die sie nutzt, tun kénnte. Andererseits miissen
die Nutzenden diesen digitalen Plattformen volles Vertrauen entgegenbrin-
gen, sowohl was den rechtmifligen Zugriff von Strafverfolgungsbehérden auf
diese Daten angeht als auch die kontinuierliche Verfiigbarkeit von Diensten
mit fairen Preismodellen. Vor allem bei digitalen Plattformen, wo Nutzende
durch die Bereitstellung von Daten bezahlen (wie Google und Facebook), befin-
den sich diese durch die Nutzungsbedingungen in einer sehr schwachen Po-
sition, da es kaum Beschrinkungen dafiir gibt, was die Plattformen mit ihren
personlichen Daten tun kénnen. Dies schafft eine Situation, die als »feudale
Sicherheit« (Schneier 2012) bezeichnet wurde, eine Situation, in der wir die
Kontrolle itber unsere Daten aufgeben, aber im Gegenzug darauf vertrauen,
dass »unsere [Feudal-]Herren uns gut behandeln und vor Schaden bewahren
werdenc.
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Glaube an technologieorientierte Losungen
(Privacy Enhancing Technologies)

Feudale Sicherheit ist ein eher einseitiges Vertrauensverhiltnis, da digitale
Plattformen kaum formale Garantien fiir ihre Dienste geben. Wihrend viele
Dienste behaupten, den Zugriff auf personenbezogene Daten durch Unbefug-
te zuverhindern, kdnnen die Diensteanbieter selbst die Daten in der Regel fiir
jeden beliebigen Zweck nutzen (vgl. Stylianou/Venturini/Zingales 2015). Das
tibliche technische Modell des Datenschutzes basierte jedoch auf der Fihigkeit
der oder des Einzelnen, die Offenlegung ihrer bzw. seiner persénlichen Daten
zu steuern (vgl. Solove 2006). In digitalen Okosystemen ist diese Fihigkeit
(kodiert in den »Privatsphire-Einstellungen« eines Kontos) jedoch darauf be-
schrinkt, welche anderen Nutzenden (innerhalb desselben Okosystems) auf die
eigenen Daten zugreifen konnen. Der Zugriff durch die Plattform selbst kann
nicht verhindert werden. Es gibt jedoch gut entwickelte technische Konzepte,
mit denen Datenlecks und das Schutzniveau von persénlichen Daten zwi-
schen beliebigen Parteien beschrieben werden konnen (vgl. Wagner/Eckhoft
2018). So besagt beispielsweise das Konzept der k-Anonymitit (vgl. Sweeney
2002), dass innerhalb eines Datensatzes jede Person nicht von mindestens
k — 1 anderen Individuen des Datensatzes unterschieden werden kann. Es ist
also moglich, prizise technische Garantien dafiir zu formulieren, in welchem
Umfang Informationen bei der Nutzung eines Dienstes geschiitzt sind.

Ahnlich wie bei der Entwicklung priziser Begriffe zur Beschreibung von
Datenlecks hat die moderne Kryptografie ein Universum von Werkzeugen ent-
wickelt, mit denen nahezu beliebige Berechnungen durchgefithrt werden kon-
nen, ohne dass Informationen an eine unbefugte Partei weitergegeben wer-
den, die diese Informationen vorher nicht kannte. Zero-Knowledge-Protokol-
le ermoglichen es beispielsweise, eine Partei von einer Tatsache zu iiberzeu-
gen, ohne diese Tatsache preiszugeben. Heutzutage ist es moglich, Algorith-
men zu entwickeln, die es erlauben, die Weitergabe von personlichen Daten
auf ein einziges Informationsbit zu beschrinken. Ein gutes Beispiel dafiir ist
das Protokoll fiir dezentrales, datenschutzgerechtes Proximity Tracing (DP3T),
auf dem die meisten europiischen Warn-Apps gegen die Verbreitung von CO-
VID-19 basieren (vgl. Troncoso et al. 2020). Das Protokoll stellt lediglich fest, ob
eine moglicherweise gefihrliche Begegnung innerhalb eines bestimmten Zeit-
raums stattgefunden hat oder nicht. Esist nicht bekannt, mit wem der Kontakt
stattfand oder wo er stattfand.
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Dennoch ist die Entwicklung von Protokollen wie DP3T alles andere als
trivial, insbesondere wenn die Anforderungen, wer was erfahren darf, nur
vage definiert sind. In der Praxis wird daher argumentiert, dass der Schutz
der Privatsphire eine fortwihrende »Identititsmanagement«-Aufgabe ist, bei
der Interessengruppen wie die Endnutzerinnen und -nutzer die Verwendung
ihrer personlichen Daten stindig iiberwachen und mithilfe technischer und
rechtlicher Instrumente beeinflussen kénnen. Im Zusammenhang mit der
Nutzung von Gesundheitsdaten wurde dies als eine Verschiebung von einer
reinen »Input-Orientierung« hin zu einer stirkeren »Output-Orientierung«
charakterisiert (vgl. Deutscher Ethikrat 2017). Noch ist unklar, wie dieser
Ansatz umgesetzt werden kann. Im technischen Bereich wurde die Idee
untersucht, Entscheidungen an automatisierte Datenschutzassistenzpro-
gramme unter der Kontrolle der oder des Einzelnen zu delegieren (vgl. Das et
al. 2018), aber der Funktionsumfang, die Benutzungsfreundlichkeit und die
Effektivitit solcher Programme sind noch sehr rudimentir. Im Allgemeinen
kann Identititsmanagement auch an Organisationen delegiert werden, die
die Datentreuhandschaft iibernehmen, aber es ist unklar, wie fiir beide Seiten
verstindliche (und umsetzbare) Datenschutzerwartungen formuliert werden
konnen (vgl. Rao et al. 2016). Es ist daher fraglich, ob digitale Plattformen als
Datentreuhinder betrachtet werden konnen oder sollten.

Insgesamt scheint es immer noch eine ineffektive Kontrolle der Datenpro-
duktion zu geben. Wie bereits erwihnt, ist der Preis fiir die Datenproduktion
und die Datenspeicherung fast gleich null. Moderne Datenverarbeitungssys-
teme sind komplex, intransparent und schwer zu analysieren. Der Nachweis
von Datenlecks ist zudem eine der komplexesten Aufgaben der Systemanalyse,
da Informationen auf subtile Weise durch Seitenkanile abflieRen konnen, die
sich willkirlich verschleiern lassen (vgl. Lampson 1973). Spezifische Vorschrif-
ten wie die Vorratsdatenspeicherung oder der gesetzlich vorgeschriebene Zu-
gang zu Finanztransaktionen sind demnach Kompromisse, die technische mit
rechtlichen Mechanismen koppeln, um diesem Dilemma zu begegnen.

Die Nichtexistenz von nicht personenbezogenen Daten

Obwohl auf den ersten Blick klar, ist die einfache Definition des Begriffs »per-
sonenbezogene Daten« in der Datenschutz-Grundverordnung (»alle Informa-
tionen iiber eine bestimmte oder bestimmbare natiirliche Person, vgl. Euro-
pean Parliament/Council of Europe 2016) auf den zweiten Blick erstaunlich
komplex. Die Komplexitit ergibt sich aus dem Attribut »bestimmbar«, d.h.
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Daten kénnen auch dann personenbezogene Daten sein, wenn sie sich nicht
unmittelbar auf eine natiirliche Person beziehen, aber mit einigem zusitzli-
chen »angemessenen« Aufwand zur Identifizierung einer Person verwendet
werden konnen. Eine der zentralen Streitfragen im Bereich des Datenschut-
zes ist die Frage, was unter »angemessenem Aufwand« zu verstehen ist.

Es liegt auf der Hand, dass manche Daten viel weniger geeignet sind, ei-
ner Person zugeordnet zu werden, als andere. Der Temperaturwert des Mee-
resspiegels, der von einer automatischen Sensorstation in der Antarktis am
Weihnachtsabend des vergangenen Jahres erfasst wurde, ist ein gingiges Bei-
spiel fiir ein nicht personenbezogenes Datum. Aus konzeptioneller Sichtist es
jedoch immer moglich, eine Verbindung zu einem Menschen herzustellen und
den Datenwert dieser natiirlichen Person zuzuordnen. So konnte beispielswei-
se die Temperatur fiir die Personen relevant sein, die in der nahe gelegenen
Forschungsstation arbeiten, oder die Daten konnten der Person zugeordnet
werden, die die Datenabfrage durchgefiihrt hat. Fiir jeden Datensatz D gibt
es also einen Datensatz D’, sodass die Vereinigung von D und D’ sich auf ei-
neidentifizierbare natiirliche Person bezieht. Diese Argumentation zeigt, dass
es zumindest theoretisch keine »nicht personenbezogenen Daten« gibt. Zwar
ist diese Feststellung aus praktischer Sicht nicht sehr hilfreich, tragt aber zur
Klirung bei, was mit dem »angemessenen Aufwand« erfasst werden soll (das
Finden des Datensatzes D’).

Die Literatur ist voll von Beispielen, in denen 6ffentlich verfiigbare (und
scheinbar anonyme) Datensitze durch Korrelation mit zusitzlichen Daten
de-anonymisiert wurden. Eines der bekanntesten Beispiele aus der techni-
schen Literatur ist die Re-Identifizierung von Personen, die sich bestimmte
Filme angesehen haben - anhand eines von Netflix veréffentlichten anony-
misierten Datensatzes (vgl. Narayanan/Shmatikov 2008). In jiingerer Zeit
haben Forschende gezeigt, dass 99,98 Prozent der US-Amerikanerinnen und
US-Amerikaner in jedem Datensatz anhand von nur 15 demografischen At-
tributen korrekt re-identifiziert werden kénnen (vgl. Rocher/Hendrickx/de
Montjoye 2019). In Anbetracht der Tatsache, dass es sehr genaue Datensamm-
lungen tiber Verbrauchende gibt (insbesondere in den USA), ist es fraglich,
ob ein ausreichendes Maf an Anonymitit in einem offentlich verfiigbaren
Datensatz erreicht werden kann: Wihrend das Entfernen von Merkmalen aus
einem Datensatz die Grofie der Anonymititsmenge schnell erhoht, hat das
Hinzufiigen von Merkmalen auch das Potenzial, die De-Anonymisierung ex-
ponentiell zu beschleunigen. Zumindest zeigen die obigen Beispiele deutlich,
dass die Tatsache, ein personenbezogenes Datum zu sein, kein statisches,
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sondern ein dynamisches Attribut ist, d.h. Daten, die zu einem Zeitpunkt
keinen identifizierbaren Bezug zu einer natiirlichen Person haben, kénnen zu
einem spiteren Zeitpunkt tatsichlich einen solchen aufweisen (vgl. Hornung/
Wagner 2019) — eine Erkenntnis, die die Materie nicht vereinfacht.

3. Herausforderungen der Selbstbestimmung
Mangelhafte mentale Modelle der Technologie

Mentale Modelle sind Vorstellungen der Menschen davon, wie Prozesse und
Systeme funktionieren (vgl. Volkamer/Renaud 2013). Sie sind fiir die Entschei-
dungsfindung notwendig und miissen nicht korrekt sein. Stattdessen sollten
mentale Modelle adiquat sein, d.h. sie sollten zu Entscheidungen fiihren,
deren Ergebnisse fiir die Nutzenden von Vorteil sind (vgl. Camp 2009). So
verstehen die Nutzenden womoglich nicht, wie ein Computervirus funk-
tioniert, aber die Uberzeugung, dass Viren ernsthaften Schaden anrichten
koénnen, kann zur Installation von Antivirensoftware fithren (vgl. Wash 2010;
Wash/Rader 2015).

Obwohl digitale Gerite und Dienste tagtiglich fiir eine Vielzahl wichtiger
Aufgaben verwendet werden, fehlt vielen Nutzenden ein grundlegendes Ver-
stindnis dieser modernen Technologien, sodass ihre mentalen Modelle man-
gelhaft sind. Eine Untersuchung der mentalen Modelle von Smartphone-Apps
ergab beispielsweise, dass die Hilfte der 24 befragten Nutzerinnen und Nut-
zer Apps nicht als Softwareprogramme wahrnahm, die Zugriff auf ihre Daten
haben, sondern sie fiir Verkniipfungen zu Webseiten oder »Icons« hielt, mit
denen sie niitzliche Dinge tun konnten (vgl. King 2012). Selbst Nutzende mit
hohem Allgemeinbildungsniveau weisen in diesem Bereich oft ein unzurei-
chendes Bewusstsein und Wissen auf. So stellte sich heraus, dass mehrere ak-
tive und gut ausgebildete E-Mail-Nutzende das Client-Server-Paradigma des
Versendens und Empfangens von E-Mails nicht kannten und daher keinen Be-
darfan einer Ende-zu-Ende-Verschliisselung von E-Mails sahen (vgl. Renaud/
Volkamer/Renkema-Padmos 2014). Kang et al. (2015) zitieren eine Person, die
an ihrer Studie teilgenommen hat und die Funktionsweise des Internets fol-
gendermafien beschreibt: »Meine Daten gehen einfach iiberall hin.« Sie stel-
len fest, dass die mentalen Modelle der teilnehmenden Person ohne Informa-
tikhintergrund »die Internet-Ebenen, -Organisationen und -Einheiten auslie-
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Ben« (ebd.), was zu vielen falschen Vorstellungen iiber Sicherheit und Daten-
schutz fithre.

Das Fehlen geeigneter mentaler Modelle der Technologie macht es den
Nutzenden unmoglich, Gefahren fiir ihre Sicherheit und Privatsphire in
der digitalen Welt realistisch wahrzunehmen, Risiken richtig einzuschit-
zen und angemessene Schutzmechanismen anzuwenden. Dies macht auch
die Entwicklung von benutzungsfreundlichen Schutzmechanismen zu einer
besonderen Herausforderung: Forschung im Bereich Human-Computer-In-
teraction (HCI) zur Entwicklung von Mafinahmen zum Schutz von Sicherheit
und Privatsphire hat gezeigt, dass Laien meist nicht in der Lage sind, diese
Mafinahmen zu verstehen und anzuwenden (vgl. Herley 2013).

Digitale Selbstbestimmung versus »Sicherheitsmiidigkeit«

Abgesehen davon, dass sie schwer zu verstehen und richtig anzuwenden sind,
wurde festgestellt, dass Schutzmafinahmen einen zu hohen kognitiven und
zeitlichen Aufwand erfordern (bis hin zur Undurchfithrbarkeit) oder nicht den
Sicherheitsnutzen bieten, der den Aufwand rechtfertigen wiirde (vgl. Herley
2009; Reeder/Ion/Consolvo 2017). Es gibt sogar den Begriff der Sicherheits-
miudigkeit (engl. security fatigue), der die Resignation der Benutzenden ange-
sichts der vielen Sicherheitsanforderungen beschreibt, die oft mit ihren Le-
bens- und Arbeitsrealititen und manchmal sogar miteinander in Konflikt ste-
hen (vgl. Stanton et al. 2016).

Ahnlich unbefriedigend ist die Situation beim Datenschutz. Viele Nutzen-
de scheinen gegeniiber dem Schutz ihrer persénlichen Daten zu resignieren
und akzeptieren einfach, dass sie nichts dafiir tun kénnen (vgl. Turow/
Hennessy/Draper 2015). Dariiber hinaus gibt es starke Hinweise aus der Ver-
haltensckonomie, dass Menschen, selbst wenn sie ihre Privatsphire schiitzen
wollten, dazu nicht in der Lage wiren. So haben mehrere experimentelle
Studien gezeigt, dass Entscheidungen zum Schutz der Privatsphire durch
einfache experimentelle Bedingungen, wie beispielsweise eine 15-sekiindige
Ablenkung oder leicht unterschiedliche Formulierungen der Datenschutzfra-
gen, in Richtung einer gréferen Offenlegung von Daten manipuliert werden
konnen (vgl. Acquisti/Brandimarte/Loewenstein 2015).

Diese Erkenntnisse sind wichtig fiir die Datenschutz-Grundverordnung
und dhnliche Vorschriften: Einerseits brauchen wir diese Regelungen, weil die
Forschung wiederholt gezeigt hat, dass Menschen nicht in der Lage sind, ihre
Entscheidungen in Bezug auf Sicherheit und Datenschutz so zu treffen, dass
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sie fur sie vorteilhaft sind und ihren Wiinschen und Priferenzen entsprechen.
Andererseits konnten die Forderungen dieser Verordnungen, den Nutzenden
mehr Transparenz und Kontrolle iiber ihre persénlichen Daten zu geben, gera-
de deshalb vergeblich sein, weil es den Nutzenden an Wissen, Fihigkeiten und
Ressourcen fehlen konnte, um ihre gesetzlichen Rechte sinnvoll zu nutzen.

Von technologiezentrierter zu menschenzentrierter Gestaltung
von SchutzmaBnahmen

Sicherheitsfachleute geben hiufig den Benutzenden die Schuld fiir ihr man-
gelndes Sicherheitsbewusstsein, fiir die Nichtbefolgung von Sicherheits-
ratschligen und fur die Verursachung von Sicherheitsproblemen. Diese
Denkweise ist als »Fix the User«-Paradigma bekannt (vgl. Schneier 2016): Das
Verhalten der Nutzenden sollte kontrolliert und eingeschrankt werden, und es
miissen Verhaltensinderungen erzwungen werden, um Sicherheitsprobleme
einzudimmen. Die bahnbrechende Veréffentlichung Users are not the enemy
von Adams und Sasse (1999) hat es geschafft, zumindest einen Teil dieser auf
Schuldzuweisungen basierenden IT-Sicherheitskultur grundlegend in Rich-
tung konstruktiverer Ansitze zu verindern. In einer Reihe von Interviews
zeigten die Autorinnen, dass die Nutzenden nicht aus Unachtsamkeit oder
bésem Willen heraus unsicher handeln, sondern weil die Sicherheitsmecha-
nismen nicht nutzerzentriert entwickelt wurden und dadurch eine schlechte
Gebrauchstauglichkeit aufweisen.

Menschenzentrierte IT-Sicherheit und Datenschutz setzen auf das Ver-
stindnis der Fihigkeiten der Menschen fur Sicherheits- und Datenschutz-
aufgaben. Auflerdem sollen Sicherheit und Datenschutz stets im Kontext
betrachtet werden: Was sind die Lebens- und Arbeitsrealititen der Nutzen-
den, was sind ihre primiren Ziele und Aufgaben? Wie interagieren die Ziele
von Sicherheit und Datenschutz mit diesem Kontext? Dieses Verstindnis
ist notwendig fur die Entwicklung angemessener Sicherheits- und Daten-
schutzmafinahmen, die von der Mehrheit der Nutzenden verwendet werden
kénnen und dann auch verwendet werden. Das heift, anstatt die Nutzenden
an die Technologie anzupassen (was sowieso nicht gelingt), sollte man die
Technologie an die Bediirfnisse und Fihigkeiten der Nutzenden anpassen
(vgl. Sasse 2015). Mit dieser Anpassung beschiftigt sich seit mehr als 20 Jahren
Forschung und Entwicklung im interdiszipliniren Bereich »Usable Security«
(Cranor/Garfinkel 2005; Garfinkel/Richter Lipford 2014). Zu Erfolgen die-
ser Forschung gehéren u.a. die Anderungen der international anerkannten
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Richtlinien zur Passwortverwaltung (vgl. NIST 2017). Diese Richtlinien ver-
einfachen die Passworthandhabung fiir die Nutzenden (z.B. werden keine
komplizierten, langen Passworter mehr verlangt) und zeigen gleichzeitig
auf, welche organisatorischen und technischen Mafinahmen die Anbieter zur
sicheren Verwaltung von vereinfachten Passwortern treffen miissen.

Es gibt sowohl konzeptionelle als auch 6konomische Griinde dafiir, dass
benutzbare Sicherheitsmafinahmen immer noch selten sind. Konzeptionell
stellen »Benutzbarkeit« und »Sicherheit« zwei Systemeigenschaften dar, die
in einem Aspekt zueinander sehr dhnlich charakterisiert werden: Sie sind
fiur die Funktionsweise der Systeme nicht zwingend notwendig. Deswegen
werden sie bei der Entwicklung oft spiter hinzugeftigt, nachdem funktionale
Eigenschaften implementiert und getestet wurden, was zu gegenseitiger
Abschwichung der beiden Eigenschaften fithrt (vgl. Yee 2004): Wenn Sicher-
heit nicht von Anfang an in der Systemarchitektur vorhanden ist, werden
beim spiteren Hinzufiigen der Sicherheitsmafnahmen oft Hiirden fir die
Benutzung eingebaut - die Benutzbarkeit sinkt. Bei dem Versuch, die Be-
nutzbarkeit zu erhohen, werden Sicherheitseigenschaften, beispielsweise
vorgegebene Sicherheitseinstellungen, wieder abgeschwicht. Es ist deswegen
unabdingbar, sowohl Sicherheit als auch Benutzbarkeit von Anfang an in den
Entwicklungsprozess einzubinden (vgl. Sasse/Flechais 2005).

Jedoch wiirden solche Entwicklungsprozesse zusitzliche zeitliche, perso-
nelle und finanzielle Ressourcen beanspruchen, was aus der 6konomischen
Perspektive problematisch ist. Die Verbraucherinnen und Verbraucher kén-
nen die erh6hte IT-Sicherheit nicht selbst beurteilen und sind deswegen nicht
bereit, fiir erhéhte Sicherheit mehr zu bezahlen (vgl. Anderson/Moore 2006).
Folglich fehlen den Produzierenden ckonomische Anreize zum Erhohen der
IT-Sicherheit, die ihre begrenzten Ressourcen lieber in die schnelle Entwick-
lung von innovativen Losungen mit attraktiver Funktionalitit investieren. Die-
ses Marktversagen fithrt zur Notwendigkeit, IT-Sicherheit und Datenschutz
zu regulieren, wie es beispielsweise im IT-Sicherheitsgesetz 2.0 (2021) und in
der DSGVO (2016) vorgesehen ist. Zum Beispiel konnte das Anbringen von ei-
nem IT-Sicherheitskennzeichen die IT-Sicherheitsmafinahmen der Hersteller
sichtbar machen (vgl. Deutscher Bundestag 2021: Art. 1§ 9¢) und zur Priferenz
von Produkten mit besseren Sicherheitseigenschaften fithren (vgl. Morgner et
al. 2020). Regulierung fithrtin der Praxisjedoch nicht immer zur Verbesserung
der Sicherheit und der Benutzbarkeit, wie die sehr negativen Nutzungserfah-
rungen mit kaum handhabbaren Cookie-Hinweisen auf den Webseiten gezeigt
haben (vgl. Utz et al. 2019). Auch die praktische Umsetzbarkeit des IT-Sicher-
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heitsgesetzes 2.0 wurde von mehreren Seiten kritisiert (s. Kipker/Scholz 2021
fiir einen Uberblick).

4, Das Daten-Dilemma: Datenschutz vs. Datennutz
Der aktuelle Trend, alles aufzuheben

Zur »digitalen Souverinitit« gehort auch zu wissen, welche Daten iiber einen
selbst erfasst und welche Schlussfolgerungen aus ihnen gezogen wurden.
Durch die Informationen des Whistleblowers Edward Snowden wurde 2014
bekannt, dass die NSA die Aufzeichnung des kompletten Internetverkehrs
plante (vgl. Greenwald 2014). Was damals technisch zumindest als herausfor-
dernd erachtet wurde, scheint heute ein plausibler Teil der Geschiftsstrategie
vieler Unternehmen zu sein. Zwar ist nicht vollstindig bekannt, was die oben
bereits genannten digitalen Plattformen - die man summarisch gern als
GAFAM (Google [Alphabet], Amazon, Facebook, Apple, Microsoft) bezeichnet
— mit den Daten tun, die auf ihren Plattformen anfallen, aber mit grofier
Wahrscheinlichkeit heben auch sie erst einmal alles auf, was sie bekommen
koénnen, und nutzen es fiir ihre Zwecke. Wie oben schon diskutiert, sind das
erst einmal Wege zur personalisierten Werbung und in gewissem Umfang
auch zu personalisierten Services — ob die Benutzenden das nun wollen oder
nicht. Es ist dann nur noch ein kleiner Schritt hin zu Manipulation und zur
Modifikation des Verhaltens (vgl. Zuboff 2019). Hier wird definitiv feudale
Sicherheit geboten, aber es ist nicht sicher, ob sich die Benutzenden das auch
so witnschen.

Speicherplatz ist heute vergleichsweise preiswert und deshalb ausrei-
chend verfiigbar. Weil die Entscheidung, welche Daten wichtig sind und
welche nicht, manchmal schwierig zu treffen ist, gibt es die deutliche Ten-
denz, erst einmal alles zu speichern und dann erst spiter zu entscheiden, was
mit den Daten gemacht wird. Diese Herangehensweise wird im Volksmund
gern als »Datengier« bezeichnet. Das bedeutet, es werden mehr Daten erfasst,
als derzeit gebraucht werden, nur weil sie spiter vielleicht einmal niitzlich
sein kénnten. Die nachtrigliche Erweiterung eines Datenbestands ist immer
mithsam und teuer, weshalb Entwickelnde dies zu vermeiden versuchen. Bei-
des zusammen fithrt dann zu sogenannten »Daten-Friedhéfenc, also grofen
Datenmengen, die zwar gespeichert sind, aber nie gelesen werden.
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Die Versprechen des Data Mining und der dffentlichen Daten,
das Problem der Datenqualitat und die Nachvollziehbarkeit
von maschinellem Lernen

Viele Daten werden heute also ohne bestimmten Zweck und auf Vorrat ge-
speichert. Wenn sie nicht dauerhaft auf Daten-Friedhéfen landen, werden sol-
che Datenbestinde manchmal wiederentdeckt in der Hoffnung, sie doch noch
nutzen zu kénnen. Man vermutet darin etwa wichtige Informationen iiber das
Verhalten von Kundinnen und Kunden oder iiber die Verbreitung von Infektio-
nen. Was dann allerdings vorliegt, sind zumeist nur sogenannte »Rohdatenc,
was bedeutet, dass sie meist nicht unmittelbar fiir eine Analyse geeignet sind.
Es gibt eigentlich immer die wohlbekannten Probleme mit der Datenqualitit:
Unvollstindigkeit (fehlende Werte), Ungenauigkeit, schlichte Fehler und Ver-
alterung, um nur einige zu nennen.

Viele Algorithmen wurden schon vorgeschlagen, um diese Probleme zu be-
heben (vgl. Miiller/Freytag 2003) (soweit das itberhaupt moglich ist). Alle die-
se Verfahren der Datenbereinigung (data cleaning oder data cleansing genannt)
nutzen aber Extrapolationen oder Schitzungen, fithren also unter Umstinden
selbst auch wieder Ungenauigkeiten ein. Die tatsichlichen Werte zu finden,
erfordert oft manuellen Eingriff und ist deshalb viel zu teuer. Es ist also not-
wendig, genau zu dokumentieren, welche Daten tatsichlich erhoben und wel-
che nachtriglich auf die eine oder andere Art rekonstruiert wurden. Bei dieser
Dokumentation handelt es sich um Metadaten, die fiir die Nutzung der Daten
von eminenter Bedeutung sind.

Eine zweite, ebenfalls sehr wichtige Aufgabe fiir die Sammelnden und Be-
sitzenden ist in der Vorbereitung von Daten fiir die Analyse die Integration von
Datenbestinden aus verschiedenen Quellen. Auch das verindert die Daten:
Werte werden in ein gemeinsames Format umgewandelt, Dubletten identifi-
ziert und geloscht. Eventuell gelingt das nicht perfekt und verzerrt die Daten
dadurch ein kleines bisschen, auch bei allem Bemiihen, das zu vermeiden. Die
Bestinde sind aber oft einfach zu grof}, um jedes Detail noch einmal zu priifen.
Es ist fiir die Betroffenen wichtig, diese Vorverarbeitung bei Bedarf nachvoll-
ziehen zu kénnen und vor allem zu priifen, ob damit (woméglich sogar ohne
Absicht) falsche Eindriicke entstehen kénnten.

Nach der Erfassung von Metadaten und der Datenintegration kann dann
die Analyse beginnen. Es werden Schliisse aus den Daten gezogen, die gravie-
rende Konsequenzen haben kénnen. Neue Daten werden aus den Bestinden
abgeleitet, zumeist in sehr viel kompakterer Form (»aggregiert«), sodass inter-
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essante Dinge wie z.B. Trends, Gruppierungen und Verhaltensmuster besser
erkannt werden konnen. Die abgeleiteten Daten beziehen sich auf eine gro-
e Gruppe von Elementen, die dann statistisch ausgewertet wird, oder auch
auf ein einzelnes Individuum, das klassifiziert oder in einer grofieren Menge
lokalisiert wird.

Die Methoden der Datenanalyse kénnen wie folgt gruppiert werden (vgl.
Han/Kamber/Pei 2011):

a) Vorhersage: Was wird eine Person als nichstes tun (z.B. kaufen)? Wohin
wird eine Person gehen?

b) Klassifikation: Was fiir eine Person ist es? Gut oder bdse? Reich oder arm?
Gesund oder krank?

¢) Gruppierung (Clusterbildung): Welche Personen bilden eine Gruppe mit
dhnlichen Eigenschaften?

d) AusreifSer: Was macht eine Person besonders, anders als die anderen?

e) Assoziationen: Was kommt oft zusammen vor?

All diese Methoden brauchen grofie Datenbestinde (»Big Data«). Wichtiger
noch, sie brauchen alle auch menschliche Eingriffe. So miissen Schwellenwer-
te festgelegt und Hyperparameter gesetzt werden. Auch was Ahnlichkeit ist,
muss fiir die Methoden erst festgelegt werden. Dadurch kann das Ergebnis
aber auch manipuliert werden. Es ist heute durchaus tblich, diese Systeme
schrittweise zu verbessern, indem die Einstellungen einfach ausprobiert wer-
den. Passen die Ergebnisse nicht, werden die Einstellungen etwas abgeandert
und die Daten erneut analysiert. Auch hier sind Transparenz und Nachvoll-
ziehbarkeit fiir die Betroffenen ein Desiderat.

Verzerrungen zwischen gespeicherten Daten und der Realitat:
Kann ein perfekter Zwilling erzeugt werden?

Das Konzept des »digitalen Zwillings« ist heutzutage sehr populir. Mit die-
sem Begriff ist eine digitale Reprisentation eines echten Objekts gemeint, die
in moglichst vielen Aspekten diesem Objekt dhnelt. Genutzt werden digitale
Zwillinge bei Gegenstinden und Produkten, die itberwacht und gewartet wer-
den miissen. Das Konzept kann aber auch auf Menschen angewendet werden.
Der Glaube daran, einen perfekten digitalen Zwilling erschaffen zu kénnen,
fithrt dazu, dass der Zwilling in manchen Situationen das reale Objekt ersetzt
und allein die digitale Reprisentation die Basis fiir Entscheidungen liefert, die
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das reale Objekt betreffen. Handelt es sich dabei um eine Person, kann de-
ren Souverinitit dadurch beeintrichtigt werden, denn man »fragt«nicht mehr
sie, sondern den Zwilling.

Allerdings ist bereits aus den frithen Tagen des Datenbankeinsatzes be-
kannt, dass Daten nur ein Modell der Realitit sind und dieses niemals ein
vollstindiges Bild ergeben kann (vgl. Kent 2012 [1978]). Deshalb ist der digitale
Zwilling eigentlich eine Fiktion: Er suggeriert Vollstindigkeit, die nie erreicht
werden kann. (Vielleicht ist deshalb inzwischen auch die Bezeichnung »digi-
taler Schatten« auf dem Vormarsch.) Daher ist es sehr viel sinnvoller, einen
bestimmten Zweck fiir das Sammeln und die Analyse der Daten zu definieren.
In der Entwicklung von Datenbanken wurde gern der Begriff »Miniwelt« ver-
wendet, um deutlich zu machen, dass nur ein kleiner Ausschnitt der Realitit
durch die Daten beschrieben wird. Trotzdem waren und sind die mit die-
ser Einschrinkung entwickelten Datenbanken durchaus nitzlich, und zwar
sowohl fir die Betreibenden als auch fir deren Kundschaft, weil Vorginge
effizienter abgewickelt werden konnen. Entscheidend ist, dass die Daten
trotz ihrer Unvollstindigkeit nicht einfach pragmatisch als digitaler Zwilling
genutzt werden diirfen. Diese Gefahr besteht, wenn keine anderen Daten
vorliegen. Hier sollte die »digitale Souverinitit« der Betroffenen erlauben,
den »Zwilling« zu tiberpriifen und auf dessen Unvollstindigkeit hinzuweisen
— ohne gleich gezwungen zu werden, dann doch bitte fir Vollstindigkeit zu
sorgen.

Die Schwierigkeiten der Datensparsamkeit, Kontrolle tiber die Daten
und das Prinzip der Zweckbindung

Leider kann der Zweck des Datensammelns oft nur unprizise definiert wer-
den, auflerdem dndert er sich mit der Zeit. Trotzdem ist es sehr sinnvoll, zu-
mindest den Versuch zu machen, diesen Zweck zu identifizieren. Er sollte do-
kumentiert und, wo méglich, auch publiziert werden. Das hilft, die oben be-
schriebenen Tendenzen zu vermeiden, und es kann in erheblichem Umfang
Ressourcen einsparen — vom Energieverbrauch bis zur Arbeitszeit der Ange-
stellten. Datensparsamkeit, also die Beschrankung auf die Daten, die tatsich-
lich gebraucht werden, ist also nicht nur eine Frage des Datenschutzes, son-
dern entfaltet auch 6konomische und 6kologische Wirkungen. Eine Konse-
quenz daraus ist auch das Loschen der Daten, die nicht mehr gebraucht wer-
den.

hittps://dol.org/10.14361/6783839458273-003 - am 12.02.2026, 04:2:01.



https://doi.org/10.14361/9783839458273-003
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Soziotechnische Einflussfaktoren auf die »digitale Souveranitat« des Individuums

5. Herausforderungen fiir die Forschung

Wie steht es nun um die »digitale Souverdnitit« des Individuums in der digita-
lisierten Welt? Unter welchen Umstinden kann man heute und in Zukunft ein
selbstbestimmtes und autonomes Leben fithren? Die Betrachtung aus techni-
scher und soziotechnischer Perspektive wirft mehr Fragen auf, als sie Antwor-
ten gibt, denn die grofen Diensteanbieter entziehen Individuen eher Kontrol-
le iiber ihre Gerite und Daten, was faktisch und gefiihlt zu einem Weniger an
Selbstbestimmung fithrt. Dies schafft Abhingigkeiten, die auch Auswirkun-
gen auf die Moglichkeit von Nutzenden haben, etwaige Bedrohungen fir die
Sicherheit und den Schutz der Privatsphire realistisch wahrzunehmen. Noch
ist in héchstem Mafe unklar, unter welchen Umstinden Nutzende iiberhaupt
selbstbestimmte Entscheidungen tiber ihre eigene Sicherheit und Privatsphi-
re in einer digitalisierten Welt treffen kénnen. Sicherlich gehért die mensch-
zentrierte Gestaltung von Schutzmechanismen dazu, welche aber auch immer
durch den Grad des Verstindnisses fiir die technischen und soziotechnischen
Zusammenhinge bedingt sind. Was muss man wissen und verstehen, um in
einer digitalisierten Welt selbstbestimmt zu leben? Um die Risiken fur die ei-
gene Sicherheit und Privatsphire richtig einzuschitzen sowie angemessene
Schutzmechanismen anzuwenden? Was ist iiberhaupt ein akzeptables indi-
viduelles Schutzniveau? Wo liegen die Grenzen von Schutzmafinahmen, und
unter welchen Umstidnden ist es demnach sinnvoller Risiken einzugehen? Wie
konnen Schutzmafinahmen aussehen, die Nutzende dabei unterstiitzen, die
vorhandenen Zielkonflikte besser abzuwigen? Wie verindern sich diese Um-
stinde tiber die Zeit?

Uber allem steht der oft suggerierte »hohe Wert«von (personenbezogenen)
Daten, der immer wieder durch einen Blick auf den spekulativen Borsenwert
der Internetkonzerne eher anekdotisch bestitigt wird. Wie sich dieser Wert
jenseits von der Hoffnung auf zukiinftige Unternehmensgewinne ausdriickt
und unter welchen Umstinden er entsteht, ist weiterhin hochgradig unklar —
denn zu wenig ist bekannt iiber die Genauigkeit und die Niitzlichkeit dieser
Daten sowie iiber die Wirksamkeit der Algorithmen, mit denen sie verarbeitet
werden. Eine differenzierte Betrachtung dieses Phinomens tut Not, denn ein
gefithlter Verlust an individueller Souverinititist langfristig genauso wirksam
wie ein real existierender.
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