6 Diffusionsphase: Verdnderungsratenanalyse und multivariate
Erklarungsmodelle

6.1 Methodische Vorbemerkungen

Nachdem die bivariate Analyse die Unterteilung in zwei Phasen plausibel ge-
macht und zur Bestimmung des Zeitpunkts fiir den Phasenwechsel beigetragen
hat, werden in diesem und im nichsten Kapitel diese beiden Phasen mit bivaria-
ten Verdnderungsratenanalysen und multivariaten Regressionsanalysen von Ni-
veaudaten und Verdnderungsraten untersucht. Im Folgenden werden die Aus-
wahl der Regressionsmethode begriindet und ihre Anwendungsvoraussetzungen
diskutiert.

Die Methode der multivariaten Regression (u. a. Backhaus et al. 2008:51ff,
Bortz 2005:448ff, Urban & Mayerl 2006, Wagschal 1999:230ff) wird verwendet,
um von den im letzten Kapitel erarbeiteten bivariaten Zusammenhéngen zu ei-
nem fiir den jeweiligen Zeitraum addquaten Gesamterkldrungsmodell zu kom-
men. Sie kann die Funktion — Richtung und Grad — der Beziehung von unabhén-
gigen Variablen mit einer abhéngigen Variablen mathematisch abbilden, indem
die quadrierten Abstinde der Datenpunkte von der Regressionsebene minimiert
werden. Die Methodenauswahl hdngt mit dem Forschungsbedarf und der Frage-
stellung dieser Untersuchung zusammen, sie ist im Kontext des gesamten For-
schungsdesigns (sieche 4.2) getroffen worden. Die Methode ist geeignet, Wir-
kungsbeziehungen zwischen mehreren unabhéngigen und einer abhingigen Va-
riablen zu untersuchen, was adiquat fiir das Y-zentrierte Forschungsdesign die-
ser Studie ist. Die Regressionsanalyse kann den Einfluss mehrerer erkldrender
Variablen gegeneinander abschitzen und ein Gesamterkldrungsmodell testen.
Die grof3e Bedeutung der Regressionsanalyse innerhalb der multivariaten Analy-
severfahren ist auch auf ihre enorme Vielseitigkeit und Flexibilitdt zurtickzufiih-
ren (vgl. Backhaus et al. 2008:12, Wagschal 1999:210).

Um das Potenzial dieser Methode auszuschopfen, ist eine sinnvolle Einbezie-
hung der Dimensionen Zeit und Raum, aber auch der breiten Variablenbasis
notwendig. Wenn man diese Technik mit Interkorrelationsanalysen kombiniert
und nicht nur ein Best-fit-Modell schitzt, sondern den Einfluss relevanter Vari-
ablen in Abhidngigkeit verschiedener Modellspezifikationen analysiert, lassen
sich auf der Querschnittsebene die Einflussfaktoren auf die abhidngige Variable —
und ihre Interaktionen — gut identifizieren. Ausgehend von der bereits in Ab-
schnitt 4.2 aufgestellten These, dass die Zusammenhénge zeitlich und rdumlich
differenziert sein konnen, sind iiber die Analyse einer Querschnittsregression
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hinaus noch weitere Analysen notwendig. Auch hier bietet die Methode vielfilti-
ge Moglichkeiten, beide Reichweitedimensionen zu analysieren: Wahrend bei
der raumlichen Dimension durch die Vollerhebung der Gefahr des Selection Bias
begegnet wird, ermdglichen Jackknife-Analysen®” und die systematische Aus-
klammerung von Lindergruppen die Uberpriifung der rdumlichen Robustheit
von Erklarungsmodellen. Die zeitliche Dimension ldsst sich durch die Analyse
mehrerer Querschnittsregressionen von Niveaudaten kombiniert mit Regressi-
onsanalysen der Verdnderungsraten gewéhrleisten. Dieses Vorgehen ist aufwen-
dig, wenn beides, wie in dieser Untersuchung, in engmaschigen Abstinden
durchgefiihrt wird, jedoch lohnend. Die hier vorgenommene Anwendung der
Regressionsmethode bedarf folglich einer theoretischen Konzeption (siehe Kap.
4) sowie bivariater und interkorrelativer Voruntersuchungen (siehe Kap. 5), da-
mit sie hinsichtlich des langen Zeitraums, der rdumlichen Dimension und der
groflen Zahl unabhéngiger Variablen sinnvoll und effizient eingesetzt werden
kann.

Die Wahl der Methode der Regressionsanalyse sei hier im Vergleich zu alter-
nativen statistischen Methoden kurz diskutiert. Durch die Weichenstellung des
Forschungsdesigns (vgl. 4.2) in Richtung lindervergleichende Methode mit 28
Fillen und Aggregatdaten ist die Methodenauswahl faktisch bereits einge-
schrinkt.*”® Die Entscheidung fiir ein Struktur-priifendes und gegen Struktur-
endeckende Verfahren wie Faktoren- oder Clusteranalyse ist darin begriindet,
dass durch den Zwei-Phasen-Ansatz und die Hypothesen bereits eine Vorstellung
iiber die Zusammenhidnge der Variablen vorhanden ist und es primér gilt, diese
zu Uberpriifen. Die Faktorenanalyse294 (Backhaus et al. 2008:323ff, Bortz
2005:511ff) dagegen ist geeignet, viele sich tiberlappender Variablen zu struktu-
rieren und die Dimensionalitdt der Faktoren zu untersuchen, sie ist fiir Explorati-
on und Indexbildung sehr hilfreich. Z. B. kann sie mehrere hoch interkorrelie-
rende, mit Modernisierungsprozessen zusammenhingende Variablen durch eine

292 Jackknife-Analyse ist der Fachbegriff fiir das sukzessive Ausklammern einzelner Fille,
wodurch der Effekt eines einzelnen Falls auf das Gesamtergebnis kontrolliert werden
kann. Bei 28 Fillen wie hier ergeben sich demnach 28 Jackknife-Modelle mit jeweils 27
einbezogenen Liandern. Weichen die Jackknife-Modelle nicht grundsitzlich vom Ge-
samtmodell ab, ist das Ergebnis in dieser Hinsicht robust.

293 Z. B. ist die Methode der Ereignisanalysen (u. a. Blossfeld 2007), die, wenn die Geburt
als Ereignis operationalisiert wird, bei demografischen Fragestellungen Potenzial fiir die
Identifizierung von Kausalitit bei nichtinkrementalistischen Verdnderungsprozessen hat
(vgl. Neyer & Anderson 2008), fiir Makrodaten und diesen breiten Lénderpool nicht
moglich. Zudem erfiillen viele in Kapitel 5 hypothetisierten Determinanten nicht die Vo-
raussetzungen in Neyer et al., da sie sich inkrementalistisch verédndern (z. B. Kinderbe-
treuung) oder struktureller Art (z. B. Protestantenquote) sind.

294 Hier ist die explorative Variante gemeint, wihrend die konfirmatorische, die einen Struk-
tur-priifenden Charakter hat, in Strukturgleichungsmodellen zur Anwendung kommt.
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latente Variable Modernisierungsniveau abbilden (u. a. Blossfeld 1988:64ff). In
dieser Untersuchung soll jedoch gerade auch das Verhiltnis zwischen soziodko-
nomischer Modernisierung, Verhiitungsmittelzugang, Frauenemanzipation etc.
gepriift werden und inwieweit sich diese Faktoren zur Erkldrung der TFR ergén-
zen. Die theoretischen Hilfskonstrukte der Faktorenanalyse sind inhaltlich teil-
weise schwer interpretierbar. Auch sind die Interkorrelationen meist noch unter
dem Schwellenwert von 0,7.

Erwogen wurde die Methode der Strukturgleichungsmodelle (Backhaus et al.
2008:511ff, Bortz 2005:471ff), dic Aspekte von Regressions-, Faktoren- und
Pfadanalyse verbindet und komplexe Dependenzstrukturen analysieren kann.
Diese Methode wurde bisher selten, jedoch durchaus tiberzeugend bei demogra-
fischen Fragestellungen eingesetzt (Lesthaeghe 1995). Vorteilhaft ist, dass Struk-
turgleichungsmodelle die Analyse mehrstufiger Kausalbeziehungen und die Be-
riicksichtigung mehrerer abhingiger Variablen erméglichen. Dadurch kénnten
beispielsweise familienpolitische Mafinahmen nicht nur als unabhéngige, son-
dern auch als abhidngige bzw. endogene Variable untersucht werden (vgl. Abb.
7-7). Die weniger komplexe Regressionsanalyse wurde gleichwohl dieser Me-
thode vorgezogen, da ein Schwerpunkt auf die zeitliche Entwicklung der Deter-
minanten gesetzt werden sollte und dafiir die Vergleichbarkeit der Modelle meh-
rerer verschiedener Jahre und Zeitabschnitte gewihrleistet sein muss.””> Aufbau-
end auf dieser Untersuchung, v. a. hinsichtlich des Pfadmodells und der Auswahl
der Jahre auf dem Scheitelpunkt beider Phasen, wére eine Analyse mit Struk-
turgleichungsmodellen gewinnbringend.

Ebenfalls erwogen wurde die gepoolte Quer- und Langsschnittanalyse (PTS),
die — aus der Okonometrie kommend — seit gut zwei Jahrzehnten vielfach in den
Sozialwissenschaften und auch bei Fertilitdtsanalysen (u. a. Adsera 2004,
d’Addio & d’Ercole 2005, Gauthier & Hatzius 1997) verwendet wird. Thr grof3er
Vorteil bei komparativen Lénderanalysen, die das Problem geringer Fallzahlen
aufweisen, ist die diachrone Zerlegung, so dass sich vereinfacht gesagt die Fall-
zahl durch die Multiplikation von Landern und Jahren vervielfacht. Daneben er-
moglicht diese Methode die gleichzeitige Analyse von Variablen, die nur in der
Zeit- bzw. in der Linderdimension variieren, und sie kann unterschiedliche Wir-
kungen in beiden Dimensionen identifizieren. Dieses sind erhebliche methodi-
sche Vorteile. Gegen die Verwendung dieser Methode sprechen allerdings drei
Griinde: Die Erhohung der Fallzahl hat den ,,Charakter eines Danaergeschenks*
(Kittel 2005:114), da meist eine hohe Autokorrelation zwischen den Zeitpunkten
besteht. Dem ldsst sich zwar durch entsprechende Spezifikationen begegnen, je-
doch handelt man sich dabei erhebliche Nachteile ein. So geht die Methode der

295 Auch sollte nicht auf latente Variablen zuriickgegriffen werden (s. o0.), und die hohe Vari-
ablenzahl ist durch die Kombination mehrerer Regressionsmodelle besser zu begegnen.
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ersten Differenzen mit Verlust von Informationen zum Niveau einher. Bei der
hier vorgenommenen Untersuchung kédme erschwerend hinzu, dass die abhingi-
ge Variable zeitverzogert operationalisiert wird. Ein zweiter Grund liegt in der
Datenstruktur. Daten unterscheiden sich danach, ob sie individuell zurechenbar
sind oder nicht (Widmaier 1997) bzw. ob es sich um aggregierte Variablen oder
Variablen mit Strukturkonstanz handelt (Schmidt 1995:342). Letztere variieren
im Zeitverlauf kaum, wodurch sie sich fiir PTS weniger eignen. Kittel differen-
ziert dazu die Struktur- bzw. Systemvariablen zwischen Makrostrukturen (Insti-
tutionen, Kultur) und kollektiven Handlungen (Staatstétigkeit) und verdeutlicht
die unterschiedliche Verinderungshéufigkeit dieser drei Variablentypen (Kittel
2009:283, vgl. 2005:100, 2006:658).>*° In dieser Untersuchung spielen mehrere
Strukturvariablen eine zentrale Rolle. Der dritte Grund ist ein pragmatischer: Fiir
mehrere Variablen sind entsprechende Zeitreihen nicht verfiigbar.

Die Auswahl zwischen PTS und Querschnittsregressionsanalyse ist schluss-
endlich eine Kosten-Nutzen-Abwigung. Es ist zu konstatieren, dass viele Prob-
leme dieser Methode hinsichtlich der erwihnten Autokorrelation, aber auch hin-
sichtlich der Nichtstationaritdt der Variablen und der Heteroskedastizitdt der Re-
siduen durch entsprechende Spezifikationen kontrollierbar sind. In Hinblick auf
das Problem iiberkonfidenter Ergebnisse haben sich Standards wie die Lagged
Dependent Variable (LDV) fiir das Problem der seriellen Korrelation und die pa-
nel-korrigierte Schidtzung der Standardfehler (PCSE) etabliert (Beck & Katz
1995); auch ermoglichen Fixed-Effects-Spezifikationen die Konstanthaltung von
nicht durch unabhingige Variablen abgebildete Effekte von Léndern bzw. Jahren
(u. a. Green et al. 2001). Dartiiber hinaus gibt es inzwischen eine Vielfalt an Spe-
zifikationsvarianten, deren jeweiliger Auswahl eine erhebliche Bedeutung zu-
kommt (vgl. Pliimper & Troger 2009) — aber auch grundsétzliche Kritik (u. a.
Kittel 2006, vgl. Jahn 2009b:176). Wie wichtig die Auswahl der Spezifikationen
ist, verdeutlichen die je nach Spezifikation teilweise erheblich unterschiedlichen
Ergebnisse (Kittel 2006:650), die die oftmals propagierte Robustheit der Ergeb-
nisse infrage stellen. Das Problem fehlender Robustheit zeigt sich jedoch nicht
nur bei der Spezifikationsauswahl bei PTS, sondern auch bei anderen Methoden
abhéngig von Entscheidungen des Forschungsdesigns, insbesondere bei der Fest-
legung der Fille, des Zeithorizontes und der beriicksichtigten Variablen. Insofern
kann diesem Problem durch eine fundierte methodische Begriindung und die Be-
rechnung alternativer Spezifikationen zumindest partiell begegnet werden (vgl.
u. a. Wolf 2006). Durch die Art einzelner Spezifikationen und die (teilweise) va-
riierenden Befunde je nach Schitzmodell ist die Interpretation jedoch erschwert.

296 Kittel formuliert eine grundsitzliche Kritik einer problematischen epistemologischen
Fundierung, die v. a. politische Variablen betrifft. ,,(...) this road is closed for macro-
level characteristics of social systems.* (ibid.:647).
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Der Nutzen der hohen Fallzahl bei PTS ist zwar immens, aber aufgrund der Fall-
zahl von N=28 ist hier die Berechnung von Querschnittsregressionen auch ver-
tretbar. Zudem versucht das Forschungsdesign, eine Analyse der Zeitdimension
zu gewdhrleisten. Die Vorteile der PTS werden geringer als die Kosten einge-
schitzt, denn viele fiir den Erklarungsansatz in 4.1 relevante Variablen miissten
wegfallen, da sie nicht in Zeitreihen verfligbar oder im Zeitverlauf invariat sind.
Zudem wire die Interpretierbarkeit der Ergebnisse durch die notwendigen Spezi-
fikationen beeintréichtigt.”’

Nach der Begriindung der Methodenauswahl werden im Folgenden Voraus-
setzungen und Probleme von multivariaten Querschnittsregressionen und der
Umgang damit diskutiert. Die statistischen Probleme betreffen Multikollinearitit,
Heteroskedastizitdt und Ausreifler, aber auch Signifikanztests (vgl. Backhaus et
al. 2008, Bortz 2005, Urban & Mayerl 2006, Wagschal 1999). Aspekte des For-
schungsdesigns umfassen Variablenauswahl und Datenqualitit, Fallauswahl,
Zeitdimension und theoretische Fundierung (vgl. Kittel 2009, Schmidt 1995,
1997, Widmaier 1997).

Um dem Problem der Multikollinearitit*”® zu begegnen, wird bei Interkorrela-
tionen oberhalb von 0,7 (vgl. Wagschal 1999:237, Widmaier 1997:114, siehe
auch Schmidt 2004:464) in samtlichen dargestellten Modellen eine der entspre-
chenden Variablen ausgeschlossen. Die Interkorrelationsmatrix (siche Tab. A-4,
A-5, A-6, A-20) fur jede mogliche Variablenkombination — sowohl innerhalb der
Diffusions- als auch innerhalb der Akkomodationsphase — weist nicht nur auf
diese tiberhohen Interkorrelationen hin, sondern ist auch bei der Modellbildung
und der Identifizierung von Clustern aufschlussreich. Um zusitzlich die Uber-
sicht fiir den Leser zu erleichtern, sind einige iiberhoch interkorrelierten Variab-
len bereits ad hoc fiir die multivariaten Analysen ausgeklammert,”’ so dass v. a.
auf den nicht gleichzeitigen Modelleinbezug tiberhoch korrelierter Variablen des
Clusters Protestantenquote, Frauenerwerbsquote und Kinderbetreuungsquote

297 Fiir die Analyse nur von Policyeffekten (vgl. 1.2.4), insbesondere monetiren Mafinah-
men, kann die Kosten-Nutzen-Abwigung positiver ausfallen, insbesondere erginzend zu
Querschnittsregressionen. Jedoch ist der Wegfall zentraler Kontextvariablen zu beachten,
ebenso die erheblichen Implikationen fiir die theoretische Mikrofundierung. Auch unter-
scheidet sich der Wirkmechanismus gradueller Verdnderungen in der Betreuungsinfra-
struktur auf die TFR des Folgejahres gegeniiber monetdren Verdanderungen.

298 Multikollinearitit ist der statistische Fachausdruck fiir die Interkorrelation zwischen un-
abhingigen Variablen in einem Modell. Ist diese zu hoch, sind T-Werte und Signifikanz-
tests nicht mehr sinnvoll interpretierbar.

299 Dies gilt fiir den Gender-Index und mehrere familienpolitische Variablen (vgl. Tab. 6-2).
In diesen Fillen ist die Verwendung der Variablen entbehrlich, da jeweils addquate alter-
native Variablen verbleiben, um die der Arbeit zugrunde liegenden Hypothesen zu tiber-
priifen.
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sowie des Modernisierungsclusters BIPPC, Landwirtschafts- und Dienstleis-
tungsquote geachtet werden muss.

Das Problem der Heteroskedastizitit®® der Residuen fiihrt zu ineffizienten
Schétzern und verletzt eine Grundannahme der Regressionsanalyse, wonach die
Varianz der Residuen konstant ist. Dieses Problem tritt hdufig bei Querschnitts-
regressionen auf (Wagschal 1999:239). Neben mathematischen Testverfahren
wie White-Test und Goldfeld-Quandt-Test ldsst sich Heteroskedastizitit auch
grafisch an der typischen Keilform der Residuen feststellen. Hier wird die grafi-
sche Variante gewihlt, um die Annahme der Homoskedastizitdt fiir jedes Basis-
modell zu tberpriifen, hierzu werden die Residuen gegeniiber der abhingigen
Variablen abgebildet.

Ein weiteres Problem kann durch Ausreifler verursacht werden. Je kleiner die
Fallzahl, desto wahrscheinlicher ist, dass einzelne abweichende Fille einen iiber-
groen Einfluss auf die statistischen Ergebnisse ausiiben. Die Methodik der
Jackknife-Analysen wird in dieser Untersuchung konsequent angewendet. Hier-
bei werden die Ergebnisse sdmtlicher Basismodelle durch sequenzielle Aus-
klammerung einzelner Untersuchungsfille tiberpriift. Jackknife-Analysen fiir ein
multivariates Modell implizieren bei N=28 folglich 28 Jackknife-Modelle. Um
die Robustheit der Ergebnisse zusétzlich abzusichern, werden auch die einzelnen
sechs Léndergruppen sequenziell ausgeklammert. Weichen die Kernaussagen
dieser Modelle nicht von denen des Gesamtmodells ab, ist sichergestellt, dass die
Ergebnisse nicht auf spezifische Muster einer bestimmten Landergruppe (oder
eines einzelnen Landes) zuriickzufiihren sind. Zudem offenbaren die Streudia-
gramme der Residuen, aber auch die bivariaten in Kapitel 5 (ein krasses Ausrei-
Berbeispiel siche Abb. A-13), Vorhandensein und Grad von Ausreilern.

In der Literatur umstritten ist die hiufige (und gelegentlich unreflektierte)
Verwendung von Signifikanztests bei Vollerhebungen, da Signifikanztests auf
der Annahme einer Zufallsstichprobe beruhen (vgl. u. a. Behnke 2007, Broscheid
& Gschwend 2003, Ebbinghaus 2009:197f, Kittel 2009:290ff). Auch wenn die
hier vorliegende Vollerhebung keine Stichprobenfehler aufweist, ist die Annah-
me, dass die Daten durch stochastische Prozesse wie Messfehler beeinflusst sind,
plausibel (vgl. Broscheid & Gschwend 2003:21). Zudem erscheint die Alternati-
ve, das Weglassen von Signifikanztests, wenig hilfreich. Thre Interpretation ist
hinsichtlich der Relation von Parameterschiatzwert und Schitzfehler sinnvoll,
nicht jedoch als Riickschluss auf iibergeordnete Grundgesamtheiten. Jedoch soll-
te, auch wenn Signifikanztests bei Vollerhebungen als Konvention gelten, ein
signifikantes nicht mit einem gesicherten Ergebnis verwechselt werden, zu sehr
sind die Ergebnisse von den Modellspezifikationen abhéngig. Je nach Spezifika-

300 Der aus dem Griechischen stammende Fachbegriff Heteroskedastizitét bedeutet ungleiche
Streuung und bezieht sich auf die Residuen (Stérterme).
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tion von Fillen, Zeitpunkt und Variablen konnen sich die Signifikanzniveaus der
partiellen und des gesamten Koeffizienten #ndern. Hinsichtlich dieser Punkte
wird die Robustheit der Modelle jeweils diskutiert.

Von zentraler Bedeutung ist die Variablenauswahl. Hier wird eine sehr breite
Auswahl unabhdngiger Variablen vorgenommen, um potenziell relevante Vari-
ablen, auch intervenierende und Cluster, zu identifizieren und den ,,Omitted-
Variable-Bias* (vgl. Jahn 2009b:182) bzw. den Spezifizierungsirrtum (Wagschal
1999:222) zu vermeiden. Beispielsweise ist die Analyse des Effekts familienpo-
litischer Variablen ohne den kulturellen, institutionellen, soziotkonomischen
Kontext nur unzureichend. Der Umgang mit der hohen Zahl erkldrender Variab-
len (ca. 50 fiir 2006) wird durch das mehrstufige Forschungsdesign (siehe 4.2)
und die theoretische Fundierung (siehe 4.1) erleichtert. Die Strategie, den Effekt
der zentralen Variablen durch Darstellung und Diskussion alternativer Basismo-
delle und den der weiteren Variablen durch sukzessive Inklusion in das Basis-
modell aufzuzeigen, ermoglicht einen sinnvollen Trade-off zwischen Pragma-
tismus und Ausschoépfung der Informationsbreite. Dadurch konnte die Anzahl
der Regressionsrechungen im vierstelligen und die der dargestellten Modelle im
dreistelligen Bereich gehalten werden. (vgl. Sala-I-Martin 1997). Aufgrund der
mittleren Fallzahl wird auf Modelle mit mehr als fiinf unabhéngigen Variablen
(Basismodelle vier) verzichtet. Begrenzt ist die Variablenauswahl grundsétzlich
durch die Datenverfiigbarkeit. Diese ist fiir Fragestellung, Landerpool und Zeit-
raum weitestgehend gut — mit der Einschrankung, dass vergleichbare familienpo-
litische Daten bis vor wenigen Jahren nur liickenhaft vorhanden sind. Bei den
bekannten Problemen der Datenmessung und -definition (vgl. Kittel 2009:2841f)
ist es wichtig, dass Messfehler nicht systematischer Natur sind, da solche die
Analyse verzerren konnen. Allerdings ist die Annahme plausibel, dass bei Quer-
schnittsregressionen — anders als bei PTS — das Ausmal3 von Messungenauigkei-
ten verglichen mit der Variation zwischen den Léndern gering ist und die Koef-
fizientenschétzer kaum von Messproblemen determiniert werden. Voraussetzung
fiir die inkludierten Variablen bei Regressionsanalysen ist, dass sie metrische
Skalierung vorweisen. Dies ist meistens der Fall. Bei nominal- oder ordinalska-
lierten Variablen wird die Dummy-Variablen-Technik angewendet, die diese Va-
riablen in bindre, metrisch analysierbare umwandelt (vgl. Backhaus et al.
2008:55, Urban & Mayerl 2006:276ff)."!

Die Analyse verfolgt das Ziel, GesetzméBigkeiten aufzudecken, wobei die Va-
liditdt sich streng genommen nur auf den hier beriicksichtigten Zeitraum und die

301 Die Variablen Freedom-House-Index und Verhiitungszugang sind, um die Breite der In-
formation auszuschdpfen, mit mehrstufiger Auspragung verwendet worden, zusitzlich
zur Uberpriifung der Modelle aber auch mit Dummys (vgl. Tab. A-19). Die Unterschiede
zwischen beiden Varianten sind gering.

295

15.01.2026, 0B:25:55. i R


https://doi.org/10.5771/9783845231211-289
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

ausgewdhlten Lander bezieht, da die Zusammenhinge in beiden Dimensionen, v.
a. in der Zeitdimension, variieren (vgl. Schmidt 1997:220).*> Auch deswegen ist
das Forschungsdesign fiir beide Dimensionen moglichst breit angelegt. Die Fal-
lauswabhl ist eine Vollerhebung aller in dieser Zeit vom Zweiten Geburtenriick-
gang betroffenen OECD-Liander. Die Auswahl einer fur diese Fragestellung ver-
gleichsweise groBen Fallzahl von N=28 gewihrleistet selbst bei Einbezug von
vier erkldrenden Variablen, dass die Zahl der Freiheitsgrade gentigend grof ist,
um stabile Regressionsgleichungen zu erhalten (vgl. 4.2). Bei den Regressionen
fiir die Diffusionsphase liegen fiir essenzielle Variablen wie BIPPC und moderne
Verhiitungsmittel nicht fiir alle 28 Lénder Daten vor, so dass einige Lander (Ost-
europa) ausgeschlossen werden miissen, jedoch sind auch hier die Freiheitsgrade
ausreichend. Ab 1990 kann auf die wenigen Variablen, deren Daten nicht fur alle
Félle verfiigbar sind, aufgrund der sonst umfassenden und vollsténdigen Daten-
verfugbarkeit verzichtet werden, so dass N hier bei 28 liegt.

Der Zeitraum vom Beginn des Zweiten Geburtenriickgangs bis zum gegen-
wartndchsten Jahr 2006 ist ebenfalls grofl und zudem in systematischen, engma-
schigen Abstidnden analysiert. Die kombinierte Analyse von Querschnittsniveau-
daten und Verdnderungsraten hat sich vielfach bewihrt (u. a. Castles 1998, 2004,
Schmidt 1982, 1993). Die Auswahl der untersuchten Querschnitte und Phasen ist
theoriegebunden und baut auf der bivariaten Analyse des vorigen Kapitels auf.
Wihrend das nachgewiesene systematische Muster des Zusammenhangswech-
sels — aufgrund des Jahres des Vorzeichenwechsels — den Phasenwechsel auf die
Zeitspanne von 1985 bis 1988 verorten lédsst, wird fiir die Operationalisierung ein
bestimmtes Jahr als Wendepunkt festgelegt. Aufgrund der Betrachtung von Me-
dianwert, Modalwert und dem arithmetischen Mittel ist die Auswahl des Jahres
1986 fiir die abhidngige Variable TFR plausibel, was aufgrund der um ein Jahr
zeitverzogerten Operationalisierung fiir die unabhdngigen Variablen dem Jahr
1985 entspricht.’” Da Zusammenhinge zwischen Niveauvariablen die Dynamik
von Verianderungen nicht vollstindig erfassen, werden auch Verinderungsraten
analysiert. Bedingung fiir einen sinnvollen Einsatz der Verédnderungsraten ist ih-
re Analyse innerhalb der beiden Phasen, nicht jedoch iiber den Phasenwechsel

302 Das identifizierte langfristige Erkldrungsmuster lasst sich moglicherweise auch raumlich
und zeitlich weiter ausdehnen, das werden weitere Analysen von zukiinftigen Entwick-
lungen zeigen. Einiges spricht dafiir.

303 Der Modalwert liegt bei 1986, in diesem Jahr hatten fiinf der 14 Variablen erstmals ein
zum Vorjahr gedndertes Vorzeichen, 1987 waren es vier, 1985 und 1988 zwei und 1982
eine. Da jeweils iiber die Hélfte der Jahreszahlen groBer oder gleich bzw. kleiner oder
gleich 1986 sind, ist dies auch der Medianwert. Das arithmetische Mittel betragt 1986,14
Jahre.
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hinweg.’** Dies wird in Abschnitt 6.2 bivariat fiir die gesamte Diffusionsphase

1971-1986 und fiir drei jeweils flinfjahrige Subperioden und in 7.1 fiir die Ak-
komodationsphase 1986-2006 und fiir die beiden zehnjéhrigen Subperioden vor-
genommen. Bei den multivariaten Analysen werden sowohl Niveaudaten als
auch Verdnderungsraten untersucht.

Weil fur die Operationalisierung von Verdnderungsraten die Daten mehrerer
Jahre benotigt werden, ist die verfligbare Variablenzahl geringer als bei der Ni-
veaudatenanalyse. Da die abhiingige Variable um ein Jahr zeitverzégert operati-
onalisiert wird, beziehen sich die Bezeichnungen auf die Jahreszahl der TFR,
beispielsweise wird deren Verdnderung von 1971 bis 1976 mit der Verdnderung
der unabhéngigen Variablen zwischen 1970 und 1975 verglichen. Auch wenn in
diesem Abschnitt die abhidngige Variable immer und die unabhingigen Variab-
len meistens als Verdnderungsraten operationalisiert sind, macht es in wenigen
Fillen Sinn, die unabhingige Variable als Niveaugrofie mit der Verdnderung der
Fertilitdtsraten in Bezug zu setzen. Dies gilt fiir die Variablen Protestantenquote,
Katholikenquote, Verhiitungszugang, TFR des Phasenbeginns, Frauenwahlrech-
talter und Pronatalismuserbe.’® Bei der Variablen BIPPC ist die Verwendung
der prozentualen Verdnderung plausibler als die absolute, da diese bei hochent-
wickelten Staaten oft hoher ist als bei Nachziiglern, bei denen wiederum das pro-
zentuale Wachstum hoher ist. Deshalb werden von beiden Indikatorvarianten ge-
gensitzliche Vorzeichen erwartet.**®

Eine kaum zu tiberschdtzende Komponente der empirischen Analyse ist die
theoretische Unterfiitterung, insbesondere die Fundierung des postulierten Zu-
sammenhangs auf Mikroebene (vgl. Kittel 2006:654). Das theoretische Funda-
ment ist nicht nur fiir die Variablenauswahl und das gesamte Forschungsdesign,
sondern auch fiir die Generierung von Basismodellen und alternativen Regressi-

304 Wihrend die Analyse von Subperioden meistens zur Uberpriifung der temporalen Stabili-
tit der Parameter und zusitzlich zur Gesamtperiode vorgenommen wird (vgl. Obinger
2003:134ff), entspricht die Zwei-Phasen-Aufteilung des Forschungsdesigns der in Kap. 5
skizzierten These der gegenldufigen Effekte, es wird keine Gesamtperiode untersucht. In-
nerhalb jeder der beiden Phasen werden auch Subperioden hinsichtlich temporaler Stabi-
litdt analysiert.

305 Dass der methodische Grundsatz ,,Verdnderungsraten nur mit Verdnderungsraten zu ver-
gleichen® in diesen Fillen nicht greift, sei hier am Beispiel der Protestantenquote plausi-
bel gemacht: Der Vergleich der abgesehen von Siidkorea minimalen Verdnderungsraten
der Konfessionsquoten mit den erheblichen Verdnderungen der TFR macht inhaltlich
keinen Sinn. Welchen Einfluss sollte beispielsweise der Riickgang der Katholikenquote
in Spanien von 99,5 auf 96,2 Prozent auf die TFR haben? Der Einfluss der (in Niveauda-
ten quantifizierten) katholischen bzw. protestantischen Pragung auf die Verdnderung der
TFR innerhalb der Diffusionsphase 1971-1986 macht inhaltlich dagegen Sinn.

306 Um dem Leser die Moglichkeit der Betrachtung beider Werte zu geben, sind beide Vari-
anten im Folgenden dargestellt. Im Text interpretiert wird jedoch nur die nach Auffas-
sung des Verfassers plausiblere Variable prozentuales BIPPC-Wachstum.
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onsmodellen zentral. Regressionsanalysen schitzen meist linear-additive Model-
le, was impliziert, dass alle unabhingigen Variablen unabhéngig und additiv auf
die abhéngige wirken. Der zweistufige Erklarungsentwurf geht — wie die meisten
komplexen makrosozialen Phinomene — von Interaktionen zwischen den Variab-
len aus, die im Zeitverlauf dynamisch sind. Dem wird durch die Kombination
aus Interkorrelationsanalyse, der Betrachtung der Verdnderung der partiellen
Koeffizienten in alternativen Modellen und dem systematischen Vergleich im
Zeitverlauf Rechnung getragen.

Bei der Modellgenerierung wird der ,,Pramisse der Sparsamkeit von empiri-
schen Modellen* (Wagschal 1999:233) gefolgt. Dazu werden potenzielle Re-
gressoren, deren erkldrte Varianz sich theoretisch und empirisch iiberschneidet,
im Vorfeld der Modellgenerierung systematisch analysiert, um zu schlanken
Modellen zu gelangen, so dass erstens der Standardfehler nicht inflationiert wird,
zweitens der korrigierte Determinationskoeffizient sich nicht zu stark vom Wert
des unkorrigierten entfernt und drittens die Interpretation des Modells fiir den
Leser erleichtert wird. Auch werden keine zeitverzogerten TFR-Werte als unab-
hiingige Variable aufgenommen, da dadurch gewonnene hohe R’-Werte nur ge-
ringen Erkenntnisgewinn bergen.’”’ Die priisentierten Basismodelle fiir die ein-
zelnen Jahre und Zeitrdume sind so ausgewéhlt, dass die Anpassungsgiite bei ge-
ringer Variablenzahl (in der Regel vier) moglichst grof} ist. Dabei werden zum
einen alternative Basismodelle generiert sowie ihre theoretischen Implikationen
diskutiert und zum zweiten — wie in vielen Publikationen iiblich — das Basismo-
dell sukzessive in Kombination mit den einzelnen anderen Variablen tiberpriift.
Bei letzterem wird fur jede Variable systematisch sichtbar gemacht, inwieweit
sich die gesamte erklirte Varianz’® erhéht und welchen Einfluss sie auf die par-
tiellen Koeffizienten, die Standardfehler und die Signifikanzniveaus der Variab-
len des Basismodells hat. Dieses Vorgehen birgt jedoch die Gefahr der Fixierung
auf eine bestimmte Variablenauswahl. Inhaltlich besonders interessant ist die
Diskussion alternativer Basismodelle, da nicht selten die theoretischen Zusam-
menhénge zwischen den von Basis- zu Alternativmodell ausgetauschten Variab-
len von erheblichem Forschungsinteresse sind. Sie haben den Vorteil, den

307 Die Vorjahres-TFR liegen mit 0,98 auf exorbitantem Niveau. Denkbar wire der Einbezug
der Babyboom-Intensitit durch den TFR-Wert von 1960 fiir die Analyse von 1970 oder
1980, jedoch wire der Erkenntniswert zu gering, und die Maximierung des Determinati-
onskoeffizienten ist kein Wert an sich (vgl. Urban & Mayerl 2006:109ff). Zudem wird
die Entwicklung der Geburtenraten addquater durch die Einbeziehung der Verinderungs-
raten als AV beriicksichtigt.

308 Der Begriff ,potenziell erklarte Variation* ist hier gewdhlt, um zu verdeutlichen, dass
streng genommen fiir den Begriff ,erklérte Variation* neben dem Determinationskoeffi-
zienten eine theoretische plausible Darstellung des Kausalmechanismus Voraussetzung
ist (vgl. Wolf2007:159). Zur Verbesserung der Lesbarkeit (und auch der Konvention fol-
gend) wird im Folgenden auf das relativierende Adjektiv verzichtet.
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Blickwinkel nicht unnétig zu verengen. Auch weisen sie gelegentlich auf Model-
le, bei denen mit der gleichen Variablenzahl eine &hnlich hohe Zusammenhangs-
stirke erreicht wird, wodurch auch Cluster identifiziert werden konnen (siche v.
a. 7.3.1). Um die fiir die Argumentation erforderlichen statistischen Ergebnisse
im Text zu haben, ihn gleichzeitig aber lesbar zu gestalten und nicht zu sehr mit
Zahlen zu tberfrachten, werden die ausgewéhlten Modellvarianten im Text und
die schematische sukzessive Inklusion sdmtlicher Variablen zum Basismodell im
Anhang autbereitet.

Bei der Darstellung der multivariaten Regressionsmodelle sind im Folgenden
jeweils mehrere Informationen zu finden. Hinsichtlich des Gesamtmodells sind
dies die Konstante, die Fallzahl N, der Determinationskoeffizient R? und der kor-
rigierte R%,,, die beiden letzteren gegebenenfalls mit Hinweis auf das Signifi-
kanzniveau.*” Fiir jede im Modell beriicksichtigte unabhingige Variable steht
links in der Modellspalte der nicht standardisierte particlle Regressionskoeffi-
zient b, darunter in Klammern der Standardfehler sowie der Hinweis auf das
Signifikanzniveau und rechts der standardisierte partielle Regressionskoeffizient
Beta.’'" Simtliche Berechnungen wurden mit der Statistiksoftware STATA 10
durchgefiihrt.

309 Es sei nochmals erinnert, dass ,,* * ein Signifikanzniveau < 95% und ,,*** < 99% signali-
sieren.

310 Fiir den nicht mit der multivariaten Regressionsmethodik vertrauten Leser seien hier die
Messzahlen kurz erldutert (eine ausfiihrliche und gut verstdndliche Darstellung siehe
Wagschal 1999): Die Konstante gibt an, wie hoch die TFR (bzw. ihre Verdnderungsrate)
ist, wenn alle unabhédngigen Variablen (UV) den Wert Null haben (dies kann z. B. beim
Frauenwahlrechtalter zu irrealen Werten fithren). R2 gibt an, wieviel Prozent der Varianz
der abhingigen Variable durch die unabhingigen Variablen (potenziell) erkldrt werden.
R2korr ist der korrigierte Determinationskoeffizient, der die Anzahl der unabhéngigen
Variablen berticksichtigt; je mehr UV, desto groéBer ist der Unterschied zwischen beiden
Koeffizienten. Der nicht standardisierte partielle Regressionskoeffizient b gibt die Stei-
gung an, d. h. wie hoch die TFR ansteigt, wenn die entsprechende UV um eine Einheit
steigt und alles andere konstant bleibt. Der standardisierte partielle Regressionskoeffi-
zient Beta gibt den Wert der Regressionskoeffizienten nach einer Standardisierung der
Werte durch eine z-Transformation und eine anschlieBende Regressionsschitzung an.
Diese Beta-Koeffizienten verdeutlichen, wie groB3 der Einfluss einer Variablen in Relati-
on zu den anderen UV auf die abhingige Variable ist. Die partiellen Koeffizienten unter-
scheiden sich von Modell zu Modell entsprechend der Zusammensetzung der UV, sehr
geringe Beta-Werte legen eine Reduzierung des Modells um die entsprechende Variable
nahe. Forschungspragmatisch sind die Beta-Werte enorm hilfreich, ihre Interpretation ist
jedoch nicht unproblematisch (ibid.:234).

299

15.01.2026, 0B:25:55. i R


https://doi.org/10.5771/9783845231211-289
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

6.2 Bivariate Analyse der Verdnderungsraten

In diesem Abschnitt werden die Verdnderungsraten der gesamten Diffusionspha-
se 1971-1986 und der drei fiinfjdhrigen Subperioden beleuchtet (siche Tab. 6-1).

Tabelle 6-1: Korrelationen der Veranderungsraten innerhalb der Diffusionsphase

Variablen (und ihr Zu- | Daten | V 1971-1986 V 1971-1976 V 1976-1981 V 1981-1986
I mit der TFR) | basis | Hauptperiode | Subperiode 1 Subperiode 2 | Subperiode 3

1b Frauenerwerbspotenzial 24 - 0,102 - -
2a Katholikenquote alle 0,015 0,293 -0,185 -0,252
2b Protestantenquote alle 0,162 -0,113 0,197 0,379(*%)
4a BIPPC absolut 24 0,689%* 0,369 0,565%%* 0,700%*
4aa BIPPC prozentual 24 -0,647(**) - - -
4b Dienstleistungsquote 25 -0,238 0,134 -0,132 -0,694**
4c Agrarwertschopfungsq. | 22/3 0,795*(*) 0,083 0,361 0,492(*)
7a Zugang mod. Verhiitung 23 0,576*(*) 0,107 0,556*(*) -
8b Kinderlosenquote 17/21 0,258 0,109 0,355 0,258
8c TFR 1970 alle -0,912%* -0,669** - -
9a Frauenwahlrecht alle -0,200 -0,032 -0,103 -0,325
9c¢ Politische Rechte FH alle 0,219 -0,188 0,504(**) 0,364
11a Generationenkoeffiz. 22 - - - -0,021
12a Familienausgabeng. 23 - - - -0,012
12b Familientransferquote 23 - - - -0,106
12¢ Elterngeld pro Kopf 22 - - - 0,334
13a Familiendienstleist. 23 - - - 0,111
13b KB-Ausgaben p. K. 21 - - - 0,474(*%)
16a Pronat. Politikerbe alle 0,119 -0,158 0,439(*) 0,156

Quelle: Eigene Berechnungen, Datenbasis siehe Kapitel 5.

Anmerkungen: Die Signifikanzkennzeichnungen sind bei Signifikanzniveaus, die bei Jack-
knife-Analysen wegfallen, in Klammern gesetzt. Beim Verhiitungsmittelzugang sind die Er-
gebnisse fiir die bindre Kodierung der mehrstufigen sehr dhnlich (0,567** in der Hauptperiode
und 0,174 und 0,493* in den beiden Subperioden), das gleiche gilt fiir die politischen Rechte
(0,200, -0,208 und 0,593*%).

Die bivariate Analyse der Verdnderungsraten fiir die gesamte Diffusionsphase
1971-1986 zeigt, dass mit r = -0,91 ein exorbitant starker Effekt vom Geburten-
niveau zu Beginn der Diffusionsphase auf die TFR-Verdnderungsrate ausgeht
(siche Abb. 6-1). Deutlich geringer, jedoch noch hochsignifikant ist der Zusam-
menhang der Modernisierungsindikatoren BIPPC und Agrarquote sowie des
Verhiitungsmittelzugangs mit den Veranderungsraten der TFR. Dieses Ergebnis
ist charakteristisch fiir einen Diffusions- und Nachziiglerbefund: Je hoher die
Geburtenrate 1970, desto hoher der Riickgang der Geburtenraten in den Folge-
jahren.*'! Je stirker der Riickgang der Agrarquote bzw. je verzogerter der Zu-
gang zu modernen Verhiitungsmitteln, desto stdrker ist der Geburtenriickgang
zwischen 1971 und 1986. Auch das positive Vorzeichen des absoluten BIPPC

311 In diesem Zusammenhang sei noch einmal darauf verwiesen, dass es keinen statistischen
Zusammenhang zwischen den Geburtenraten von 1970 und 2006 gibt (vgl. 5.8).
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