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Abstract
This Chapter argues that accountable artificial intelligence (AI) requires
examining the role of humans in AI development and deployment. Hence,
it discusses the importance of addressing the obligations of deployers and
developers of AI systems to achieve accountable AI. The EU AI Act has
implemented measures such as transparency or technical obligations to
achieve such accountability. Similarly, it has implemented human oversight
requirements outlined in Arts. 14 and 26 against high-risk AI systems. Some
scholars and practitioners may argue that Art. 14 only applies to developers
of AI systems. However, we understand that human oversight requirements
govern both actors. Human oversight cannot be applied in isolation by
requiring compliance of only one party. Otherwise, it would defeat the
purpose of adding human control features to prevent AI systems from
harming fundamental rights. Based on this perspective, we propose that
(at least) two actors are required to make accountable AI more tangible.
Nonetheless, we are conscious that this legislation is in its infancy, and only
time will tell how human oversight obligations (Arts. 14 and 26) are to be
applied – whether in isolation or in conjunction.

1. An introduction to AI systems

Artificial intelligence (AI) is currently used in the public and private
sectors in such fields as policing, the judicial system, employment, taxes
and finances, retailers, media, and entertainment (Maclure, 2020, pp. 2–3;
Sipola et al, 2024, p. 5). The definition or conceptualisation of AI is far
from settled (Kuziemski and Misuraca, 2020, p. 2). For instance, AI may
be simply defined as computers or machines showing human-like intelli‐
gence (Simmons and Chappell, 1988, p. 14) (DK, 2023, p. 7). Alternatively,
some academics have described AI as the umbrella term that refers to a
set of algorithmic models, methods, or instructions given to a computer
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system to simulate human intelligence (Köchling and Wehner, 2020, p. 798;
Muthukrishnan et al, 2020, p. 393). Thus, for the purpose of this study,
it may be helpful to refer to the definition of AI found in the EU’s AI
Act (Regulation 2024/1689), which refers to a machine-learning system
designed with different levels of autonomy that requires inputs to produce
outputs influencing the physical or virtual environment with which they
interact.1 Similarly, according to Muthukrishnan et al (2020, pp. 394–395),
machine learning is a subfield of AI that involves some form of learning
using data samples.

Following the AI Act’s proposed definition, we may agree that AI comes
in different forms and shapes; for example, machine learning, not being
fully autonomous, requires human intervention to learn from algorithms or
datasets and be able to solve tasks (Kowalski, 1979, p. 424; Hill, 2016, pp.
35–36, 58). Thus, while some AI advocates may preach that AI resembles
(or even surpasses) human intelligence, the reality is that AI (or, at least,
machine learning) is not always fully autonomous. We may argue that
human intervention will always be needed for an AI system to come alive
and work as an “intelligent” thing (Lennox, 2020, pp. 53–61). Nonetheless,
the “intelligence” of such systems is not the focus of this Chapter. Rather,
our argument is that to examine accountable AI systems, it is necessary to
analyse the human factor in the process of their development and deploy‐
ment. For instance, what would be the cause and result of AI failures: de‐
signers, deployers, or the machine itself ? (Edwards, Schafer and Harbinja,
2020, p. 310) Thus, to guide our analysis, we have formulated the following
question: “what accountability measures has the European AI Act imple‐
mented to protect fundamental rights against harmful AI?” In the following
paragraphs, we attempt to provide some answers, arguing that, at this very
stage, machines or AI systems have no legal capacity to be held accountable
themselves. Thus, at least for now, accountable AI requires examining the
roles of two human actors: developers and deployers (Constantino, 2022, p.
2). Thus, we argue that it takes two to tango in accountable AI.

2. AI systems in our societies: good and bad AI?

AI systems can positively impact our societies (Henao, 2021), help fight
crime (Eligon and Williams, 2015), assist in having more efficient services

1 This is an adapted definition from the European AI Act. Please refer to Art. 3 EU AI Act
for a full definition.
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(Linden, 2021, p. 2), be more cost-effective (Le Sueur, 2015, pp. 3, 18), and
even – as some have argued – offer less discriminatory results compared
to human decision-makers (Chander, 2017, p. 1027; Clifford, 2017, p. 94;
Hacker, 2018, p. 3). Similarly, AI systems can be used to establish risk scores
regarding tax and welfare fraud and unlawful immigration (Maclure, 2020,
pp. 2–3).

AI systems are currently used in the public sector to make the bureau‐
cratic system more responsive and simpler to citizens seeking social securi‐
ty assistance or lodging tax returns (Le Sueur, 2015, p. 3). From the broad
use (or deployment) of AI systems in public sectors in different countries,
we may come across two contested cases of their deployment in govern‐
ment: the Dutch experience with the System Risico Indicatie (SyRI) and
the Australian experience with Robodebt. In the former, the SyRI deployed
AI tools to identify citizens who may have potentially committed or may
represent a risk of committing social security fraud (Wisman, 2020). SyRI
had the legal and technological power to link and analyse citizens’ personal
data concerning work data, administrative fines, tax data, real estate and
personal assets, housing, civic integration data, education data, social bene‐
fits, and subsidies (NJCM et al v. The Dutch State, 2020, p. 4.17). SyRI
had the task of collecting and analysing citizens’ data, preparing reports
based on profiling people and providing a risk score regarding certain
citizens, thereby warning the Dutch authorities of potential social services
fraud (NJCM et al. v. The Dutch State, 2020, p. 4.17). As defended by the
Dutch government, the implementation of the SyRI provided an advantage
in targeting those who were committing fraud, and thereby damaging the
country’s economy and social security service (NJCM et al v. The Dutch
State, 2020, p. 6.3, 6.76). However, the SyRI was found to be unlawful for
numerous reasons, such as breaching human rights and privacy laws and
the lack of transparency on the part of the Dutch government to reveal the
inner workings and purpose of the AI system in use (NJCM et al v. The
Dutch State, 2020, p. 6.5, 6.27, 6.32, 6.41).

A similar case occurred in Australia in 2016; the federal government
rolled out an AI system labelled Robodebt to detect citizens who apparent‐
ly received social security overpayments (Whiteford, 2021, p. 340). The
Robodebt system collected data from former and current welfare benefi‐
ciaries and compared it against their annual tax income assessment to
automatically ascertain any overpayment (Whiteford, 2021, pp. 341–342).
Unfortunately, the automated system was built with inaccurate algorithms,
leading to miscalculations. Robodebt shifted the burden of proof onto citi‐
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zens to demonstrate they were not overpaid; if a citizen could not prove
that the automated system was incorrect, the system would generate a debt
against that citizen (Human Rights Law Centre, 2021). In November 2019,
the Australian Federal Court ruled that the Robodebt system was unlawful
and ordered the Australian government to return the money unlawfully
collected to recipients of welfare payments (Whiteford, 2021, p. 347). The
Court held that the Australian government failed in its duty to citizens
to oversee the correct functioning of Robodebt, and that the government
had blindly relied upon the automated system without putting in place any
human intervention to verify the accuracy of the AI system (Human Rights
Law Centre, 2021).

AI systems are also being deployed in the private sector across different
markets. For example, financial organisations use AI systems to assign
risk score credit to applicants before deciding on whether to grant loans
(Pasquale, 2015, p. 1; Chander, 2017, p. 1024). Amazon built an AI system
to assist its human resources department in choosing the top five candi‐
dates out of hundreds of applicants (Winick, 2018). However, it has been
reported that Amazon realised that its AI system negatively discriminated
against women and preferred men as suitable candidates (Winick, 2018).
Google offers AI systems that can help users collect, categorise, and auto‐
matically tag uploaded photos to simplify users' lives (Dougherty, 2015).
However, it has been reported that Google’s face recognition algorithm
mistakenly labelled black people as gorillas due to insufficient training data
on recognising black faces (Hacker, 2018, p. 7). Furthermore, in recent
years, researchers have developed AI-supported care robots to monitor
the elderly and assist with such basic tasks as reducing loneliness or ensur‐
ing that prescriptions are taken at the right time (Johansson-Pajala and
Gustafsson, 2020, p. 167). For example, the robot PARO assists the elderly
with dementia and Alzheimer’s (Kelly et al, 2021). It is claimed that PARO
can help in reducing stress and anxiety (Kang et al, 2020) and can detect
patients’ body temperature (Kang et al, 2020). However, as these medical
devices are part of the Internet of Things (IoT), their functionality depends
on data exchanges to connect with other compatible networks to support
their operation (Ray, 2016, pp. 9489–9491). Thus, these medical devices are
unfortunately exposed to cybersecurity vulnerabilities, such as patients’ da‐
ta being stolen by cybercriminals (Drukarch, Calleja and Fosch Villaronga,
2023, pp. 15–16).

Further to the above, there are numerous other examples of AI devel‐
opments and deployments covering various applications across different
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sectors, such as AI systems for intelligence, military, and national security
purposes (Constantino and van der Linden, 2024, pp. 1–5; Barzashka,
2023, pp. 26–27), video surveillance through smart technology in the work‐
place to monitor production, safety, and control of employees entering and
leaving the workplace (Rosenblat, Kneese and Boyd, 2014, pp. 2–3, 7–10).
However, the above examples may be enough to illustrate the complexities
and risks of AI systems in our societies, whether in Europe, the US, or
Australia.

We can observe that AI systems may help fight fraud or crime. However,
if an AI system is developed with inaccurate data or inherent bias from
human developers, it is likely to pose a risk of discrimination or unfairness
during its deployment (Edwards, Schafer and Harbinja, 2020, p. 238). For
example, inaccurate data that feeds AI systems can contain prejudicial
stigmas against certain groups of people, can contain racial discrimination,
and can occasionally be tainted by unlawful practices (Richardson Schultz,
and Crawford, 2019, p. 15). Historical data provided to AI systems can lead
to discriminatory results, such as insufficient data or lack of robust data
(Edwards, Schafer and Harbinja, 2020, p. 238; Chander, 2017, p. 1036).
AI systems can capture and reproduce negative discrimination in their
outputs and be contaminated by training data and natural operations in
the real world, thereby leading to the reproduction of real-world negative
discrimination towards citizens (Hacker, 2018, pp. 34–35). Moreover, even
when AI systems are designed in a “neutral” manner, there is no guarantee
that they will behave flawlessly (Hacker, 2018, p. 11). This begs the question,
how lawful are these AI systems? Are faulty AI systems the result of reckless
programming or poor deployment? (Richardson Schultz and Crawford,
2019, pp. 15, 48).

From the examples provided, we may argue that the SyRI reinforced
further disparity and discrimination against those living in poverty and
needing welfare assistance (Appelman, Ó Fathaigh and van Hoboken, 2021,
p. 341). Faulty AI systems can harm society, and particularly its most vul‐
nerable members (Maclure, 2020, p. 1044). Similarly, an AI system without
the proper supervision of capable and willing humans is also likely to pose
a risk to citizens who come into contact with it. For example, appropriate
human oversight measures in the Robodebt system may have prevented fatal
consequences that had endangered human life (Whiteford, 2021, p. 341).
Without adequate measures to develop and deploy AI systems that support
the core of human dignity, we may be left in a society where AI systems
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are employed to oppress and target vulnerable citizens (Whiteford, 2021, p.
356).

Furthermore, AI systems deployed in our societies may pose other risks
to fundamental rights, such as the right to privacy and data protection.
For instance, surveillance in the workplace may be used for ill, such as
in the harassment or exploitation of employees (Sykes, 2000). Deploying
invasive technologies affects employees’ right to privacy, even if deployed
inside the workplace, because the employee is not expected to be monitored
in the workplace (European Data Protection Board (EDPB), 2020, p. 13).
Similarly, the healthcare industry will likely face AI challenges regarding
liability when deploying care robots supported by AI systems, when being
threatened by cyber-attacks (e.g., data breaches), putting patients’ right
to privacy at risk (Stephenson and Acklam, 2019, p. 282; Hage, 2017, pp.
255–271). These challenges affect, for instance, the right to respect for
private life outlined by Art. 8 of the European Convention on Human
Rights (ECHR). These issues not only affect individuals, but also societies,
particularly where fundamental rights are at stake (Johansson-Pajala and
Gustafsson, 2020, p. 170).2 Thus, who is liable: the developer or the deploy‐
er? (Holzinger, 2016, pp. 119–131).

Lastly, the perspective that AI systems may be fully autonomous may
lead to cunning legal arguments to escape developers’ and deployers’ re‐
sponsibility (and liability), thereby shifting responsibility to AI systems
that lack the legal personality to face accountability (Panezi, 2021, pp. 18–
19). Therefore, we argue that, in the course of AI regulation, AI systems
should not be viewed as machines acting independently. Rather, in order to
prevent faulty AI systems, it is necessary to take a closer look at human par‐
ticipation in this complex ecosystem, which may offer, for now, appropriate
accountability solutions (Maclure, 2020, p. 4). In the following section,
we examine some key features of accountable AI revealed under the AI
Act framework, and discuss whether they may be sufficient to adequately
protect fundamental rights.

3. The approach of the EU AI Act to accountable AI

Before examining the AI Act’s approach to regulating or introducing ac‐
countability measures to protect fundamental rights against harmful AI,

2 For further reading on the duty of governments to protect citizens’ fundamental rights,
see Barkhuysen and Van Emmerik (2019).
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it may be helpful to briefly revise the different definitions or conceptualisa‐
tions of accountability.

Accountability may have different meanings or interpretations across
different jurisdictions and fields (Bovens, 2010, p. 949). Legal scholars may
interpret accountability as responsibility, answerability, or liability (Dock‐
sey and Propp, 2023, pp. 2–3), while ethicists may frame it as a moral
obligation of private and public organisations to provide an account for
their actions (van de Poel et al, 2012, pp. 3–4). Moreover, accountability
applied to public administration may be regarded as the government’s
(and its employees’) obligation to exhibit high standards in public service
(Newberry, 2015, p. 371). The AI Act itself does not go on to define or
conceptualise accountability. However, it does acknowledge the conceptual‐
isation of accountability found in the “Ethics Guidelines for Trustworthy
AI” proposed by the High-Level Expert Group (HLEG) (Recital 27 AI
Act). The HLEG establishes that accountability requires mechanisms to
ensure responsibility for the outcomes of AI systems, both before and after
development and deployment (European Commission, 2019, pp. 2, 19).
Similarly, the OECD Council on AI has established that accountability in
AI regulates the behaviour of actors to develop and deploy AI systems
that fully comply with respect for fundamental rights (OECD, 2024, p. 5).
Thus, we may argue that the view of accountability, not expressly stated but
endorsed by the AI Act, is that accountability relates to the responsibility
of developers and deployers to introduce AI systems into the European
market that are not contrary to human dignity. This view of accountability
is also close to the perspective of legal scholars who regard accountability as
the legal responsibility of actors. We may take the opportunity to propose
that accountability is essential in society to ensure actors’ ownership of
their actions. In a societal setting governed by the rule of law, accountability
must apply to all actors without exceptions (Constantino and Wagner,
2024, p. 3).

Accountability mechanisms contemplated by the AI Act may include, for
instance, introducing human agency and oversight binding requirements,
where AI systems are developed and deployed as tools which respect hu‐
man dignity (Recital 27 AI Act). This approach allows us to infer that the
emphasis on providing accountable AI systems is on the human factor to
develop and deploy AI systems aligned with human dignity (which, for
example, respect fundamental rights). Accountable AI requires developers
to build or place AI systems that can be appropriately controlled and
overseen by humans (the deployers) (Recital 27 AI Act). Thus, it takes
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two to tango: the developer to provide functioning AI systems and the
deployer (user) to be able to conduct meaningful oversight by controlling
or assessing the system and reporting malfunctions (Verdiesen, Santoni de
Sio and Dignum, 2021, pp. 143–150, 159). At this stage, it may be worth
highlighting that the scope of the AI Act applies to (or is binding on)
providers, importers, manufacturers, and deployers (or users) of AI systems
used in the EU (Art. 2 AI Act). For the purpose of our analysis, we group
developers, importers, and manufacturers under the same category (i.e.,
developers), and categorise deployers as those organisations or persons that
use AI systems for different tasks (e.g., public or private services).

When analysing the human factor in the discussion of accountable AI
systems, we may think of humans from two different perspectives. The first
relates to human responsibility as a developer of AI systems, considering
that AI systems need human intervention as they cannot program them‐
selves or emerge independently (MacKay, 2003). Hence, one may think of
AI designers’ obligation, or responsibility, to require them to develop prod‐
ucts that are not harmful to fundamental rights. A second perspective is
the human responsibility as a deployer of AI systems tasked with oversight
duties during the deployment of AI systems to prevent or minimise their
harmful outputs. This would mean that, in practice, or at least until a court
case appears, human oversight responsibilities require human deployers to
undertake effective continuous oversight to question and override wrongful
AI outputs.

Accordingly, we note that the AI Act has implemented some binding
requirements to foster an environment of accountability among the actors
involved (developers and deployers). For instance, these requirements may
compel developers to follow a risk-based approach to AI systems, where
such systems could be categorised into prohibited tools (i.e., those which
should not be brought to market), high-risk AI systems, and AI systems
with limited risk to fundamental rights and European values (Hanif et
al, 2023, pp. 353–354). Some other legislative measures that may promote
accountability are the requirements of technical documentation (Art. 11 AI
Act), record-keeping (Art. 12 AI Act), accuracy and robustness, and cyber‐
security obligations (Art. 15 AI Act). Turning to the binding obligations of
AI developers, we can see that, for example, Art. 15 of the AI Act seeks
to promote robust AI systems to mitigate risks against citizens’ health or
other fundamental rights (e.g., data and privacy protection) (Recitals 59
and 75 AI Act). Perhaps the term “robustness”, as used by the Act, also
refers to accurate AI systems proven to be resilient against cyberattacks
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(cybersecurity). The robustness of AI systems may also include appropri‐
ate datasets and non-bias (OECD, 2024, p. 9). Thus, we understand that
Art. 15 interprets robustness as the system’s resilience against cyberattacks
and ability to provide accurate results, thus preventing errors, faults, or
biased outputs that ultimately affect natural persons (Constantino, 2024,
p. 404). We may interpret Art. 15 as an attempt to promote a playfield of
accountability in innovation, at least binding on deployers (Mahler, 2021,
p. 259; Novelli, Taddeo and Floridi, 2022, p. 9). However, there is still
much to be seen in practice about the effectiveness (and consequences) of
imposing these technical requirements when developing AI systems (Coop‐
er et al, 2022, p. 864). The AI Act has left some gaps or unregulated areas
where accountability is crucial. For instance, the Act has not regulated the
development and deployment of AI in the intelligence, security, or defence
sectors (Constantino and van der Linden, 2024, p. 1), thereby leaving room
for different interpretations and standards regarding accountable practices
regarding AI systems in these sectors and their effects on society.

The current literature has paid insufficient attention to the duties or
responsibilities of deployers of AI systems under the AI Act – particularly
the role and qualities of human oversight. In the following paragraphs, we
dedicate some time to this matter. For instance, it is thought that Art. 14
only applies to developers of AI systems (Wachter, 2024, pp. 682–683;
Demircan, 2023). However, what would be the purpose of introducing hu‐
man oversight requirements only for developers of AI systems and exempt‐
ing deployers? In this analysis, we argue that Art. 14 on human oversight
obligations does – or, at least, should – apply to both developers and
deployers of high-risk AI systems (Koivisto, Koulu and Larsson, 2024, pp.
14–19).3 Thus, Art. 14 can be read in conjunction with the human oversight
obligations outlined in Art. 26(2). For the purpose of our argument, it may
be appropriate to read the wording of Art. 14 of the AI Act:

Article 14

Human oversight

1. High-risk AI systems shall be designed and developed in such a way,
including with appropriate human-machine interface tools, that they can

3 Please note that Art. 14 obligations are connected to high-risk AI systems. Thus, the
landscape for other AI systems not considered high-risk is not governed by human
oversight obligations per Art. 14.
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be effectively overseen by natural persons during the period in which
they are in use.

2. Human oversight shall aim to prevent or minimise the risks to health,
safety or fundamental rights that may emerge when a high-risk AI system
is used in accordance with its intended purpose or under conditions
of reasonably foreseeable misuse, in particular where such risks persist
despite the application of other requirements set out in this Section.

3. The oversight measures shall be commensurate with the risks, level of
autonomy and context of use of the high-risk AI system, and shall be
ensured through either one or both of the following types of measures:

-(a) measures identified and built, when technically feasible, into the
high-risk AI system by the provider before it is placed on the market
or put into service; (b) measures identified by the provider before
placing the high-risk AI system on the market or putting it into service
and that are appropriate to be implemented by the deployer.

4. For the purpose of implementing paragraphs 1, 2 and 3, the high-risk AI
system shall be provided to the deployer in such a way that natural per‐
sons to whom human oversight is assigned are enabled, as appropriate
and proportionate:
(a) to properly understand the relevant capacities and limitations of the

high-risk AI system and be able to duly monitor its operation, in‐
cluding in view of detecting and addressing anomalies, dysfunctions
and unexpected performance;

(b) to remain aware of the possible tendency of automatically relying
or over-relying on the output produced by a high-risk AI system
(automation bias), in particular for high-risk AI systems used to
provide information or recommendations for decisions to be taken
by natural persons;

(c) to correctly interpret the high-risk AI system’s output, taking into ac‐
count, for example, the interpretation tools and methods available;

(d) to decide, in any particular situation, not to use the high-risk AI
system or to otherwise disregard, override or reverse the output of
the high-risk AI system;

(e) to intervene in the operation of the high-risk AI system or interrupt
the system through a “stop” button or a similar procedure that allows
the system to come to a halt in a safe state.

5. For high-risk AI systems referred to in point 1(a) of Annex III, the
measures referred to in paragraph 3 of this Article shall be such as to
ensure that, in addition, no action or decision is taken by the deployer
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on the basis of the identification resulting from the system unless that
identification has been separately verified and confirmed by at least two
natural persons with the necessary competence, training and authority.
The requirement for a separate verification by at least two natural per‐
sons shall not apply to high-risk AI systems used for the purposes of
law enforcement, migration, border control or asylum, where Union or
national law considers the application of this requirement to be dispro‐
portionate.

The wording of Section 1 of Art. 14 is straightforward. It requires develop‐
ers to design AI systems that allow human intervention. We may agree
that this piece of legislation effectively compels designers to develop tools
or processes to allow deployers to conduct effective human oversight to
avoid harmful AI that may jeopardise fundamental rights (European Com‐
mission, 2019, p. 4). Interestingly, this section refers to natural persons
(humans in the loop) to effectively oversee AI systems during deployment.
Thus, in principle, Art. 14(1) targets deployers (or designers) of AI systems.
However, human oversight requires two actors in this equation in order to
have effective human oversight. It is worth noting that the EU legislator is
unclear about what “effective” oversight by natural persons means or what
responsibilities or actions humans in the loop need to take to make human
oversight effective (See Art. 14(1) of the AI Act). Nonetheless, human over‐
sight responsibilities cannot be charged or tasked to one actor, otherwise,
it would be pointless to require AI systems built with human oversight
interface capabilities but not having actual humans tasked to execute or
operationalise them. The previous statement may be supported by the
wording of Art. 26(2), which sets an obligation on deployers of AI systems
to “assign human oversight to natural persons”.4 Moving forward, Art. 14(2)
establishes that the aim of having humans in the loop is to “prevent or
minimise the risks to health, safety or fundamental rights that may emerge
when a high-risk AI system [are in] used… under conditions of reasonably
foreseeable misuse” (Art. 14(2)). The wording provided by the legislator is
quite interesting. Firstly, it establishes that “humans in the loop” are there to
minimise or prevent the possible harms of high-risk AI systems. Art. 14(2)
does not say that AI systems should be built with self-human-oversight
capabilities to minimise or prevent risks to health, safety, or fundamental
rights. Instead, it says that humans have the responsibility to exercise such

4 See Art. 26(2): “Deployers shall assign human oversight to natural persons who have
the necessary competence, training and authority, as well as the necessary support”.

Accountable AI: It Takes Two to Tango

105

https://doi.org/10.5771/9783748943990-95 - am 03.12.2025, 01:24:51. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748943990-95
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


control. Secondly, the article chooses an intriguing phrase, “reasonably
foreseeable”, which refers to a doctrine that has been primarily applied
to the duty of humans (particularly in tort law) to foresee potential risks
(Leiman, 2021, p. 252).

Thus, it is unlikely that an AI system with no legal personality or that is
incapable of “thinking” outside the box will be tasked with reasonableness
and foreseeability (Kowert, 2017, pp. 182–185; Leiman, 2021, pp. 251–253).
Hence, it appears that this piece of legislative instrument, at least, paves
the way to ascertain the responsibility of deployers to conduct or engage
with human oversight. Of course, we are of the view that the framework
for human oversight responsibilities established in Art. 14 is to be read in
conjunction with Art. 26(2). As the AI Act is very new legislation, there is
still room to test Art. 14(2) in court to argue that it provides legal scope
to require deployers (users) of AI systems to oversee AI systems to avoid
risks to health, safety, and fundamental rights. Art. 14(3) is straightforward
and outlines developers’ responsibilities to build AI systems that can allow
human-machine interface tools to support human oversight or enable de‐
ployers to fulfil their human oversight duties. It may be worth questioning
what would happen if a deployer could not conduct human oversight due
to the system not having been designed or developed with such technical
measures. Then, it is plausible that, under Art. 14(3), deployers may claim
non-responsibility for operationalising human oversight obligations.

To complicate the fulfilment of human oversight to foster accountable AI,
Art. 14(4) is being drafted almost like a spaghetti. This piece of legislation
outlines that human oversight is assigned to natural persons deploying
high-risk systems; however, this task (which includes preventing or min‐
imising risks to health, safety, or fundamental rights) is subject to the devel‐
oper’s ability to build high-risk AI systems that enable such natural persons
to conduct human oversight. Art. 14(4) almost implies that developers
are solely responsible for enabling or allowing compliance with human
oversight duties. For instance, Art. 14(4) establishes that understanding the
limitations of the high-risk AI and being able to duly monitor them (lit a),
remain aware of overreliance (automation bias) (lit b), decide whether to
use, disregard, or question high-risk AI system’s outputs, would depend
on how said systems are built (lit d). The binding obligations set out in
Art. 14(4) are, arguably, contradictory to Art. 4, which clearly establishes
that it is the responsibility of both “providers and deployers of AI systems
[to] take measures to ensure, to their best extent, a sufficient level of AI
literacy of their staff and other persons dealing with the operation and use
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[or deployment] of AI systems on their behalf, taking into account their
technical knowledge, experience, education and training and the context
the AI systems are to be used [deployed] in, and considering the persons
or groups of persons on whom the AI systems are to be used [deployed].”
Thus, it may be appropriate to remind deployers and developers of their
obligations, at least under Art. 4, to compel them to employ humans (de‐
velopers and deployers) with a minimum level of AI literacy (e.g., under‐
standing the ins and outs of algorithmic behaviour) to enable effective
human oversight (Neumann, Guirguis and Steiner, 2022, p. 5). The reason‐
ing behind enforcing AI literacy requirements is to have developers and
deployers aware of AI capabilities and flaws so they can take appropriate
human oversight measures that satisfy an environment of accountability
(Green, 2022, pp. 1–3; see also Recitals 20 and 91 AI Act). Lastly, Art. 14(5)
also emphasises the requirement of having (at least two) natural persons
with the necessary “competence, training and authority” (Article 14(5) AI
Act), to conduct oversight in cases of high-risk AI systems outlined in
Annex III, point 1(a). This final piece of Art. 14 would allow us to argue
that deployers are responsible for including natural persons as part of the
human oversight framework. Strangely enough, Art. 14(5) does not apply to
high-risk AI systems used for the purposes of law enforcement, migration,
border control, or asylum.

To conclude, it may be fair to state that applying Art. 14 of the AI Act will
present accountability challenges, such as at what stage and how humans
in the loop (deployers) are to intervene or conduct oversight to prevent
undesirable AI outputs (Constantino, 2022, p. 12). There is still uncertainty
regarding the scope of human oversight for both developers and deployers.
Blame shifting may arise and perhaps result in there being too many actors
involved in the AI chain, leading to accountability loopholes or gaps (Van
de Poel et al, 2012, p. 50). However, fostering AI awareness or education
among deployers may provide positive steps toward effective human over‐
sight. AI awareness promotes having more skilled humans who can be pre‐
pared to question the AI system, humans who can divert from AI outputs,
even in cases where a developer fails or forgets to add technical measures to
foster human oversight. Thus, the developer and deployer are responsible
for enabling or fostering AI literacy that contributes to effective human
oversight. There are no straightforward answers about the perfect solution
to accountable AI. However, to alleviate current accountability loopholes,
promoting and adopting a culture of accountability may be welcomed
where the different actors involved in the AI chain can hold each other
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accountable for their actions (Wagner, de Gooyert and Veeneman, 2023,
p. 6). We should also welcome continuous independent human oversight
that focuses not on blaming other humans for the faults of AI systems, but
rather on an approach that educates others on the acceptable practices re‐
garding the development and deployment of AI systems (Constantino and
Wagner, 2024, pp. 8, 14–15). These reasonable approaches to accountability
can provide a strong way forward to protect fundamental rights. Lastly,
in industries or organisations where the AI Act is not enforceable, other
regulations, such as national and international frameworks, can be applied
to protect citizens’ fundamental rights (Linden, 2021, pp. 5–6). Thus, the
absence of regulation should not be an excuse for those willing actors
interested in accountability principles.

4. Conclusion

In this Chapter, we have argued that AI systems, at least for now, cannot
emerge without human intervention. Thus, we must focus on regulating
humans as developers and deployers of AI systems instead of shifting
the discussion onto the responsibility of AI systems as if they were fully
autonomous beings or capable of legal personality.

The experiences from the last decade have left us with various lessons,
such as evaluating AI’s effects (negative and positive) on society. AI can
be very useful in providing faster and more efficient services to humans,
but it can also cause lethal outcomes. For example, while they can help
fight crime, it is also clear that AI systems can threaten fundamental rights
when they are wrongly or poorly designed and deployed in our societies.
Thus, AI systems can discriminate, target vulnerable people, and even
breach our privacy. To solve these dilemmas affecting European citizen’s
fundamental rights, the EU AI Act promotes a framework where developers
and deployers of AI systems are charged with certain obligations to close
accountability gaps, such as imposing technical requirements onto deploy‐
ers of AI systems to consider technical documentation, accuracy and ro‐
bustness, and cybersecurity obligations. At the human level, the AI Act has
also considered including human oversight as part of the framework that
allows accountability. Human oversight is covered preliminarily in Arts.
14 and 26. However, it is currently being disputed whether, for instance,
Art. 14 (human oversight) only regulates developers and exempts deployers
from human oversight obligations. We have argued that it takes two (to
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tango) for accountable AI, meaning that Arts. 14 and 26 (human oversight)
should be read together when studying and arguing for the responsibility
of both “humans in the loop” (developers and deployers). Developers are
responsible for enabling human oversight measures to be incorporated into
their AI systems, and deployers are responsible for conducting effective
human oversight when they or their organisations use an AI system. This
approach can enable effective accountability, promoting citizens’ trust when
interacting with AI systems (Van Kolfschooten and Shachar, 2023, pp. 1–
3; Ng et al, 2020, pp. 7–12). It is hoped that such measures as technical
and human requirements will foster accountability among developers and
deployers of AI systems, requiring them to introduce AI systems into the
European market that are not harmful to humans (Cooper et al, 2022). For
instance, rather than blaming computers for their outputs, humans in the
loop will be required to move towards a more meaningful human oversight
to prevent faulty AI systems and offer explanations to citizens.

Accountable AI may translate as developers' and deployers' joint moral
and legal responsibility to allow non-harmful AI in the market. Thus,
accountable AI will not be achieved only by adding algorithmic design re‐
quirements on developers or designers. Accountability also requires skilled
AI deployers to oversee AI systems effectively. Whether the EU AI Act
would have positive effects or provide real measures to protect fundamental
rights remains to be seen.
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