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Abstract: Among the many aspects studied by library and information science are linguistic phenomena asso-
ciated with document content analysis, for purposes of both information organization and retrieval. To this
end, terms used in scientific and technical language must be recovered and their area of domain and behavior

studied. Through language, society controls the knowledge available to people. Document content analysis, in this case of scientific texts,
facilitates gathering knowledge of lexical units and their major applications and separating such specialized terms from the general lan-
guage, to create indexing languages. The model presented here or other lexicographic resources with similar characteristics may be useful
in the near future, in computer-assisted indexing or as corpora monitors, with respect to new text analyses or specialized corpora. Thus,
using techniques for document content analysis of a lexicographically labeled general language corpus proposed herein, components
which enable the extraction of lexical units from specialized language may be obtained and characterized.
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1.0 Introduction

terms from one discipline and those shared by several so
they may be automatically separated from the mass of

The overall goal of this paper is to determine method- lexical units in the general language. This type of work

ologies and strategies for processing a linguistic corpus makes it possible to gather terms and later clarify their

from the general language in order to extract specialized meaning, learn about their uses in the texts in which they
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appear and utilize them when constructing indexing lan-
guages. Alexiev (2000, 96) wrote:

Terminologies come under various forms (indexed,
thesauri, termbanks, specialized dictionaries, glossa-
ries, etc.) and are designed to meet the needs of
translation, Language for Specific Purposes (LSP)
teaching, information retrieval, controlled indexing,
document consulting and navigation, technical au-
thoring, or merely to help the understanding of
technical documents.

Is the language of science a secret language? The author
of a published scientific article titled “The Secret Lan-
guage of Science” (Ryan 1985, 91) says that:

Too many of the students enrolled in introductory
courses at colleges and universities do not under-
stand the concepts being discussed even though they
make a conscientious effort to study and to master
the technical vocabulary ... the secret language of
science consists of the many common words that
have been appropriated into biology, chemistry, phys-
ics, psychology, and even mathematics, with highly
specific technical meanings.

Essentially, the problem becomes evident when people try
unsuccessfully to understand words, phrases, sentences,
etc. found in scientific texts in order to interpret their
meaning, Consequently, they are unable to benefit from
scientific and technological knowledge, the outcome being
that the code of the sciences is opaque, dark and foreign
to most of the population, reinforcing the idea that the
language of science is practically a secret language. This is
actually quite understandable, because individuals engaged
in scientific communication need to have the basic ele-
ments to codify, transmit, decode and interpret the scien-
tific or technical meanings, and anyone lacking those ele-
ments is automatically excluded from the specialized
communication held between senders and receivers of
science and technology, as discussed in Gemma (2013).
Knowledge organization should clarify terms so as to
help users in their information searches. The key words,
descriptors or subject headings used to index contents are
validated terms from texts written about each subject.
Thus, the corpus of a general language dictionary of the
Spanish used in Mexico can also be a source for extracting
indexing term candidates. The problem is that the lack of
clarity would seem to be repeated in texts that are in-
volved in forming the linguistic corpora from the general
language. The corpus called Corpus del Espaiiol Mexicano
Contempordnes (CEMC, Corpus of Contemporary Mexican
Spanish) has been utilized as the basis for developing this

study. It has incorporated scientific, as well as formal, un-
dergraduate-level education texts in which terms from the
specialized language appear that are retrieved from the
corpus mass in order to be analyzed. This paper does not
touch on semantic aspects of the terms, only the method-
ology for isolating them from the general language corpus.
According to Alexiev (20006, 14), “The concept <corpus>
is used in modern linguistics to refer to both running text
and lists of lexical items excerpted from running text for
various, including terminographic, purposes.”

2.0 Communication Focus and Other Aspects of the
Text

Information studies currently considers, among other
things, that to help users access information, the starting
point is to make clear that the main idea of the communi-
cation of a message is for its meaning to be understood, so
it is necessary to observe what happens with the linguistic
sign and its components: signifier, referent and meaning,
for effective communication to exist. When working with
texts, as is usually the case in information studies, it must
be established that there are several aspects inherent to the
need to communicate something, as explained by such au-
thors as Lara (2001), Temmerman (2000), with her socio-
cognitive theory of terminology, and Cabré (1999; 2003),
with her two propositions: the Theory of Doors and the
Communicative Theory of Terminology (TCT, Spanish
initials). These specialists argue that the context in a lexical
unit is used and its correlation with the rest of the lan-
guage must be taken into account in order to understand
its true meaning, which, in turn, is designated by common
consensus among speakers.

If the theoretical approaches of these specialists are
considered pertinent, it would also be important to exam-
ine those of sociolinguistics concerning the context of
situation, field, tenor and mode (Halliday 1977) and of
quantitative urban sociology or vatiationism (DTCE 2014),
which looks at the speaker’s socioeconomic position, as
well as cultural background. This will make it clear that sci-
entific language communication encompasses the spatial
and temporal circumstances in which it develops. So,
studying the object called text must also take into account
linguistic context, meaning the factors linked to sentence
production. The same context affects the interpretation,
adaptation and meaning of the message (through gram-
mar, syntax, vocabulary and context). Furthermore, the
context or extra linguistic situation must also be consid-
ered, as it is the set of potential participants in the com-
munication, such as the place, type of registry and moment
when a linguistic act occurs.

The study and maintenance of linguistic registries is ex-
tremely important for clarifying terms, since it includes the

- am 13.01.2026, 10:31:51.


https://doi.org/10.5771/0943-7444-2015-3-164
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

166

Knowl. Org. 42(2015)No.3

G. Anguiano Pefia and C. Naumis Pefia. Method for Selecting Specialized Terms from a General Language Corpus

set of contextual, sociolinguistic variables that condition
the way in which a language is used in a concrete socio-
economic context. In other words, analysis of a linguistic
registry must define whether the communiqué is in stan-
dard, non-standard, proper or semi-proper language, if it
is a formal or informal communication, etc., as established
in the CEMC stratification (Lara and Ham 1979, 7-49)
from which the results for this article came.

Likewise, when scientific texts are analyzed, it is impor-
tant to indicate that science is a type of communication
based on registries of use and formal situations where the
sender chooses suitable linguistic resources, in specialized
registries, aimed at a receiver whose common link is an in-
terest in a specific or professional specialized activity.
These characteristics help to differentiate and identify it
from registries pertaining to other sociocultural contexts
such as the one studied in this case. Professional situations
typically use a technical vocabulary specific to the area of
interest and expressions with a special meaning, The mes-
sages transmitted tend to be in writing, Nevertheless, sci-
entific authors in real life are often unable to communicate
their message, as set down by Wiister in the General The-
ory of Terminology (GTT, see Wiister 1979), that is with
terminological units exclusive of their discipline, since
they also need to use lexical units from the general lan-
guage and even specialized lexical units from other disci-
plines.

Important aspects must be considered when deciding
on analyzing the lexical units in one of a particular au-
thor’s works or texts. Since the writer is like an authority
to be followed and respected, a productive author (among
the most cited in a field) should be chosen. Other aspects
should also be considered, such as birthplace, socioeco-
nomic status, individual experiences, culture, ideology, re-
ligion, political stance, verbal tradition, language, profes-
sional training, previous individual and group research,
experience, freedom of expression, individual interests,
updatedness, scientific specialization and the type of
documents or texts produced, since they could be as var-
ied as letters, communiqués, reports, theses, research pa-
pers, articles, books, speeches, decisions, norms, laws,
regulations or general documents. In fact, to situate the
production of the terms to be analyzed, the type of
document or scientific text must be identified, as well, of
course, whether it is by an authority on the subject, is an
oral or written communication, was produced quickly or
put together slowly, was a freely chosen or assigned topic,
etc.

Another aspect to consider is the use of specialized
expressions, because scientific authors are generally me-
ticulous when selecting lexical units for their texts, so as to
minimize the ambiguities in the scientific and technical
communication. Nevertheless, an author may or may not

be good at choosing the most precise words to fulfill the
communication goal, since countless ideas may guide the
choice of lexical and terminological units in the discourse,
among them the very situation in which the discourse is
produced, the language in which it is written and the cor-
rect use of nomenclature, proper names, abbreviations,
acronyms, initials, pat expressions, codes, passwords, con-
cepts, numbers written out and in figures, symbols, formu-
las, conventions, etc., which may or may not contribute to
a terminological unit taking shape in specialized texts.

Clearly, numerous factors can influence an author’s se-
lection of lexical and terminological units. Moreover, sim-
ple forms, syntagmas, pat expressions and multi-verbal
terminological phrases exist, and in addition, another type
of information, often found in academic, technical and
specialized texts and in greater proportions is the use of
quotes and transcriptions that are studied to find out
about what others have said either as thoughts or scientific
proofs (Cabré et al. 2014). They often appear in the lan-
guage in which they were originally produced, such as
Latin, Greek, English, French, etc., and along with their
respective critical baggage.

3.0 Content Analysis

It is a good time to focus on the idea that to solve scientific
problems, both the sciences and technical fields carry out
their research by means of the analysis method, with a par-
ticular type of analysis used in each discipline or field of
human knowledge. Certain analysis methods and tech-
niques are related or complementary to information stud-
ies. Of course countless disciplines offer useful knowledge
on the subject, but in fact, traditionally information is
sought from the closest areas, such as: linguistics, the
gamut of applied linguistics and computer science, among
many others. Analyses are developed in these disciplines
that could be applied to multidisciplinary studies, for ex-
ample: content analysis, analysis of discourse, grammatical
analysis, qualitative analysis, quantitative analysis, analysis
of analytical definitions, analysis of contrasting phraseol-
ogy, lexicological analysis, document analysis, analysis of
conceptual relationships, analysis of texts, analysis of syn-
tagmatic units, analysis and design of linguistic corpora,
analysis of terms and lastly the document content analysis
method used to transfer information.

In the introduction to the book Text and Context, Van
Dijk (1977) explains how discourse analysis is studied by
different scientific disciplines and the extent to which
there is an interdisciplinary “transverse connection.” Van
Dijk starts with the assumption that language use, com-
munication and interaction are produced through texts or
discourses. Linguistics studies a part of language use, as
do other sciences: sociolinguistics, communications, cog-
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nitive psychology, pedagogy, jurisprudence, political sci-
ence, sociology and, of course, information studies. Tex-
tual or discursive relationships are formed among differ-
ent types of texts, the underlying textual structures, their
distinct conditions and functions, the contents and the ef-
fects they have on speakers (Van Dijk 1977, 12-13). The
various types of text, the relationships among them and
with society have various kinds of connections that are
analyzed from different viewpoints, depending on the
field where they are carried out. The sciences of text at-
tempt to delve into the common properties and charac-
teristics of language use within the spectrum of disci-
plines that encompass the social and human sciences.

The area of information analysis and systematization
that comprises library-and-information-science is con-
fined to describing the types of texts, data and informa-
tive contents that lead to their localization in systems.
However, the use of processes common to other disci-
plines is undeniable, among them the terminological and
lexicographic analysis used in this paper.

4.0 Documentation in Lexicography

The compilation of dictionaties presented by Varantola
(2003) is the method and is essential for representing the
content of the documents that make up the corpus where
the lexicographic units defined in the dictionary are in-
cluded. The representation of contents carried out allows
for consultation and retrieval through different access
points, plus, with the information produced by this type of
analysis, new products may almost always be generated to
satisfy lexical information needs, such as concordances,
statistical data, indices and dictionaries. Document content
analysis helps in message decoding and retrieval of infor-
mation pertinent to users of the Dicionario del Espariol de
Meéxico (DEM) indexing system project (This project was
launched in 1973 and from the outset, as Varantola (2003)
mentions for other corpora, the DEM also structured its
lexicograph information retrieval system taking corpus lin-
guistics as its base). This is based on the fact that the au-
thor previously created his/her message, which is con-
tained in a support document, usually a specialty text.
Therefore, it is up to the information centers to ensure that
the contents of such documents, as term candidates may
be, are easy for users to consult and retrieve.

Corpus linguistics provides the underpinnings of the
DEM, to maintain general and specialized corpora that of-
fer great capacity and versatility in managing the informa-
tion it contains, as with any other information system. A
corpus of this type, however, presents entries and points
of access defined by corpus linguistics. Although multi-
modal corpora (voice, image, text, etc.) now exist, the cor-
pora used generally by the sciences and technical fields un-

til fairly recently are meant to analyze the words or lexical
units contained in general texts or specialized languages in
their different modalities and characteristics and especially
in the general communications case being studied.

The indexing process in lexicography basically requires
fulfilling certain stages for their application, such as:

— Planning activities, including defining goals, organiza-
tion and methodologies to be implemented,

— Document selection and acquisition mark the begin-
ning of the process. In the case of recordings with in-
formants, transcriptions are made.

— External document treatment involves physically pre-
paring material and thus creating the respective file,
for subsequent analysis.

— Next comes the bibliographic description of the docu-
ment, highlighting the access points that will enable its
identification with relation to other documents. The de-
scription of printed texts includes authors, title, printer
information and physical description of the material.
Additionally, in lexicography, data external to the docu-
ment and of interest to sociolinguistics, pragmatics and
semiotics are included. Generally, such data correspond
to the communication unit analyzed, in which the
sender stands out, the situation in which the communi-
cation was generated and the channel utilized. Also, an
extra linguistic context or spoken registry is added, with
which the formality or informality of the written
documents may be ascertained, as well as whether the
text targeted a general or specialized audience. Later
situational and thematic identification concerning the
use of lexical units will depend on these registries as a
whole, which will help system users assign meaning to
lexical units from the retrieved information.

— Regarding the text or strictly linguistic context, texts
written in a scientific discipline should have the compo-
nents of the linguistic sign (signifier, meaning and refer-
ent), with the smallest text equaling a paragraph, or an
item. They ate analyzed through previously determined
programs and algorithms in order to obtain the infor-
mation contained in the document. Usually, analysis of
these texts produces graphic forms of the words or
lexical units, as found in natural language texts, either
from common or specialized language texts.

In information studies, when pre-coordinated systems of
indexing are used, terms are isolated from their contexts.
The work method is textual analysis of the scientific
document, with subsequent document content analysis,
keeping pre-coordinated terms as the main objective. In-
dexing terms are extracted from the same text. (A corpus
may be created ad hoc, or commercial text analysis pro-
grams such as WordSmith, AntConc or Notepad, Atlas.ti,
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Sketch Engine, etc. may be used.) Lists of signifiers or
lexical units, separated from their meanings and referents,
were thus derived. The linguistic sign is thus fragmented,
which causes information retrieval complications for us-
ers, meaning they need backup in their searches.

Unlike this method, when terms are extracted to form
linguistic corpora in lexicography, various lists are pro-
duced, which may be of simple or compound words, with
their grammatical category, through morphology, accord-
ing to their internal structure, according to the number of
syllables they have, or also as: placements, phraseological
units, compound syntagmas, phraseological sentences,
significant words, key words, stop words, technical terms,
neologisms or term candidates. Generally, the lexical units
obtained from corpus linguistics are joined by quantitative
data (range and frequency), and the realm of their origin
may be recognized through the registry of their use, as
long as they mainly pertain to specialized languages.

5.0 Terminological Exclusion Through Subsets
of the General Language

When intending to extract term candidates from general or
specialized texts, it is extremely helpful to keep in mind
prior existing information on the language in general, taken
from measurement information studies such as informetry,
bibliometry, scienciometry and lexicometry, also Luhn’s
cut-offs and obtaining TF-IDF weights Schultz 1°%) so as
to create filters that exclude the common language and
mainly retrieve term candidates.

Furthermore, besides the aforementioned indicators, we
suggest that other very similar indicators based on the
natural language may be used to exclude subsets of the
general language, such as: the basic vocabulary (similar to
the highest frequency index and the Zipf model (Zipf
1949), the common language (based on the dispersion in-
dex) and the list of grammatical words (the equivalent of
empty words), with the goal of isolating the specialized
units searched for in the text as much as possible. In other
words, the lexicographic knowledge that, in this case, pro-
duced by the DEM project (2012) and its CEMC (1975),
may be reutilized, as a way of simplifying the information
to be analyzed.

Some results of the CEMC content analysis, which was
structured with close to two million grammatically labeled
words, are used in this paper. That corpus yielded a lexico-
graphic product, the Dicionario Estadistico del Espariol de
Meéxico (DEEM 2005). It is a statistical index of natural
language with lexical grammatical and sociolinguistic in-
formation, language use registries and quantitative data.

The results from the DEEM regarding empty words,
greatest dispersion and highest frequency were:

1) Grammatical lexical units or empty words. They are
mainly articles, prepositions, interjections, pronouns,
etc. and come to 292 headwords, or 51.60% of the to-
tal information in the corpus. This is the third group
of excluded terms when seeking scientific and techni-
cal terms to extract.

2) The lexical units with the greatest dispersion, or com-
mon language, (see Anguiano 2013) are 994 different
headwords that corresponded to 67.57% of the total
information in the corpus. When a specialized term
search is carried out, this type of lexical unit tends to
separate from the document content analysis.

3) The most frequent lexical units, or basic vocabulary, as
Lara introduced (2007). Here it is helpful to realize that
studies of lexicometry, informetry, the Zipf model, etc.
pointed out that there is an economic phenomenon in
language use, known as “least effort.” It basically de-
scribes how people use a huge amount of graphic
words that correspond to a very small amount of
headwords, the result being a very small number of
lexical units with very high frequency. Following this
reasoning, it is understood that the basic vocabulary or
that with the highest frequency index is the most used
in texts and speeches, as in the CEMC, where metely
861 headwords comptise 75% of the total information
in the corpus. It is recommended that this type of lexi-
cal units also be eliminated.

Chart 1 shows the results for these three divisions, ex-
plaining their exclusion from analysis as a drastic saving,

Clearly, the three subgroups together do not total
themselves, because some lexical units are repeated in
two, or even all three, subgroups. Considering that to-
gether they might total 78.83% of all the information
analyzed, it is then interesting for information retrieval to
create filters with the information from the general lan-
guage prior to content analysis, which would save about
80% of term candidate retrieval, which coincides with
calculations made in other information retrieval studies.
To make the work of retrieving scientific and technical
terms more efficient, a minimum of valid lexical unit ap-
pearances is set, to avoid filtering very low frequency
lexical units, because terms whose meanings have no lit-
erary guarantee may appear.

6.0 Document Process for Clarifying Meaning and
Defining Term Candidate Use

The way we propose to retrieve text of user interest is
that once the index of signifiers is obtained, equivalent to
the list of terminological unit candidates, they must be
simplified and made into headwords. Next, each unit is
retrieved through the thematic use registry to which the
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The three propasals together

Highest frequency or...

1490699

1418293

0 200000 400000 600000 800000 100000012000001400000 1600000
Greatest dis- Highest fre-
Stop words persion quency The three proposals together
in relation to
the total 51.60 67.57 78.83
lexical units | 975951 1277637 1418293 1490699

Chart 1. Proposal of cut-offs; empty words, highest frequency, greatest dispersion and of the three together,

with respect to 1,891,058 lexical units (%)

Concept Graphic words | % respecto al total
Empty or grammatical words 975921 51.60561
Greatest dispersion or common language | 1277637 67.57303
Highest frequency or basic vocabulary 1418293 75

The three together 1490699 78.83653

Table 1. Summary of empty words, greatest dispersion, highest frequency and

the three together

documents analyzed belong, making the practice into
something like indicating the available text language; as
this would help users “clarify the meaning and find the
appropriate use of certain words” (Estopa 1998, 360).
Loépez (2013, 1) wrote: “The available vocabulary is the
set of words that speakers have in their mental language
and whose use is conditioned by the concrete topic of
communication. The idea is to discover what words a
speaker would be able to use for specific topics of com-
munication.” Furthermore, users may subsequently ask
the information retrieval system for the referent closest
to what is being sought, simplifying searches as much as
possible. Nonetheless, and despite all efforts, the true
meaning will always be the reader’s interpretation. Like
the indexing process, term candidates or key words may
be adjusted to a controlled language to improve content

retrieval. This can be done by employing subject headings
and thesauri. Words from the natural language obtained
through indexing are converted into expressions and
concepts in a controlled language.

At the end of the indexing process, the information is
dispersed so that it gets to users who can utilize it. In the
case of lexicographic projects, there are different infor-
mation products derived from the document analysis that
target internal and external users. They may be separate
or joined as a system. The components may be the data-
base of concordances, similar to KWIC (Key Word in
Context), quantitative information, index cards, the very
dictionary being put together, or the various interfaces
generated to consult the lexicographic information.
Among the results of the long lexicographic process of
document content analysis, what should result upon con-
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cluding the indexing or natural language classification is a
list of lexical unit signifiers from the general language,
but also from the sciences and technical fields based on
the presence in texts related to this field of work.

7.0 Application of Use Labels from Lexicographic
Documentation

Based on the results from the DEEM, another database
could be put together, the sociolinguistic model of the
Spanish language used in Mexico (Anguiano 2000). After
assigning the lexical units from the DEEM semi-
automated indexing, it was possible to get the sum of the
partial results that the prior base showed. Then with the
complete data, the total results of the lexical units used in
the general language in Mexico could be identified
through their sociolinguistic registries (see table 2).

Pre-coordinated terms may appear in texts from dif-
ferent specialties, because they are not exclusive to one
knowledge area but are, rather, shared terms.

8.0 Proposal for Limiting Term Candidates

For the specialized information search and retrieval, we
suggest eliminating the following information from the
quantitative data and general language use labels prior to
the general and specialized text document content analy-
sis:

— The most frequent lexical units
— The most widely dispersed lexical units
— Lexical units pertaining to the empty word group

Lexical units from non-standard language

Lexical units from semi-proper language

Eliminating the quantitative and sociolinguistic units
listed above from the analysis would economize substan-
tially on term candidate information retrieval.

But most importantly, after coming up with the list of
term candidates, comparisons may be made with the pre-
existing language use registries in this same sociolinguistic
model of the Mexican Spanish language. Such an exami-
nation would help both information users and library and
information science professionals in the reconstruction
of the meaning of the linguistic sign and the elaboration
of a controlled language.

This new correlation exercise could reveal term candi-
dates that are used exclusively in a particular discipline,
which would confirm, first off, that they ate key words
and that later, after expert validation, they might turn into
terms in the strict sense. The comparison may also lead
to identifying candidates used in two or more disciplines,
which would indicate that they are terms in a loose sense

and may even have polysemy, in other words that for lexi-
cography they are technical terms. Candidates may also
be found that pertain to both the sciences and technical
fields, so could be considered technical terms while beat-
ing the (sci.) label in dictionaries, denoting they pertain to
the scientific language.

Furthermore, we propose reutilizing lexicographic
processes to differentiate lexical units and extract scien-
tific and technical terms through content analysis of spe-
cialized texts, by employing use labels or spoken registries
as suggested by Rey-Debove (1971, 91-92) who describes
three fundamental aspects for achieving this goal:

1) the set of words (lexical units) that belong to a lan-
guage;

2) the sociolinguistic information from lexical units; and,

3) the use labels agreed upon by the community.

By incorporating these three guidelines into the informa-
tion analysis, the expectation is that when the same lexical
units from the general language, identified by consensus,
are contrasted with the specialized language, they may
first be used to classify the technical terms, and since the
latter behave very similarly to terminological units, may
also be designated term candidates. (From a linguistic
standpoint, terms may also be called technical terms, as
stated in the following definition translated from the
Spanish (DMLE 2007 s.v.):

TECHNICAL TERM. 7. 1 A term that has a con-
crete and specific meaning within the language of a
trade, science, art or industry: the word “algorithm”
is a technical term in mathematics.

9.0 The Search for Terminological Units in Texts

To access specialized terms with the help of a corpus
from the general language such as the cited model, first,
term candidates with a spoken registry related to a spe-
cialized text ate separated. At this stage of the term
search process, it is normal to find, in the lists produced
by the automated analysis, lexical units that pertain to use
in a discipline at its various communication levels, even if
all these units belong to the standard language, the proper
language and a science or technical field. This, in itself,
means that the following lexical units from a general or
scientific text may be obtained from the content analysis:
1) units from the general language; 2) units pertaining to
the style of the analyzed discipline; 3) term candidates in
a loose sense and 4) term candidates in the strict sense, as
shown in image 1.
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Term
in the
strict
sense

Image 1. Lexical Units in the Document Content Analysis of a Text

To delve further into the discussion from the previous
paragraph, a more detailed explanation regarding the
units to be found in texts follows:

1) Lexical units that belong to the general language and
that appear in texts from the sciences and technical
fields but that are also identified sociolinguistically as
pertaining to: the general standard language, non-
standard language, semi-proper language and proper
language. In other words, they are not exclusive to the
sciences or technical fields, and it is advisable to ex-
clude them from the term candidate list.

2) Lexical units that correspond to the writing style typi-
cal of the discipline under analysis. These units tend to
be lexical units from the discipline’s verbal tradition,
pat phrases and locutions. Their appearance corre-
sponds to a very low frequency index with respect to
an analyzed text, yet since they are characteristic of
certain scientific disciplines it is not advisable to elimi-
nate them prior to content analysis. Here we may find
locutions, phraseological units, Latinisms, etc.

3) Specialized lexical units or technical terms. Their use
and meaning are typical of the discipline to which the

analyzed text corresponds, though they may also have
the same signifier in the general language and even in
other disciplines; in other words, they may have syno-
nyms. This type of lexical units are recorded in general
language dictionaries, (as in DRAE 2001 or DEM 2012)
and in fact such units are terms in a loose sense. Forms
of graphic words, just as they appear in the original text,
tend to be few: feminine, masculine, singular and plural;
they have a very low document content analysis fre-
quency index in the common language, but as lexical
units made into headwords (canonically grouped words)
their percentage with respect to the total of the ana-
lyzed sample increases. In other words, a small number
of lexical units is grouped within a large number of
headwords. In terms of their dispersion index in the
DEEM, what was seen is that while they may be con-
centrated by their use in a discipline, they may also show
up in other disciplines within the sciences or technical
fields or belong to scientific language, which encom-
passes both knowledge areas. Among other things, they
may be recognized, because even if they have a known
signifier, the meaning differs from that in the natural
language, which is why the average reader does not
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grasp their meaning and it seems like a secret. These
units may appear simply or multi-verbally as, for exam-
ple, in syntagmas, pat phrases or as phraseological units.

4) Candidates to be terminological units of the discipline
analyzed. Their document behavior is very similar to
technical terms, but they do not have synonyms and
presuppose a univocal meaning. These units belong to
standard and proper language, are used exclusively in
the sciences or technical fields and have a spoken reg-
istry that situates them in a formal communication
mode so they are used exclusively in a specialized lan-
guage, having no meaning or equivalent in common
language. Such candidates may be simple lexical units
or units composed of several words. They pertain ex-
clusively to one discipline. In principle, candidates may
be considered key words; after being validated by an
information specialist they may become part of the
indexing language, and in the best-case scenario they
may be terms of a particular discipline, in the strict
sense (Rey-Debove 1971). With a low appearance fre-
quency level in text analysis, when lexical units are
grouped together, they have a high percentage of
headwords in relation to the total analysis. Since their
data are concentrated in a single discipline, they do not
undergo dispersion.

Considering all of this, it is also likely that in any docu-
ment content analysis of a text, be it general, on science
or on technology, and keeping in mind Rey-Debove’s per-
spective (1971), the lexical units have the following char-
acteristics regarding signifier, meaning and type of com-
munication they belong to (see table 3):

Signifiert Meaning** Langnage Type

A common and a com- form part of the general
signifier mon meaning | language.

An uncom- and a com- would be a technical term

mon signi- mon meaning | of signifier, for ex., close
fier up, stock shot, fade out.

A common with an un- is a technical term in a
signifier common loose sense, for ex.,
meaning winder, optic, camera.
An uncom- and an un- would be a technical term
mon signi- common in the strict sense, for ex.,
fier meaning magnetic eraser, projection
lamp, translucent screen
system, animation tech-
nique.
Table 3.

*  Signifier is that which indicates something, in this study a
word or lexical unit given to a person, animal, thing or con-
cept, tangible or intangible, concrete or abstract, to distin-
guish it from others.

** Meaning is that which is indicated, and for our purposes, the
representation or mental concept of something.

Despite this coexistence of lexical and terminological
units in a scientific text, they may be differentiated if
their spoken registry is verified, confirming whether it is
found in a form of communication or in a text that be-
longs exclusively to a specialized language, that is whether
it is proven to be the product of a formal communication
between specialists in a particular discipline to ensure ef-
fective communication among themselves.

As seen in the previous paragraph description of the
process carried out, the lexical units analyzed originate
from an empirical study developed by lexicography,
which shows that something similar to what happens
with any general language text occurs with texts from a
specialized language. Both types of texts are composed,
to a greater or lesser degree, of lexical units from the
general language and not only specialized units from the
sciences or technical fields. And while it may not seem so,
these differences are actually useful for information re-
trieval, as the terms to be extracted from the texts are not
typical of the common language.

9.1 Excample of the type of analysis made with the model

Following the steps proposed in this article and isolating
the headwords that correspond to the sciences and tech-
nical fields contained in the model, the following results
were produced (see chart 2).

This graph illustrates how 346,284 graphic words were
automatically extracted from scientific texts that were
manually indexed as 16,296 headwords in science texts.
Of them, however, only 4,876 headwords were identified
as exclusive to that area. As shown, the sciences obtained
16% of the total of 30,899 headwords taken from the
corpus. With technical texts, 202,667 graphic words were
automatically extracted and manually indexed as 10,821
headwords in technical texts, 1,574 of which were de-
fined as exclusive to technical fields. This was 5% of the
30,899 total headwords taken from the corpus. With just
6,450 headwords, sciences and technical fields together
covered 21% of the total of 30,899 headwords.

10.0 Final Considerations

The model presented here or other lexicographic resources
with similar characteristics may be useful in the near future,
in computer-assisted indexing or as corpora monitors, with
respect to new text analyses or specialized corpora. Their
utilization would facilitate rapidly generating lists of term
candidate signifiers, which, besides being useful for repre-
senting and retrieving original text content, will also be of
great value in the stage of development of the controlled
language when working with the terms, uniterms, subject
headings or descriptors that comprise the terminology of a

- am 13.01.2026, 10:31:51.


https://doi.org/10.5771/0943-7444-2015-3-164
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

174

Knowl. Org. 42(2015)No.3

G. Anguiano Pefia and C. Naumis Pefia. Method for Selecting Specialized Terms from a General Language Corpus

79%

5% ;
W 15,76426422 Science

m 5,094015988 Technical
fields

79,1417198 Other
information

Chart 2. Term Candidates Retrieved from a Total of 30,899 Headwords: 4,871 Lexical
Units from the Sciences and 1,574 from Technical Fields

discipline analyzed this way. Finally, we must keep in mind
that natural and specialized languages are constantly evolv-
ing, so there are, of course, difficulties in controlling and
retrieving specialized languages and their terminologies.
Consequently, the presence of library and information sci-
ence and its development are that much more necessary, to
help users and readers decode the language of science.
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