4. Betrachtung des Fallbeispiels aus soziologischer,
erkenntnistheoretischer, medizinethischer und rechtlicher
Perspektive

4.1 Station I: Aufnahme mit Tablet

In der Notaufnahme der neurologischen Klinik beginnt der Patientenweg von Herrn Miiller.
Frau Miiller begleitet ihren Mann dort zur Anmeldestelle. Die Versichertenkarte von Herrn
Miiller wird eingescannt, und es wird ihm ein Patienten-Tablet iiberreicht. Nachdem Herr
Miiller seine personlichen Daten, medizinische Vorgeschichte und Symptome in das Gerit
eingetragen hat, muss er noch die Datenschutzerklarung auf dem Tablet unterschreiben. Bei der
Eingabe seiner medizinischen Daten kann eine KI im Chat bei Verstindnisfragen helfen oder
aufgrund der Eingabe aufkommende Nachfragen stellen. Nach Beendigung der Dateneingabe
analysiert ein Entscheidungsunterstiitzungssystem (EUS, engl. DSS: Decision Support System)
die eingegebenen Informationen. Es liefert der Assistenzarztin Frau Navarro erste Einschitzun-
gen, die auf der Auswertung vergleichbarer Fille einer Datenbank eines Drittanbieters basieren
sowie auf den personenbezogenen Daten, die in Herrn Miillers digitaler Patientenakte gespei-
chert sind. Diese Empfehlungen dienen jedoch lediglich als Referenzpunkte und konnen spater
von érztlicher Seite tiberpriift werden.

4.1.1 Soziologische Betrachtung: KI in der Klinik - Effizienzpotenziale,
neue Abhingigkeiten und Herausforderungen

Stephan Grafimann und Sabine Pfeiffer

4.1.1.1 Einleitung

Die Einfithrung von KI in die Gesundheitsversorgung ist nicht nur eine
technologische Entwicklung, sondern Teil eines umfassenden Transforma-
tionsprozesses der Arbeitswelt. Mit ihr verschwimmen traditionelle Zustin-
digkeiten und Rollenverhiltnisse, neue Kompetenzfelder entstehen, wah-
rend sich das Zusammenspiel zwischen Mensch und Technik entlang neuer
Dynamiken entwickelt. Neben den Tétigkeitsprofilen und Kompetenzan-
forderungen vieler Arbeitsfelder verdndern sich auch die Logiken der Ent-
scheidungsfindung sowie die Aushandlungsprozesse zwischen unterschied-
lichen Akteur:innen im Gesundheitssystem. KI stellt zur Diskussion, wie
Medizin gedacht, praktiziert und organisiert wird, wodurch sich der Ein-
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4.1 Station 1: Aufnahme mit Tablet

satz von KI nicht allein als technologische Innovation, sondern als ein
weitreichender sozio-technischer Wandel verstehen lésst.

Die arbeitssoziologische Perspektive geht hier also iiber die alleinige
Beobachtung von Substitution oder Ergdnzung menschlicher Arbeit durch
algorithmische Systeme hinaus und bezieht sich auf die strukturelle Neu-
ordnung von Arbeitsprozessen, Wissensbestinden und Machtverhaltnissen
im Gesundheitssystem. Entscheidend dabei ist, dass Arbeit in der medi-
zinischen Versorgung nicht nur auf formalisiertem, explizitem Wissen be-
ruht, sondern in hohem Mafle auch auf implizitem, erfahrungsbasiertem
Wissen griindet, das sich in situativen Entscheidungen, routinisierter Pra-
xis und interprofessioneller Kooperation manifestiert. Arbeitssoziologische
Forschung zeigt, dass technologische Innovationen wie KI nicht einfach
als neutrale Werkzeuge in bestehende Strukturen implementiert werden,
sondern diese selbst neu formen - mit potenziell ambivalenten Effekten.
Der Einsatz von KI birgt etwa die Gefahr einer zunehmenden Formali-
sierung und Standardisierung von Arbeit, die den wertvollen Spielraum
fir erfahrungsgeleitete Handlungspraxis und situatives Urteilsvermdgen
einschrianken. Die Arbeitssoziologie analysiert daher nicht nur, welche Ta-
tigkeiten durch KI transformiert werden, sondern auch, wie sich die Ver-
hiltnisse zwischen Mensch, Technik und Organisation verschieben. Dabei
wird deutlich, dass sich menschliches Arbeitsvermégen sowohl individuell
als auch in kollektiven, geteilten Wissenspraktiken entfaltet, die durch die
Einfithrung digitaler Technologien herausgefordert werden.

Damit KI-Anwendungen erfolgreich in das Gesundheitssystem integriert
werden konnen, miissen sie nicht nur funktional leistungsfahig, sondern
auch arbeitssoziologisch reflektiert gestaltet werden. Dies bedeutet, sie
als Teil eines komplexen Gefiiges zu begreifen, das von organisationalen,
interaktiven und sozialen Dynamiken geprégt ist. Um dementsprechend
technische Innovationen sinnvoll in bestehende Arbeitsprozesse zu inte-
grieren und ihre tatsdchlichen Auswirkungen auf die Versorgungsqualitat
und Arbeitsbedingungen zu berticksichtigen, ist eine ganzheitliche Betrach-
tung erforderlich. Insbesondere vor dem Hintergrund der weitreichenden
Potenziale der Digitalisierung und des KI-Einsatzes in der Medizin braucht
es daher eine sozio-technische Perspektive, die den Zusammenhang und
die Wechselwirkungen von Technologie, Arbeit und Wissen in den Blick
nimmt, um eine verantwortungsvolle und arbeitsforderliche KI-Gestaltung
im Gesundheitswesen zu ermdglichen.

Dabei umfassen die Potenziale, die der Digitalisierung und dem Einsatz
von KI in der Medizin attribuiert werden, sowohl eine Verbesserung der
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4.1.1 Soziologische Betrachtung

Versorgungsqualitdt als auch eine Steigerung der finanziellen Leistungseffi-
zienz von Gesundheitseinrichtungen (z.B. McKinsey 2018; Ahmad et al.
2021; Lutze et al. 2021; van Leeuwen et al. 2022; Angerer & Berger 2023).
Die moglichen Einsatzbereiche, die im Zusammenhang mit KI diskutiert
und verhandelt werden, sind vielféltig und reichen in der Medizin von der
Vorsorge iiber die Untersuchung, Diagnose und Behandlung bis hin zur
Nachsorge. Sie sind also weit gestreut, wodurch ihre jeweiligen spezifischen
Konfigurationen und Funktionsweisen stark variieren konnen. Besonders
auffallig ist in diesem Kontext die sehr deutliche Prominenz und Dominanz
wirtschaftlicher Themen und Perspektiven in Bezug auf KI-Anwendungen,
die sich auch im medialen Diskurs spiegelt (Fischer & Puschmann 2021;
Kieslich et al. 2022). Fiir den Themenbereich der Medizin bewegt sich
der thematische Korridor dementsprechend insbesondere zwischen Krisen-
bewiltigung, Effizienzsteigerungen, Versorgungsoptimierung, Datenschutz-
recht und ethischen Fragestellungen.

,Hopes are high® konnte man in Hinsicht auf die vielen Anwendungs-
szenarien und potenziellen Vorteile digitaler Technologien konstatieren -
so liegen die vermeintlichen Vorteile fiir die im ersten Abschnitt unseres
Fallbeispiels dargestellte Anwendung von Tablets im klinischen Umfeld
Jklar® auf der Hand: Tablets ermdglichen demnach eine verlésslichere, ef-
fizientere und vor allem standardisierte Erfassung und Speicherung von
Patientendaten wihrend der Aufnahme und Anamnese. Durch eine Erho-
hung der Genauigkeit und Vollstindigkeit der erhobenen Informationen
konnen digitale Anamnesen, Prozesse in der Diagnostik, Therapiefindung
und Behandlungsabldufe effektiver und effizienter gestaltet und Fehlerquel-
len gleichzeitig reduziert werden (z.B. in Form von Ubertragungsfehlern).
Durch die Steigerung der Effizienz von Arbeitsabldufen und die Autonomi-
sierung als ldstig empfundener Routinetitigkeiten wiirde sich sowohl die
Arbeitsbelastung der Beschiftigten reduzieren, als auch das Potenzial ber-
gen, die Behandlungs- und Versorgungsqualitdt zu verbessern, da das medi-
zinische Personal wieder mehr Zeit fiir die Patient:innen haben kénnte.
Dariiber hinaus lieflen sich durch eine digitalisierte Aufnahme und Anam-
nese digitale und somit potenziell standardisierte Daten gewinnen, die
nicht nur Arbeitsprozesse beschleunigen,' sondern zusitzlich - zumindest
theoretisch — auch als wichtige Forschungsdaten vorliegen wiirden.? Zudem

1 Etwa indem Daten automatisch in elektronische Patientenakten iibertragen werden
kénnen, wodurch sie langfristig gespeichert und ortsunabhangig abrufbar sind.
2 Vgl. hierzu die rechtswissenschaftlichen Uberlegungen in Kap. 4.2.4.
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4.1 Station 1: Aufnahme mit Tablet

konnten Tablets dem Gesundheitspersonal die Moglichkeit bieten, durch
ihre technische Integration und digitale Vernetzung mit den Krankenhaus-
informationssystemen (KIS) sowie Schnittstellen zu elektronischen Patien-
tenakten (ePA) relevante klinische Informationen in Echtzeit abzurufen
und vorhandene Daten mithilfe von KI-gestiitzten Entscheidungshilfetools
weiterzuverarbeiten oder auszuwerten.?

Freilich sind die hier aufgefithrten Mdglichkeiten aktuell (noch) keine
Realitit in deutschen Krankenhdusern. Sie bilden jedoch wirkméchtige Zu-
kunftsvisionen und Narrative, die gewissermafien als ideeller Fluchtpunkt
erscheinen, der sich zuweilen auch als operationeller Rahmen der aktuel-
len Digitalisierungsbestrebungen im Gesundheitssektor verstehen lasst.* Im
Abgleich mit dem Status Quo der Digitalisierung in vielen Krankenhdusern
stellt sich wiederum zumeist Erniichterung ein, was unter anderem die
Frage aufwirft, auf welchen zeitlichen Horizont sich derartige Zukunftssze-
narien beziehen. Denn richtet man den Blick vom ReifSbrett auf die aktuel-
len Schauplitze der Digitalisierung in den Kliniken vor Ort, offenbaren
sich oftmals die vielen kleinen und grofien Abhiangigkeiten und Herausfor-
derungen, denen es auf dem Weg zu einer erfolgreichen Digitalisierung zu
begegnen gilt. Im Folgenden mochten wir anhand des oben angefiihrten
Szenarios und aus einer arbeitssoziologischen Perspektive einige dieser —
vorrangig sozialen und arbeitsbezogenen — Bedingungen, Abhingigkeiten
und Wechselwirkungen analysieren und diskutieren.

4.11.2 Die (Arbeits-)Soziologische Perspektive auf die Fallkonstellation
Vor der eigentlichen Fallanalyse mochten wir in aller Kiirze unsere Aus-

gangsposition erldutern, die der Betrachtung zugrunde liegt. So wollen wir
hier zwischen zwei grundlegenden Betrachtungsebenen unterscheiden: der

3 So wird KI das Potenzial zugesprochen, Arzt:innen nicht nur bei der Diagnosefindung
zu unterstiitzen, sondern auch bei der Stellung umfassender Differenzialdiagnosen. Als
Zweit- oder Drittmeinungsinstanz konnten KI-basierte Chatbots im Sinne eines ,,Clini-
cal Decision Supports“ im Arbeitsprozess zudem dazu beitragen, Redundanzen in den
Untersuchungsabldufen zu minimieren. - Vgl. dazu auch die erkenntnistheoretischen
Ausfithrungen in Kap. 4.1.2.

4 Im Folgenden betrachten wir den Einsatz von Kinstlicher Intelligenz stets auch im
Kontext der fortschreitenden Digitalisierung des Gesundheitswesens. So ist KI einer-
seits auf digitale Infrastrukturen und die Verfiigbarkeit umfangreicher Daten angewie-
sen, andererseits stellt sie inzwischen selbst einen zentralen Bestandteil der digitalen
Transformation dar.
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organisationalen, strukturellen Ebene sowie der praktischen Ebene des sub-
jektiven Handelns. Die Besonderheit dieser Perspektive liegt dabei in dem
Verhiltnis der beiden Ebenen zueinander, die nicht nur in einer wechselsei-
tigen Interdependenz stehen, sondern sich auch gegenseitig reflexiv konsti-
tuieren - beispielsweise indem strukturelle Gegebenheiten das individuelle
Handeln prigen aber gleichzeitig durch dieses Handeln reproduziert oder
verdndert werden. In der gelebten Arbeitspraxis spielen dementsprechend
sowohl die organisationalen und strukturellen Gegebenheiten, in die der
betrachtete Ablauf eingebettet ist, eine Rolle als auch die sozialen und
technischen Determinanten und Abhéngigkeiten, die sich in der konkre-
ten Form und Ausformung spezifischer Tatigkeiten abzeichnen und durch
die Arbeitspraxis mafigeblich mitgestaltet wird. Mit der damit getroffenen
Differenzierung zwischen dem organisationalen Framing auf der einen-
und der subjektiven Arbeitspraktik und Handlungsebene auf der anderen
Seite, gehen iiblicherweise auch zwei unterschiedliche Analyseperspektiven
einher.

Im Folgenden mdochten wir jedoch gerade die Wechselwirkungen und
Abhiéngigkeiten zwischen organisationaler (Meso-)Ebene und der prakti-
schen Handlungsebene (Mikroebene) in den Blick nehmen. Als geeigneter
Grundgedanke fiir unsere Betrachtung lasst sich daher zunéchst auf den,
urspriinglich auf Anselm Strauss zuriickgehenden, Ansatz der ,negotiated
order® (z. Dt.: Verhandlungsordnung) zuriickgreifen (1978). Unter der
negotiated order versteht Strauss die sich aus dem konkreten Handeln
herausbildenden organisationalen Muster und Strukturen. Die so entste-
hende (Verhandlungs-)Ordnung - man koénnte sie auch als eine emergen-
te Ordnung auslegen - versteht sich somit als das Ergebnis des rezipro-
ken Verhiltnisses der verschiedenen Interessen, Abhédngigkeiten, Initiativen
und Reaktionen der organisationalen Stakeholder. Der Ansatz von Strauss
nimmt damit vorrangig die prozessuale Qualitit organisationaler Struktu-
ren in den Blick, betont aber gleichermaflen die wechselseitige Beziehung
zwischen den beteiligten Akteuren und ihren jeweils spezifischen subjek-
tiven sozialen Kontexten. Freilich geht damit eine Abkehr von der eher
straditionellen’ Betrachtungsweise von Organisationen einher, bei der sich
organisationale Strukturmerkmale als formal konstituierte Ordnungsprinzi-
pien manifestieren, hin zu einer dynamischeren und flexibleren Auffassung,
die Organisationen als komplexe und sich stindig wandelnde Systeme be-
greift, deren Struktur und Funktionen sich sowohl aus formellen als auch
informellen Interaktionen und Prozessen herausbilden.

29

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.1 Station 1: Aufnahme mit Tablet

Folgt man der Prdmisse einer sich prozessual und interaktionsformig
herausbildenden Organisationsstruktur, konnen wir davon ausgehend zu-
gleich Implikationen fiir die Techniknutzung innerhalb von Organisatio-
nen ableiten. So lassen sich technische Applikationen und Gerite zunéchst
als wesentliche Bestandteile sozio-technischer Konstellationen resp. Inter-
aktionsverhiltnisse betrachten. Die konkrete Nutzung von technischen Ge-
ratschaften sowie digitalen Anwendungen realisiert sich dann innerhalb des
Spannungsverhaltnisses zwischen organisationalen Bedingungen, sozialen
und subjektiven Faktoren und den Attributen und Merkmalen der techni-
schen Artefakte selbst. Mit anderen Worten ist es also weder das Design
und die Usability einer z.B. digitalen Anwendung noch die mehr oder weni-
ger ausgepragte Technikaffinitit der individuellen Nutzer:innen oder die
spezifischen formellen Prozesse einer Organisation allein, die bestimmen,
in welcher Form und wie erfolgreich Technik zum Einsatz kommt. All diese
Faktoren spielen zwar eine wichtige Rolle fiir sich - dennoch realisiert
und reproduziert sich das Nutzungsverhalten aber erst im Wechselspiel
zwischen und durch die gegenseitigen Abhdngigkeiten dieser Faktoren ste-
tig neu.

4.1.1.3 Analyse und Diskussion

Mit diesen theoretischen Uberlegungen sollte unsere grundsitzliche Per-
spektive zum Zweck der Analyse und Diskussion nur kurz angerissen wer-
den. Fiir den nun folgenden Teil steht fiir uns nicht die Frage danach im
Zentrum des Interesses, inwiefern die beschriebenen Szenarien realistisch
sind, vielmehr mochten wir uns um einen Abgleich der hier aufgefiihrten
Zukunftsszenarien mit der Empirie, also der aktuellen Situation in den
Kliniken vor Ort, bemiithen und mogliche Konsequenzen des Einsatzes von
KI in unterschiedlichen Szenarien diskutieren. Davon ausgehend mdchten
wir insbesondere auf die Herausforderungen und Hiirden eingehen, denen
es fiir eine erfolgreiche Digitalisierung und Anwendung von kiinstlicher
Intelligenz in vielen Krankenhédusern zu begegnen gilt.

Wir beginnen mit einer kurzen Rekapitulation der fiir uns wichtigsten
Merkmale des ersten Abschnitts der Fallbeschreibung, auf die im Folgen-
den jeweils ndher eingegangen werden soll. Fiir uns bilden dabei allen
voran die arbeitspraktischen Implikationen des Technikeinsatzes (bzw. KI-
Einsatzes) unser vorrangiges Forschungsinteresse. Die fiir uns wesentlichen
Aspekte des ersten Abschnittes beziehen sich folglich gerade auf die damit
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verbundenen Fragestellungen. Konkret lasst sich also fragen, inwiefern sich
etwa die Arbeitsprozesse der Patient:innenaufnahme und -anamnese durch
die Verwendung von digitaler Technik und KI veréndern wiirden und
welche Effekte sich dadurch auf Arbeitshandlungen, Arbeitsorganisation
und Arbeitsbelastung ergeben. In diesem Abschnitt méchten wir uns darauf
beschrinken, diesen Fragestellungen mehr Volumen im aktuellen Diskurs
rund um KI in der Medizin zu verleihen, indem wir ihre Relevanz ver-
deutlichen, sie durch unsere empirische Forschung situativ ergédnzen sowie
kontextuell einbetten und erneut auf die Dynamiken und konstitutiven
Wechselwirkungen zwischen Subjekten, Organisation und Technik verwei-
sen.

4.1.1.4 Aufnahme

Noch vor der Anamnese stellt fiir gewShnlich die Patient:innenaufnahme
den ersten Kontakt zwischen den Patient:innen und den Beschiftigten vor
Ort dar. Da sich unser Beispiel in einer Notaufnahme abspielt, gibt es in
der Regel zwei mogliche Szenarien: die Einlieferung per RTW (Rettungs-
wagen) oder die Selbsteinweisung. Im Falle der Selbsteinweisung treten die
Patient:innen eigenstdndig an die Anmeldung heran. Hier wird sich als
Erstes nach der Befindlichkeit der Person erkundigt. Parallel zum ersten
Austausch zwischen Pflegekraft und Patient:in (und ggf. Angehorigen) wer-
den die Daten der Patient:innen bereits in das KIS (Krankenhausinforma-
tionssystem) eingepflegt. Dazu wird in der Regel unter Zuhilfenahme der
Elektronischen Gesundheitskarte (eGK) ein neuer Eintrag im Patientenma-
nagementsystem angelegt. Daran anschliefiend wird fiir den Patienten bzw.
die Patientin ein Eintrag im Notaufnahmeprogramm erstellt. In der Regel
erfolgt dabei auch direkt die Triagierung der Patientin bzw. des Patienten.
Durch die Einordnung in das Triagesystem entscheidet sich sodann der
weitere zeitliche Ablauf des Klinikbesuchs der Patient:innen.

Aufgrund der Symptome die Herr Miiller aufweist, ist davon auszugehen,
dass er bei der Triage der Sichtungskategorie II (SK II) zugeordnet werden
wiirde. Diese Kategorie trifft fiir Patient:innen zu, die nicht direkt vital
bedroht, jedoch sehr ernsthafte Erkrankungen oder Symptome aufweisen.
Die Kategorisierung in SK II bedeutet auch, dass sich die Behandlung
als sehr dringend darstellt und daher innerhalb der néchsten 10 Minuten
erfolgen muss. Fiir Herrn Miiller hitte dies zur Folge, dass er direkt in ein
Behandlungszimmer gebracht werden wiirde, wodurch es in diesem Szena-
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rio hochstwahrscheinlich nicht zur Anwendung eines Patient:innentablets
kommen wiirde. Davon unabhdngig wollen wir im Folgenden dennoch
einen genaueren Blick auf die mégliche Anwendung eines KI-unterstiitzten
Tablets zum Zwecke der Anamnese werfen.

4.1.1.5 Anamnese

Die Anamnese gilt seit jeher als ein bedeutender Eckpfeiler in der Medi-
zin. Als initiale Erfassung der Patientengeschichte erfolgt bereits durch die
Anamnese die Weichenstellung fiir die medizinische Diagnose und den
weiteren Behandlungsprozess (Steinkellner et al. 2020). Nicht selten gelan-
gen erfahrene Arzt:innen schon allein durch das Anamnesegesprich zu der
richtigen Diagnose (Hampton et al. 1975). Traditionell erfolgt sie in einem
personlichen Gesprach zwischen Arzt bzw. Arztin und Patient:in, wobei
Fragen zu fritheren Krankheiten, Symptomen, Medikamenteneinnahmen,
sozialem Hintergrund und familidren Krankheitsgeschichten gestellt wer-
den. Anamnesegespriche sind darauf ausgerichtet, eine moglichst solide
Verdachtsdiagnose zu induzieren und folgen dazu - zumindest in der Theo-
rie — einem trichterférmigen Ablauf. Das heifft, die Offenheit der Fragen
wird im Laufe des Gesprachs zugunsten der Spezifikation reduziert. An-
gesichts der zentralen Bedeutung gelingender Interaktion ist es wenig ver-
wunderlich, dass die kommunikativen Fahigkeiten des drztlichen Personals
besonders ins Gewicht fallen. Entsprechend zahlen die grundlegenden Fra-
getechniken und Herangehensweisen auch zu den integralen Bestandteilen
des Medizinstudiums. Letztlich bleibt die Qualitit von Anamnesegespra-
chen jedoch aufgrund ihres Interaktionscharakters zum grofien Teil abhdn-
gig von den subjektiven und individuellen Fahigkeiten und Eigenschaften
der durchfithrenden Person sowie den situativen Spezifika, die sich in dem
jeweiligen Gesprach zwischen Arzt bzw. Arztin und Patient:in ergeben.

Die - zumindest — partielle Aufldsung dieses Abhéngigkeitsverhaltnis-
ses durch die Verwendung digitaler bzw. KI-unterstiitzter Anwendungen
eroffnet somit vermeintlich das Potenzial einer subjektungebundenen - da
technisch-objektivierten — Anamnese. Neben den vielen Vorteilen, die mit
der digitalen Datenverwaltung und Vernetzung realisierbar werden und
die sich sowohl indirekt als auch ganz direkt auf das Arbeitsvolumen der
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Beschiftigten auswirken,’ liegt also eines der wohl vielversprechendsten
Potenziale einer digitalen Anamnese in der Unabhingigkeit gegeniiber
den oben genannten sozialen Faktoren (bzw. Verzerrungen) wahrend der
Erhebung. Denn Menschen haben Bediirfnisse, Wiinsche, Erwartungen,
Starken, Schwichen und Ziele. Fiir KI-Anwendungen gilt das natiirlich
nicht im gleichen Mafle. Daraus ldsst sich zudem schliefen, dass Menschen
ihr Handeln oder in diesem Fall ihre Arbeit entlang der sich daraus er-
gebenden Handlungsprinzipien und -préferenzen organisieren (konnen).
In Bezug auf das édrztliche Handeln spielen somit nicht zuletzt die Rah-
menbedingungen eine entscheidende Rolle fiir die Arbeitspraxis. So gilt
es zu beriicksichtigen, dass wir uns in einem Krankenhaus befinden, das
als Organisation Teil eines nach 6konomischen Prinzipien organisierten
gesellschaftlichen Funktionssystems ist. Die sich daraus ergebenden Hand-
lungserfordernisse und Funktionslogiken sind folglich diesen Prinzipien
unterworfen und schlagen sich bis tief in die Handlungsebene der einzel-
nen Akteur:innen nieder. So ldsst sich etwa die zeitliche Knappheit als
ein nahezu omniprisentes Strukturmerkmal in der Arbeitsorganisation
medizinischen Personals ausmachen. Arztinnen und Arzte genauso wie
Pfleger:innen organisieren und strukturieren das eigene Handeln also ent-
sprechend dieser Bedingungen. Insofern miissen sie ihre Arbeitstatigkeiten
dem strukturellen Zwang der 6konomischen Effizienz unterstellen. Tablets
unterliegen diesem 6konomischen Zwang natiirlich nicht im gleichen Ma-
Be. Gleiches gilt fiir KI-Anwendungen: Sie haben keinen Arbeitsvertrag
und miissen dementsprechend keine Pausenzeiten einhalten, sie werden
nicht miide (hochstens der Akku) und unkonzentriert, haben weder einen
guten noch schlechten Tag und kénnen sich beliebig viel Zeit fiir eine:n
jede:n Patient:in nehmen - sie sind also zundchst einmal unabhéngig. Aber
sind sie das wirklich?

Nein, denn auch fiir KI lésst sich eine schier endlose Liste von Abhén-
gigkeiten und Bedingungen formulieren, die ihre Funktionsweise determi-
nieren. Wihrend wir hier die auf vielfiltige Weise sowohl Skonomisch
als auch sozial und technisch geprégten Prozesse ihrer Konzeption, Herstel-

5 Als direkte Auswirkung lie8e sich etwa das Wegfallen der hidndischen Dokumentation
der Patient:innenangaben auffithren oder das Ubertragen analoger Daten in digitale
Formate. Als indirekte positive Auswirkungen auf das Arbeitsvolumen lassen sich hin-
gegen mittel- und langfristige Effekte anfiihren, die durch die digitale Dokumentation
ermdglicht werden. Etwa die leichtere Ubermittlung und Zuginglichkeit von Daten
(sofern rechtlich gestattet und technisch in Form von Schnittstellen moglich) und der
Abbau von arbeitstechnischen Redundanzen.
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lung, Vermarktung und Implementierung einmal ausklammern méchten,
bleiben selbst in der konkreten Anwendung noch eine Reihe von Abhén-
gigkeitsverhdltnissen bestehen - etwa die Gebundenheit an ein mediales
Trager-Artefakt, das sowohl mit Strom versorgt werden muss, als auch
Zugang zum IT-Netzwerk benotigt und dariiber hinaus den Verwendungs-
risiken technischer Gerite ausgesetzt ist.® Schon aus dieser kurzen und
unvollstandigen Aufzahlung lasst sich schliefien, dass mit der Verwendung
von Tablets eine Fiille neuer Arbeitserfordernisse einhergehen. Konkret er-
gibt sich daraus zunéchst die Notwendigkeit, Tablets nicht nur regelmaflig
zu laden und zu warten, denn bereits vor der Inbetriebnahme erfordert ihr
spaterer Einsatz eine IT-seitige Einbindung in die bestehende Infrastruk-
tur. Dariiber hinaus miissen die Gerite regelmaflig auf Software-Updates
gepriift und der praktische Umgang mit ihnen eingeiibt werden. All diese
Tatigkeiten erfordern folglich zunéchst Arbeitszeit und Ressourcen.

Ein weiterer sehr wesentlicher Aspekt, den es hier zu beriicksichtigen
gilt, besteht zudem in dem konkreten Umfeld unseres Fallbeispiels. Ge-
rade in der Notaufnahme einer neurologischen Klinik ist davon auszuge-
hen, dass vermehrt Menschen mit neurologischen Stérungen und Ausfall-
erscheinungen zu den Patient:innen zdhlen. Es stellt sich also die Frage,
inwiefern diese Patient:innen tiberhaupt in der Lage sind ein entsprechen-
des Gerdt zu bedienen resp. wie aussagekriftig die getitigten Angaben
sind und / oder wieviel (Mehr-)Aufwand dadurch fiir das Pflegepersonal
in Form von Unterstiitzungshandlungen entsteht. Erschwerend kommt
hinzu, dass viele der typischen Krankheitsbilder in der Neurologie unter
alteren Bevolkerungsgruppen weit hdufiger vertreten sind, wodurch sich
hier auch Fragen hinsichtlich der Versorgungsqualitdt im Kontext des ,Di-
gital Divide® auftun. In dieser Hinsicht stellt sich zudem die technische
Limitation als Manko dar, dass digitale Anwendungen oftmals nicht die
gleichen flexiblen Anpassungsmoglichkeiten bieten wie ihre analogen Pen-
dants (auf einem Fragebogen in Papierform lassen sich ggf. Anmerkungen
handschriftlich am Rand ergdnzen).

Auf arbeitspraktischer Ebene spielt letztlich insbesondere die Betrach-
tung ganzheitlicher Arbeitsprozesse die entscheidende Rolle, wenn es um

6 Im Gegensatz zu einem einfachen Klemmbrett mit Papier kann ein Tablet z.B. durch
einen Sturz einen Defekt erleiden. Gleichzeitig ist seine Ersetzung sowohl teuer als
auch zeit- und arbeitsintensiv. Dariiber hinaus konnen technische Gerite aufgrund
von Softwarefehlern, Hardwaredefekten oder falscher Handhabung ausfallen, was das
Risiko eines Datenverlusts in sich birgt. Hinzu kommt, dass sie potenziellen Hackeran-
griffen ausgesetzt sein konnen, was zusitzliche Sicherheitsanforderungen aufwirft.
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4.1.1 Soziologische Betrachtung

die Praktikabilitdt und den tatsachlichen Benefit des Einsatzes von KI-un-
terstiitzten Tablets geht. Denn im Kklinischen Alltag existiert ein isolierter
Prozess der Patientenanamnese schlichtweg nicht. Die Anamnese ist ein
Konstrukt, das sich unter Realbedingungen eher innerhalb einer mehr oder
weniger gut ineinandergreifenden Abfolge unterschiedlicher Arbeitsprozes-
se definieren ldsst. Nicht selten ist sie zeitlich und rdumlich asynchron,
findet also zu verschiedenen Zeiten in wechselnden rdumlichen Umgebun-
gen statt und beinhaltet mitunter auch den Austausch verschiedener Perso-
nen. So erhalten zum Beispiel Pflegekrifte wichtige Informationen {iber
Patient:innen, die sie wihrend ihrer interaktiven Arbeit in Erfahrung brin-
gen oder im Gesprach mit den Angehdrigen aufschnappen. Diese Informa-
tionen finden dann mitunter erst im Rahmen kurzer ,Flurgesprache’ den
Weg zum behandelnden Arzt oder der behandelnden Arztin. Auch sind
Anamnesegespriche in der Notaufnahme nicht selten sehr viel zielgerichte-
ter als etwa beim Besuch des Hausarztes oder der Hausérztin.

Der zum Teil eklatante Unterschied zwischen Kklinisch gelebter Arbeits-
praxis und den modellhaften Idealvorstellungen wirkt sich so auch auf
die Umsetzung von technischen Anwendungen aus. Vorlaufig lasst sich fiir
den Einsatz von KI unterstiitzten Patient:innentablets somit festhalten, dass
das Tablet zwar in der Theorie iiber unbegrenzte Zeitressourcen verfiigt,
die betroffenen Arbeitsprozesse jedoch trotzdem weiterhin personellen Auf-
wand und Zeitinvestition erfordern. Bei begrenzter Anzahl verfiigbarer Ta-
blets ware die Zeit, die ein:e Patient:in zum Ausfiillen der Anamnese hatte,
wiederum durch die Arbeitsabldufe in der Klinik limitiert - etwa, wenn
andere Patient:innen hinzu kommen oder der:die Patient:in zur Untersu-
chung aufgerufen wird. Mit anderen Worten wird in diesem Beispiel ein
bestimmter Arbeitsschritt digitalisiert — und durch KI sogar gewissermafien
autonom(isiert) gestaltet —, wodurch sich jedoch weder die organisationa-
len Rahmenbedingungen noch die strukturellen Determinanten verandern.
Das ,, Arbeits-Okosystem® vor Ort ist weiterhin nach den gleichen Funkti-
onsprinzipien organisiert wie zuvor.

Eine mogliche Ubernahme der Anamnese durch KI mutet dariiber hi-
naus beinahe ironisch an, da nicht selten argumentiert wird, dass durch
den Einsatz von digitaler Technik wieder Zeitressourcen fiir den direkten
Kontakt zwischen Arzt bzw. Arztin und Patient:in gewonnen werden sollen.
Eine KI, die ein zentrales Element des Kontaktes und der Beziehungspfle-
ge zwischen Arzt bzw. Arztin und Patient:in iibernimmt, lisst zumindest
Raum fiir Diskussionen welches Beziehungsverhéltnis wir uns zu unseren
behandelnden Arztinnen und Arzten wiinschen. So wirft die zunehmen-
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de Externalisierung dieser und dhnlicher Titigkeiten generell die Frage
auf, inwiefern sich dadurch langfristige Auswirkungen in Bezug auf das
Beziehungsverhiltnis zwischen Arzt:in und Patient:in ergeben. Denn der
Anamnese ldsst sich neben ihrer medizinischen sicher auch eine Reihe
sozialer Funktionen attestieren, die im Zuge der Substitution durch KI
keine addquate Kompensation erhalten.

Key take-aways

« KI und digitale Tools miissen in bestehende Arbeitsprozesse passen: Der Einsatz von Tech-
nologie kann Arbeitsabldufe erleichtern und trotzdem zusitzliche Belastungen schaffen. Effi-
zienzsteigerung durch KI gelingt nur, wenn sie sinnvoll in den Klinikalltag integriert wird
- unter Beriicksichtigung organisatorischer Strukturen, vorhandener Ressourcen und realer
Arbeitsbedingungen.

Digitale Anamnese bringt neue Herausforderungen mit sich: Wahrend sie subjektive Ver-
zerrungen reduzieren kann, entstehen neue Abhéngigkeiten durch Technikwartung, Schu-
lungsbedarf und digitale Hiirden fiir Patient:innen. Gleichzeitig sind subjektive Aspekte wie
Empathie, Vertrauen und nonverbale Signale essenziell fiir die Diagnosequalitdt und das
Arzt-Patient:innen-Verhiltnis.

Mehr Technik bedeutet nicht automatisch mehr Zeit fiir Patient:innen: Digitale Anamnese
verkiirzt die direkte Interaktion mit Arzt:innen, obwohl KI oft als Mittel zur Stirkung der
Arzt-Patient:innen-Beziehung beworben wird. Die Einfithrung sollte daher kritisch mit Blick
auf die tatsachlichen Effekte erfolgen.

4.1.2 Erkenntnistheoretische Betrachtung: Die Epistemologie der Medizin
im Zeitalter der kiinstlichen Intelligenz

Rico Hauswald

Wir méchten mit einigen grundsétzlichen Bemerkungen zur Epistemologie
der Medizin beginnen und der Frage nachgehen, was diese zum Einsatz
medizinischer KI-Systeme und speziell zur Beschreibung eines Falls wie
dem von Herrn Miiller beitragen kann. Wir werden kurz auf drei in der
aktuellen Epistemologie der Medizin zentrale Diskussionsbereiche einge-
hen, ndmlich (1) die Bewertung medizinischer Wissensanspriiche, (2) die
epistemologische Charakterisierung des Arzt-Patienten-Verhéltnisses und
(3) die Problematik epistemischer Ungerechtigkeit in Medizin und Gesund-
heitswesen.

4.1.2.1 Medizinische Wissensanspriiche

Generell geht es in der Epistemologie (Erkenntnistheorie) um die Analyse
epistemischer Phinomene wie Wissen, Uberzeugung oder Verstehen, die
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Reflexion auf deren Voraussetzungen und die Bewertung von Praktiken
ihres Zustandekommens - sowohl im Allgemeinen als auch im Hinblick auf
spezielle Anwendungsbereiche. So reflektiert und bewertet die Epistemolo-
gie der Medizin etwa die Geltungsanspriiche verschiedener Paradigmen
wie der sogenannte evidenzbasierten Medizin (vgl. z.B. Howick 2017),
der ,patienten-“ und ,personenzentrierten® Medizin (z.B. Marcum 2017)
oder auch komplementir- und alternativmedizinischer Verfahren (z.B.
Hansen/Kappel 2017; fiir eine umfassende Diskussion siehe auch Solomon
2015).

Vor diesem Hintergrund ldsst sich die Frage aufwerfen, wie die Ver-
sprechungen des modernen Gesundheitssystems in epistemischer Hinsicht
grundsitzlich eingeschétzt werden sollten. Herr Miiller wird als Person
charakterisiert, die ihre Gesundheit ,gelegentlich vernachldssigt“ und
»Arztbesuche und Behandlungen in der Hoffnung, dass sich gesundheitli-
che Beschwerden mit der Zeit von selbst 10sen’, verschiebt. Fine solche Hal-
tung kann sicher unterschiedliche Ursachen haben, etwa Bequemlichkeit
oder auch eine gewisse Grundskepsis gegeniiber dem Gesundheitssystem.
Die Frage ist aber, ob diese Haltung zwangsldufig irrational sein muss. Geht
man von der vielbeachteten Theorie des ,,medizinischen Nihilismus® (me-
dical nihilism) des Medizintheoretikers Jacob Stegenga aus (Stegenga 2018),
so ist keineswegs klar, dass die Antwort in einem uneingeschrankten ,ja“
besteht. Stegenga bestreitet nicht, dass die moderne Medizin beeindrucken-
de Leistungen vollbringen kann. Dennoch argumentiert er auf Grundlage
der aktuellen epistemologischen Diskussion fiir die These, ,that we should
have little confidence in the effectiveness of medical interventions® (2018,
1). Er begriindet diese Behauptung mit verschiedenen methodologischen
Uberlegungen und dem Verweis auf eine Reihe von Defiziten, die das mo-
derne Gesundheitswesen und die medizinische Forschung charakterisieren.
Zu diesen Defiziten gehort das Spektrum an Verzerrungen, fiir das die zu
einem signifikanten Anteil privatwirtschaftlich organisierte medizinische
Forschung anfillig ist und das von subtilen Interessenkonflikten und unbe-
wussten Biases bis zur kompletten Falschung von Daten reichen kann.” Die
medizinische Verdffentlichungspraxis weist einen eklatanten Publikations-
bias auf, d.h. eine systematische Verzerrung aufgrund der Bevorzugung von
Studien mit bestimmten Ergebnissen, wiahrend andere — meist solche mit
negativen oder nicht signifikanten Ergebnissen — unverdffentlicht bleiben.

7 Vgl. zu diesem Komplex ausfithrlicher auch Frances (2013), Goldacre (2012), Gotzsche
(2013), Jureidini/McHenry (2020), Krimsky (2003), Sismondo (2018).
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Dadurch entsteht ein verzerrtes Gesamtbild der Evidenz, das die wissen-
schaftliche Erkenntnis und Entscheidungsfindung beeinflussen kann. Als
Folge steckt die medizinische Forschung in der sogenannten Replikations-
krise, die in der bahnbrechenden Arbeit von Ioannidis (2005) diagnosti-
ziert wurde (d.h. Studienergebnisse kénnen oft nicht reproduziert werden,
weil fiir ihre Publikation kontingente Faktoren ausschlaggebend waren,
aber nicht die Tatsache, dass sie der Wahrheit entsprechen).® Iatrogene
Schidigungen, Uberdiagnostik (overdiagnosis), Medikalisierung oder disea-
se mongering (,Krankheitserfindung®) sind weitere viel diskutierte proble-
matische Aspekte. Angesichts all dieser Phianomene auf der einen Seite
und der Tatsache, dass der menschliche Organismus ja durchaus iiber ein
nicht unerhebliches Maf§ an Selbstheilungskriften verfiigt, auf der anderen
Seite, scheint die Maxime, nicht bei jedem Kopfschmerz sofort einen Arzt
aufzusuchen, durchaus nicht vollig irrational zu sein. Das heifSt natiirlich
nicht, dass es nicht viele Situationen gibt, in denen genau dies geboten ist.
Jedenfalls scheint Herr Miiller angesichts seiner Symptomatik gut daran
getan zu haben, nach zweiwdchigem Zogern doch die Notaufnahme aufzu-
suchen und sich an das medizinische Personal zu wenden.

4.1.2.2 Das Arzt-Patienten-Verhaltnis aus epistemologischer Perspektive

Der typische Arzt-Patienten-Kontakt kann aus epistemologischer Perspek-
tive als Experten-Laien-Beziehung charakterisiert werden, d.h. grob gesagt
als Interaktion zwischen einer Person, die aufgrund von Ausbildung, Trai-
ning oder Talent spezielle Kenntnisse eines bestimmten Bereichs besitzt,
und diese einer anderen Person zur Verfiigung stellt, die diese Kenntnis-
se nicht besitzt, aber nétig hat. Eine solche epistemische Asymmetrie
ist wohlgemerkt keine zwingende Voraussetzung fiir eine Arzt-Patienten-

8 An dieser Stelle konnte die Frage aufgeworfen werden, ob der Einsatz von kiinstlicher
Intelligenz in der medizinischen Forschung - im Gegensatz zur Verwendung bei Dia-
gnostik oder Therapie in der klinischen Praxis — dazu beitragen kann, diese Defizite
zu beheben. Unstrittig ist einerseits, dass der Einsatz von KI in der Forschung enorme
Potentiale mit sich bringt. So lassen sich durch KI etwa Korrelationen in komplexen
Datensdtzen aufspiiren, die andernfalls unentdeckt geblieben wiren. Andererseits sind
die Aussichten einer Verwendung von KI in der Forschung bislang noch mit vielfalti-
gen Unsicherheiten behaftet (vgl. etwa Koskinen 2024; Messeri/Crockett 2024). Was
die beschriebenen Verzerrungen und Biases in der medizinischen Forschung betrifft,
ist insbesondere zu bedenken, dass diese in hohem Mafle mit Interessenkonflikten
zusammenhangen, die durch den Einsatz von KI allein nicht beseitigt wiren.
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Beziehung - auch eine medizinische Koryphde braucht, etwa in einem
Notfall, manchmal selbst medizinische Hilfe -, aber im Fall von Herrn
Miiller, der uns als Person ohne besondere medizinische Expertise vorge-
stellt wird, scheint die typische, epistemisch asymmetrische Konstellation
vorzuliegen. Die Erkenntnistheorie hat in den letzten Jahrzehnten erhebli-
che Anstrengungen unternommen, um zu einem genaueren Verstindnis
der Epistemologie des Experten-Laien-Verhaltnisses beizutragen, das ein
charakteristisches Merkmal unserer arbeitsteilig organisierten und in star-
kem Mafle durch Spezialisierung geprigten modernen ,Wissens-“ bzw. ,,In-
formationsgesellschaft® darstellt. Zentrale Fragestellungen, die in diesem
Zusammenhang erdrtert worden sind, betreffen etwa:

« das Definitionsproblem: Wie sollten Begriffe wie ,Experte“ oder ,,Exper-
tise“ (sowie verwandte Begriffe wie ,epistemische Autoritat", ,epistemi-
sches Vertrauen“ oder ,epistemische Abhangigkeit“) definiert werden?®

o das Identifikationsproblem: Wie konnen Laien, die ja per definitionem
nicht oder nur sehr begrenzt mit dem fraglichen Expertisebereich ver-
traut sind, einschldgige Experten fiir diesen Bereich identifizieren und
im Fall widerspriichlicher Aussagen durch unterschiedliche (vermeintli-
che) Experten zu einer gerechtfertigten Urteilsbildung gelangen?'©

« das Deferenzproblem: Wie sollten sich Laien gegeniiber Experten verhal-
ten, beispielsweise in Situationen, in denen sie Griinde zu haben glauben,
die eine andere Schlussfolgerung als die von dem Experten geduflerte
nahelegen?!!

9 Vgl. z.B. Selinger/Crease (2006). Speziell zu epistemischer Abhingigkeit vgl. u.a.
Hardwig (1985), zu epistemischer Autoritdt Zagzebski (2012), zu epistemischem Ver-
trauen Hardwig (1990), Dormandy (2020).

10 Mit dieser Herausforderung sind etwa Patienten, die sich eine ,Zweitmeinung®
einholen, oft konfrontiert. Fiir eine klassische erkenntnistheoretische Analyse der
~novice/2-expert“-Konstellation vgl. Goldman (2001). Fiir Herrn Miiller stellt sich
im Zusammenhang mit dem Identifikationsproblem etwa die Frage, an welche Stelle
er sich mit seinen Beschwerden genau wenden sollte. Wieso wendet er sich an die
neurologische Notaufnahme der Uniklinik und nicht anderswohin? Wie ist diese
Wahl zu bewerten?

11 Sollten sie z.B. mehr oder weniger blind der medizinischen Autoritét vertrauen, wie
es der klassische medizinische Paternalismus nahelegt (,Doctor knows best“)? Fiir
eine kritische Diskussion vgl. z.B. Popowicz (2021). Generell zum epistemischen
Paternalismus vgl. Bernal/Axtell (2020).
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o das Transferproblem: Welche epistemischen Giiter (d.h. Uberzeugungen,
Wissen, Verstehen usw.) kdnnen von Experten an Laien vermittelt wer-
den, und welchen Bedingungen unterliegt ein solcher Transfer?!2

Die Entwicklung neuer Technologien, insbesondere das Aufkommen im-
mer leistungsfdhigerer KI-Systeme, fithrt zu grundlegenden Verdnderun-
gen in unserer arbeitsteilig organisierten epistemischen Praxis (Hauswald
2025b). Das betrifft auch die Medizin und das Arzt-Patienten-Verhaltnis.
KI-Systeme werden in zunehmendem Mafle zur Unterstiitzung der Arbeit
von Experten eingesetzt, in unserem Fall etwa von Frau Navarro, Herrn
Mettin und den anderen an der Behandlung von Herrn Miiller beteiligten
Arztinnen und Arzten. Von einigen Autoren ist die dariiberhinausgehende
Erwartung artikuliert worden, dass medizinische Experten in absehbarer
Zukunft sogar ginzlich durch KI-Systeme ersetzt werden konnten.® In
diesem Zusammenhang zeichnet sich die Notwendigkeit einer Modifika-
tion und Erweiterung der bereits erwdhnten epistemischen Herausforde-
rungen ab. Welche Verhaltensweisen sind etwa fiir einen medizinischen
Laien rational, der mit einem als sehr zuverléssig eingeschitzten KI-System
konfrontiert ist, das ihm eine bestimmte medizinische Information oder
Empfehlung gibt, wohingegen ein menschlicher Mediziner eine widerspre-
chende Information oder Empfehlung zum Ausdruck bringt?"* Welches
Verhalten ist rational, wenn zwei unterschiedliche KI-Systeme sich wider-
sprechende Informationen oder Empfehlungen geben?®> Und wie sollte
sich ein medizinischer Laie rationalerweise epistemisch verhalten, wenn

12 Genauere Ausfithrungen zu den vier Fragestellungen finden sich in Hauswald
(2024a) und Jager (2025).

13 Hatherley (2021) unterscheidet diesbeziiglich zwischen ,substitutionists’; die der Auf-
fassung sind, dass Arzte irgendwann bei der Erfiillung wichtiger klinischer Aufgaben
und Rollen durch fortschrittliche KI iibertroffen und iiberfliissig gemacht werden,
und ,extensionists’, die argumentieren, dass KI die Fahigkeiten und Kompetenzen
menschlicher Kliniker lediglich erweitern und verbessern wird, ohne sie vollstindig
zu ersetzen.

14 Fiir den medizinischen Experten ergibt sich ein #hnliches Problem: Wie sollte er
sich in Fallen von ,Meinungsverschiedenheiten mit KI-basierten Unterstiitzungssys-
temen rationalerweise verhalten? Vgl. dazu Kempt/Heilinger/Nagel (2023).

15 Diese beiden Situationstypen stellen Variationen des von Goldman (2001) analysier-
ten ,novice/2-expert“-Problems dar. Man konnte sie das ,Laien/Experten-KI“-Prob-
lem und das ,Laien/2-KIs“-Problem nennen (Hauswald 2021, 373). Bereits 2014 ergab
eine Studie, dass ca. zwei Drittel der Patienten in Deutschland parallel zu Arztbesu-
chen auch ,Dr. Google® zurate ziehen, um érztliche Empfehlungen zu iberpriifen
oder mehr tiber sie zu erfahren (vgl. Kriiger-Brand 2014). Eine Analyse von Google
als ,Surrogat-Experten® hat Simpson (2012) vorgelegt.
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er gute eigene Griinde zu haben glaubt, ein Urteil zu fdllen, das von der
Empfehlung eines als zuverldssig eingeschitzten medizinischen KI-Systems
abweicht?16

Was wir bislang tiber die epistemische Asymmetrie zwischen Arzt und
Patient gesagt haben, ist in einer wichtigen Hinsicht verkiirzt gewesen.
Typischerweise besitzt ndmlich nicht nur der Arzt Expertise, sondern auch
der Patient, und das gilt auch fiir medizinische Laien wie Herrn Miiller.
Patienten sind normalerweise so etwas wie ,Experten in eigener Sache® Sie
wissen oft am besten, was sie fiir Symptome haben, kennen ihre eigene
medizinische Geschichte, ihre Erfahrungen mit bestimmten Medikamen-
ten oder Stoffen (Unvertraglichkeiten, Allergien usw.) oder haben sonstige
relevante Informationen (z.B. iiber ihren familidren Hintergrund, ihre Le-
bensverhdltnisse usw.).” Dies sind in der Regel Informationen, die fiir
den weiteren Verlauf der Behandlung entscheidend sind und daher dem
medizinischen Personal zunichst mitgeteilt werden miissen. Genau dies tut
Herr Miiller im ersten Abschnitt unserer Geschichte mithilfe des Tablets.

In der Erkenntnistheorie ist das, was wir gerade ,Expertise in eigener
Sache® genannt haben, primir unter dem Stichwort ,Selbstwissen® disku-
tiert worden (s. z.B. Cassam 2014). In der Regel wird angenommen, dass
Menschen eine erstpersonale epistemische Autoritét in Bezug auf bestimm-
te Informationen besitzen, die sie selbst betreffen. Wie grof3 diese Autoritat
genau ist und welche Typen von Informationen unter sie fallen, ist aller-
dings umstritten. Oft wird angenommen, dass Personen eine besonders
ausgeprégte erstpersonale Autoritdt in Bezug auf ihre mentalen Zustidnde
besitzen, also z.B. dariiber, ob sie an einer bestimmten Stelle Schmerzen, ob
sie bestimmte subjektive Eindriicke oder Wahrnehmungen oder bestimmte

16 Die entsprechende Spielart des epistemischen Paternalismus lief8e sich auf die Formel
~Computer knows best” bringen (McDougall 2019). Fiir eine Diskussion der Frage,
inwieweit davon die Rede sein kann, dass KI-Systeme geeignete Objekte epistemi-
schen Vertrauens sein konnen, vgl. Hauswald (2024b). Fiir eine Diskussion des Defe-
renzproblems in Bezug auf medizinische KI-Systeme vgl. auch Wolkenstein (2024).

17 Manche medizinische Laien haben sich dariiber hinaus gewisse im engeren Sinn me-
dizinische, oft punktuell fiir ihre jeweilige Problematik einschlagige Fachkenntnisse
angeeignet. Das ist insbesondere bei Menschen mit chronischen Krankheiten, die
iiber lingere Zeit oder ihr ganzes Leben mit ihren Beschwerden zurechtkommen
missen, nicht selten der Fall. Watson (2022, 113ff.) trifft in diesem Zusammenhang
eine Unterscheidung zwischen thin expertise — das betrifft z.B. das Selbstwissen von
Patienten beziiglich ihrer eigenen mentalen Zustinde - und thick expertise — z.B.
das detaillierte medizinische Fachwissen, das ein chronisch Kranker beziiglich der
eigenen Krankheit erworben hat.

41

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.1 Station 1: Aufnahme mit Tablet

Wiinsche und Uberzeugungen haben. Zu solchen mentalen Zustinden hat
jeder jeweils selbst einen direkten, unmittelbaren Zugang, einen Zugang,
den andere Personen, einschlieSlich des medizinischen Personals, nicht
besitzen. Bei anderen Formen von Selbstwissen wie z.B. dem Wissen {iber
die eigenen Charaktereigenschaften, Wertvorstellungen oder emotionalen
Dispositionen — Cassam (2014) spricht in diesem Zusammenhang von
»substanziellem Selbstwissen® — ist die erstpersonale Autoritét sicherlich
weniger stark ausgepragt (falls es sie iiberhaupt gibt!®). Aber auch in Bezug
auf substantielles Selbstwissen diirften Patienten bei einem Erstkontakt
mit medizinischem Personal in der Regel ein wesentlich hoheres Mafl an
Expertise besitzen.

Patienten bringen ihre ,Expertise in eigener Sache® wohlgemerkt ledig-
lich typischerweise in den Behandlungsprozess ein. Der Grund ist, dass
manche Patienten (z.B. kleine Kinder) gar keine oder nur geringfiigige
derartige Expertise besitzen oder sie (wie im Fall Bewusstloser) zwar
grundsitzlich haben, aber nicht zu artikulieren imstande sind. Auch sol-
che Patienten konnen fiir das medizinische Personal gleichwohl ,Infor-
mationsquellen® sein. Die Erkenntnistheorie macht einen kategorischen
Unterschied zwischen testimonialen Informanten einerseits und bloflen
Informationsquellen andererseits.” Wenn man (um ein Beispiel von Fricker
(2012) aufzugreifen) eine Person mit starkem Sonnenbrand beobachtet,
dann kann sie, ohne dass man iiberhaupt mit ihr kommunizieren muss,
eine Informationsquelle sein, die die Schlussfolgerung nahelegt, dass die
Sonne stark geschienen haben muss. Dieselbe Person wire ein testimonia-
ler Informant, wenn sie z.B. die Mitteilung macht: ,Die Sonne hat stark
geschienen® Sehr kleine Kinder oder bewusstlose Patienten konnen keine
testimonialen Informanten, wohl aber Informationsquellen sein, insbeson-
dere wenn die Arzte weiterfiihrende Untersuchungen an ihnen durchfiih-
ren. Wenn dagegen Herr Miiller die verschiedenen Daten in das Tablet
eingibt, dann tritt er als testimonialer Informant in Erscheinung. Das
schliefit freilich nicht aus, dass er auch, parallel dazu, eine Informations-
quelle im nicht-testimonialen Sinn ist. Es diirfte sogar eher die Regel als
die Ausnahme sein, dass Patienten - willentlich oder unwillentlich — Arzten
in dieser ,ganzheitlichen“ Weise Informationen zur Verfiigung stellen, also
sowohl testimonial als auch nicht-testimonial. Herr Miiller kann explizit
mitteilen: ,Ich habe Wortfindungsstorungen®. Aber auch, wenn er vergessen
sollte, dieses Symptom explizit zu benennen, kann Frau Navarro es unter

18 Vgl. Vazire/Carlson (2011).
19 Zu testimonialer Erkenntnis vgl. z.B. Coady (1992), Gelfert (2014), Lackey (2008).
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4.1.2 Erkenntnistheoretische Betrachtung

Umstdnden unmittelbar erkennen, wenn er bei der Schilderung seines Falls
eben schlicht Wortfindungsstorungen erkennen lisst. Arzte horen nicht nur
die Mitteilungen, die Patienten ihnen geben, sondern sie beobachten auch,
wie sie dies tun.

Es wire zu fragen, inwieweit diese ganzheitliche Wahrnehmung von
Patienten noch gewdéhrleistet ist, wenn die Erfassung von Symptomen, me-
dizinischen Hintergriinden usw. allein tiber technische Mittel wie Herrn
Miillers Tablet erfolgt. Natiirlich hat Herr Miiller spater auch noch direkten
Kontakt mit dem medizinischen Personal. Trotzdem konnte es als proble-
matisch bewertet werden, wenn die Arzt-Patienten-Interaktion um einen
wichtigen Teil reduziert wird. Das Zeitfenster, in dem der Arzt mit dem
Patienten direkt interagiert, schrumpft moglicherweise, was die Chance
verkleinert, dass wichtige Informationen nicht-testimonial vermittelt wer-
den.?® Eine Losungsmoglichkeit wére zu erwégen, inwieweit auch eine rein
technische Erfassung von Patienteninformationen so verbessert werden
kann, dass sie den beschriebenen ,,ganzheitlichen“ Charakter aufweist. Ob-
wohl Herrn Miillers Tablet wahrscheinlich noch nicht dazu in der Lage ist,
scheint doch nicht prinzipiell ausgeschlossen zu sein, dass Patienteninfor-
mationen mittels fortschrittlicher KI in einer Weise (z.B. multisensorisch)
erfasst und ausgewertet werden, die dem ganzheitlichen Charakter der
menschlichen Arzt-Patienten-Interaktion nahekommt oder sie qualitativ
sogar noch iibertrifft (weil kérperliche Reaktionen, unbewusste Signale
usw. mit technischen Mitteln zumindest potentiell viel genauer beobachtet
werden konnen als mit bloflem menschlichen Auge).

4.1.2.3 Epistemische Ungerechtigkeit in Medizin und Gesundheitswesen

Die vorangegangenen Ausfithrungen legen nahe, dass die Interaktion zwi-
schen Patient und Arzt im Sinne einer kollaborativen Epistemologie rekon-
struiert werden sollte: Beide Seiten bringen bestimmte Informationen ein,
beiden Seiten konnen dabei Fehler unterlaufen, und beide tragen einen
Teil der Verantwortung dafiir, dass der gemeinsame Untersuchungsprozess
gelingt (womit nicht behauptet sei, dass die Verantwortung gleichverteilt
ist) (Nordin 2000; Popowicz 2021). Der Beitrag, den Patienten zu diesem
Untersuchungsprozess leisten konnen und sollten, wird im modernen Me-
dizinbetrieb aber keineswegs immer in angemessener Form anerkannt und

20 Vgl. dazu auch die soziologischen Uberlegungen in Kap. 4.L1.
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4.1 Station 1: Aufnahme mit Tablet

beriicksichtigt. In der Erkenntnistheorie kann ein solches Versaiumnis mit-
hilfe des Konzepts der epistemischen Ungerechtigkeit beschrieben werden.
Miranda Fricker, die dieses Konzept mafgeblich gepragt hat (vgl. Fricker
2007), unterscheidet zwischen zwei Grundformen: testimoniale und her-
meneutische Ungerechtigkeit. Erstere liegt vor, wenn die Auflerung einer
Person in ihrer Glaubwiirdigkeit abgewertet wird aufgrund von (z.B. ras-
sistischen, sexistischen oder klassistischen) Vorurteilen, die das Publikum
gegeniiber der Person hat. Letztere ergibt sich dann, wenn sich in unse-
ren ,kollektiven hermeneutischen Ressourcen® bestimmte ,,Liicken” finden,
aufgrund derer Menschen nicht in der Lage sind, bestimmte Erfahrungen
zu begreifen und zu artikulieren.?!

Waihrend Fricker diese Konzepte ohne speziellen Fokus auf den Medi-
zinbetrieb eingefiihrt hat, lassen sie sich unschwer auch auf diesen anwen-
den. Patienten sind — wie insbesondere Havi Carel und Ian James Kidd in
einer Reihe von Arbeiten gezeigt haben - nicht selten in vielfaltiger Weise
epistemischer Ungerechtigkeit ausgesetzt (vgl. z.B. Carel/Kidd 2014; 2017;
Kidd/Carel 2017; 2021). Patienten befinden sich typischerweise als solche in
einer besonders vulnerablen, schwachen Position. Sie befinden sich — wie
Herr Miiller - oft in einer bedngstigenden Ausnahmesituation und/oder
verfiigen nicht tiber medizinisches Fachvokabular, um ihre Anliegen zu
artikulieren, was sie anfillig dafiir macht, in epistemisch ungerechter Weise
behandelt zu werden:

»[Platients’ testimonies are often dismissed as irrelevant, confused, too
emotional, unhelpful, or time-consuming. A common complaint from
clinicians is that patients’ speech is full of irrelevant information, that
patients are (understandably) upset and therefore can be irrational, and
that listening for medically relevant information precludes listening to
other information conveyed in patient speech (such as existential con-
cerns, need for empathy, or emotional content).“ (Carel/Kidd 2014, 530)

21 Als Beispiel fiir hermeneutische Ungerechtigkeit konnte man an Personen denken,
die an seltenen, wenig beachteten bzw. bislang wenig erforschten Krankheiten leiden.
Aufgrund der Abwesenheit eines Diskurses steht solchen Personen woméglich nur
ein unzureichendes Repertoire an Begriffen und anderen hermeneutischen Ressour-
cen zur Verfiigung, um ihre Erfahrungen zu konzeptualisieren und sie anderen
gegeniiber mitzuteilen. Fricker (2007, 152) diskutiert diesen Fall wohlgemerkt nur
als Beispiel fiir eine hermeneutische Benachteiligung, nicht fiir hermeneutische Un-
gerechtigkeit im engeren Sinn. Tremain (2017, 177f.) macht aber deutlich, dass er sehr
wohl als hermeneutische Ungerechtigkeit interpretiert werden kann.
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Natiirlich kann es manchmal gerechtfertigt sein, bestimmte Auferungen
nicht ernst zu nehmen. Aber in manchen Situationen werden Auflerungen
nicht ernst genommen, obwohl dies geboten wire, und diese Fille sind es,
die sich als epistemische Ungerechtigkeit beschreiben lassen.

Die epistemische Benachteiligung, die Patienten als Patienten unter Um-
stinden erfahren, kann sich {iberlagern und noch verschirft werden durch
andere Diskriminierungsformen, die manche Patienten aufgrund ihrer
sozialen Identitdten bzw. ihrer Zugehorigkeiten zu bestimmten sozialen
Gruppen erfahren. So schreiben Kidd und Carel (2021, 81):

»An ill person is never just an ill person: they will have a gendered
identity, a racialised identity, a sexual identity, a professional identity,
and so on. Moreover, these many social identities are intersecting and
not isolated from one another. Working class black women, for instance,
suffer not just the individual costs of classism, racism, and sexism, but
the compounded effects of those forms of discrimination.”

Im Falle des ehemaligen Lagerarbeiters Herrn Miiller wére etwa an die
Méglichkeit einer klassistischen Diskriminierung zu denken.

Was konnte sich durch KI an solchen Schieflagen dndern? Einerseits
konnte man vermuten, dass es durch KI zumindest potentiell zu Verbesse-
rungen kommen kann. Das medizinische Personal ist manchmal iiberlastet
oder iiberfordert und iibergeht deswegen die Bediirfnisse von Patienten
oder nimmt deren Auferungen nicht ernst. Arzte und Pflegende kénnen
personliche Abneigungen oder Vorurteile haben und deswegen manche
Patienten benachteiligen und andere bevorzugen. In dem Maf3e, in dem die
Quelle solcher ,,menschlichen Schwachen® beseitigt werden kann, wird das
Gesundheitssystem vielleicht auch weniger anfallig fiir daraus resultierende
Phanomene epistemischer Ungerechtigkeit. Anders als Menschen sind KIs
niemals miide oder abgelenkt, und sie haben keine personlichen Abneigun-
gen, Vorlieben oder affektiven Impulse, denen sie nachgeben konnten.

Andererseits weisen KI-Systeme oft sogenannten algorithmischen Bias
auf, der sogar schwerwiegender ausfallen kann als der psychologische Bi-
as von Menschen (fiir eine allgemeine Diskussion vgl. Fazelpour/Danks
2021). Ein wichtiger Grund, aus dem es zu algorithmischem Bias kommt,
liegt in Verzerrungen von Daten, anhand derer die Algorithmen trainiert
werden.?? Wenn bereits in den Trainingsdaten bestimmte Phdnomene der
Diskriminierung eingeschrieben sind, dann wird die KI diese lernen und

22 Vgl. dazu etwas ausfiihrlicher die medizinethischen Uberlegungen in Kap. 4.1.3.
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4.1 Station 1: Aufnahme mit Tablet

im Einsatz reproduzieren, auch ohne dass sie dazu eine eigene Psyche oder
ein emotionales Leben briuchte.

Key take-aways

«+ Die Epistemologie der Medizin bewertet die Geltungsanspriiche verschiedener Paradigmen
wie der sogenannten evidenzbasierten Medizin, der patienten- und personenzentrierten Me-
dizin oder auch komplementir- und alternativmedizinischer Verfahren.

« Ein wichtiges Anwendungsfeld ist zudem die Analyse der Arzt-Patienten-Beziehung, die typi-
scherweise einen epistemisch asymmetrischen Charakter aufweist. KI-Anwendungen werden
diese Beziehung zunehmend transformieren.

« Trotz ihres asymmetrischen Charakters sollte die Arzt-Patienten-Beziehung im Sinne einer
kollaborativen Epistemologie rekonstruiert werden. Wird dieser kollaborative Charakter in
der klinischen Praxis vernachléssigt, besteht die Gefahr, dass es zu epistemischer Ungerechtig-
keit kommt.

4.1.3 Medizinethische Betrachtung: Prinzipien der Medizinethik und die
Ethik von Algorithmen

Kathi Beier und Martin Hahnel

4.1.3.1 Einleitung

Es gibt keine allgemeine Ethik der KI. In allen Bereichen, in denen KI
eingesetzt wird - sei es im Militdr, in Medizin und Pflege, im Journalis-
mus, im Polizei-, Justiz- oder Gerichtswesen, in der Verwaltung oder im
Bildungswesen etc. -, unterscheiden sich die eingesetzten Technologien
so deutlich voneinander, dass auch bereichsspezifische ethische Leitlinien
in der Regel noch zu abstrakt sind, um durchgreifende normative Kraft
zu entfalten. Das heifSt nicht, dass allgemeine ethische Prinzipien fiir den
Umgang mit KI tiberfliissig wiren; sie konnen trotz allem eine erste Orien-
tierung geben.?®* Doch fiir aussagekriftige ethische Bewertungen einzelner
KI-Anwendungen braucht es einerseits einen genauen Blick auf die konkre-
ten Technologien, die zum Einsatz kommen (sollen), und andererseits ein
Verstindnis des Arbeitsfeldes, in das die KI integriert wird (bzw. werden
soll).

Methodisch bedeutet das dreierlei: Jede ,,KI-Ethik“ muss erstens techno-
logiebezogen sein, d.h. sich mit den technischen Details der jeweils ethisch

23 Vgl. dazu zuletzt u.a. Fenner (2025), Kap. 3, und Hihnel/Miiller (2025).

46

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.1.3 Medizinethische Betrachtung

zu beurteilenden KI-Systeme auskennen.?* KI-Ethiker:innen missen zwei-
tens interdisziplindr arbeiten, d.h. sich von den Kenntnissen der anderen
Wissenschaftler:innen und Praktiker:innen, die an der Entwicklung und
dem Einsatz des jeweiligen KI-Systems beteiligt sind, informieren lassen
und mit ihnen kooperieren. Und drittens muss eine ,,Ethik der KI“ anwen-
dungsorientiert vorgehen, d.h. die Maf3stibe und Kriterien ihrer Beurtei-
lung immer auch vom konkreten Anwendungsbereich her entwickeln. Kurz
gesagt: Ethische Reflexionen zu KI sind dann hilfreich, wenn sie den so
genannten ,embedded ethics approach® verfolgen und wie erldutert auf
dreifache Weise eingebettet sind.?*

Das gilt auch fiir die ethische Beurteilung der Entwicklung und des
Einsatzes von KI im medizinischen Bereich. Das medizinethische Teilpro-
jekt ist in besondere Weise dazu aufgerufen, auf den embedded ethics
approach zuriickzugreifen, da dieser in der Lage ist, KI-Technik, Medizin-
ethik und klinische Praxis zu verbinden. Er ist damit ein Schlissel, um
vertrauenswiirdige, gerechte und menschenzentrierte KI in der Medizin zu
entwickeln. Ohne ihn besteht die Gefahr, dass KI-Losungen zwar technisch
funktionieren, aber gesellschaftlich und moralisch scheitern.?

Wir werden zunidchst die grundlegenden medizin- bzw. bioethischen
Prinzipien erldutern, die Tom Beauchamp und James Childress 1979 ent-
wickelt haben und die heute in der ethischen Betrachtung von KI eine
wichtige Rolle spielen (Abschnitt 2). Obwohl diese Prinzipien nicht rein
abstrakt sind, sondern speziell fiir den medizinischen Bereich und - wie die
Autoren sagen - als ,Prinzipien mittlerer Reichweite® entwickelt wurden,
sind sie (noch) nicht auf den Umgang mit KI zugeschnitten. Darum bedarf
es zusitzlich einer Analyse der ethischen Probleme im Zusammenhang mit
der Entwicklung von KI-Systemen, insbesondere mit Blick auf die Verarbei-
tung personenbezogener Daten sowie die Funktionsweise von Algorithmen
und maschinellem Lernen (Abschnitt 3). Mit den Ergebnissen aus beiden
Abschnitten wenden wir uns dann unserem Fallbeispiel zu und erértern
die erste Station von Herrn Miillers Patientenweg, seine Anmeldung und
Aufnahme in einer neurologischen Klinik (Abschnitt 4).

24 In dieser Hinsicht betont u.a. Misselhorn 2018, S. 46-47, dass ,KI-Ethik“ Uberschnei-
dungen mit der Maschinenethik, der Roboter-, der Informations- und der Computer-
ethik aufweist.

25 Vgl. dazu etwas ausfiihrlicher Miiller/Hahnel 2025.

26 Vgl. zu diesem Ansatz in Verbindung mit medizinischer KI McLennan et al. 2022.
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4.1 Station 1: Aufnahme mit Tablet
4.1.3.2 Medizinethische Grundprinzipien

Grundsitzlich kann man davon ausgehen, dass auch im Bereich der Me-
dizin die Geltung und Beriicksichtigung zentraler ethischer Prinzipien,
Werte, Normen und Tugenden, d.h. guter Charaktereigenschaften, so wie
wir sie aus anderen Bereichen des praktischen Lebens kennen, aufgrund
der besonderen strukturellen Anforderungen und Gegebenheiten, die im
Gesundheitswesen herrschen, nicht suspendiert werden. Gleichwohl ist
eine ethische Bewertung von Personen und Prozessen im medizinischen
Bereich von verschiedenen bereichsspezifischen Faktoren abhingig, die es
gesondert zu betrachten gilt und die auch im Falle einer KI-unterstiitzten
Patientenbetreuung im Krankenhaus von grofer Bedeutung sind.

Ohne Zweifel spielen im medizinischen Bereich Nutzenerwégungen und
Bewertungen von Handlungsfolgen eine wichtige Rolle (Utilitarismus bzw.
Konsequentialismus). Das Gleiche gilt fiir Uberlegungen zu Verpflichtun-
gen und moralischen Anspriichen, die Personen gegeneinander erheben
konnen (deontologische Ansitze). Und schlieSlich ist auch der Einfluss
charakterlicher Dispositionen auf die Entscheidungsfindung in volatilen
Problemkonstellationen nicht zu unterschitzen (Tugendethik). Es ist aller-
dings hochst problematisch, medizinisches Handeln auf Basis nur einer
der genannten Moraltheorien ethisch zu bewerten (fiir eine Ubersicht vgl.
Fuchs/Gottschlich 2019). Denn die erwédhnten klassischen Begriindungs-
paradigmen normativer Ethik sehen sich bezogen auf die Medizin mit
ihren typischen Problembereichen (v.a. Reproduktionsmedizin, Schwan-
gerschaftsabbruch, Sterbehilfe, Transplantationsmedizin) und spezifischen,
in dieser Form woanders nicht vorkommenden Personengruppen und Rol-
lenbildern (v.a. thematisiert im Arzt-Patienten-Verhaltnis) sowie den be-
sonderen institutionellen und soziotechnischen Gegebenheiten (die nicht
selten zu Bewertungen unter nicht-idealen Bedingungen fiithren) mit zahl-
reichen sowohl theoretischen als auch anwendungsbezogenen Schwierig-
keiten konfrontiert, die sie je aus sich heraus nicht gut auflésen kénnen
(vgl. Sturma/Heinrichs 2015, 2f.; Flynn 2020).

Vor allem ein Einwand wird immer wieder vorgebracht: Die meisten
theoretischen Ansétze der normativen Ethik seien nicht in der Lage, der
schwer durchschaubaren Vielschichtigkeit medizinethischer Problemfille
bzw. Dilemmata, der auflerordentlichen Dringlichkeit drztlichen Handelns
und der Komplexitat interaktioneller Prozesse in Organisationen des Ge-
sundheitswesens gerecht zu werden. Der Einwand hat dazu gefiihrt, dass
sich in der aktuellen Medizinethik in Bezug auf die Formulierung medi-
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zinethischer Grundprinzipien eine Strategie des ,kleinsten gemeinsamen
Nenners“ herausgebildet hat, wobei gerne auf Mischformen ethischer
Theorien zuriickgegriffen wird.?”

Um den besonderen Praktikabilitdtsanforderungen zu entsprechen, oh-
ne auf eine ethische Reflexion im Sinne klassischer Begriffsanalyse zu
verzichten, wird besonders héufig auf den so genannten Prinzipialismus
(Principlism) zuriickgegriffen. Er ist von Tom L. Beauchamp und James
F. Childress in ihrem zum Klassiker gewordenen Buch Principles of Bio-
medical Ethics aus dem Jahr 1979 begriindet worden.?® Darin verteidigen
sie ein Set von vier moralischen Prima-facie-Prinzipien, das ,als analyti-
sches Grundgeriist allgemeiner, aus der gemeinsamen Moral abgeleiteter
Normen“ fungieren kénne, ,die einen gemeinsamen Ansatzpunkt fiir die
biomedizinische Ethik darstellen® (Beauchamp/Childress 2024, 52). Im
Einzelnen sind das:

(1) Respekt fiir die Autonomie (respect for autonomy) von Patient:innen:
weine Norm des Respektierens und Unterstiitzens autonomer Entschei-
dungen®

(2) Nicht-Schaden (non-maleficence): ,eine Norm des Vermeidens der
Verursachung von Schaden (harm)*

(3) Wohltatigkeit (beneficence): ,eine Gruppe von Normen, die die Linde-
rung (relieving), Minderung (lessening) oder Vermeidung (preventing)
von Schaden betreffen, die Versorgung mit Unterstiitzungsleistungen
(benefits) und das Abwiégen des Nutzens (benefits) gegeniiber den Risi-
ken und Kosten®

(4) Gerechtigkeit (justice): ,eine Gruppe von Normen fiir die gerechte
Verteilung von Leistungen, Risiken und Kosten®

Diese vier Grundprinzipien dominieren den heutigen Diskurs zur normati-
ven Begriindung der Medizinethik. Viele betrachten sie nach wie vor als
ein ,weithin akzeptiertes methodisches Werkzeug“ (Sturma/Heinrichs 2015,
3). Das zeigt sich auch daran, dass auf sie sowohl bei der Entwicklung und
dem ethischen Design von KI-Systemen (vgl. Meier et al. 2022a, 2022b) als
auch bei der ethischen Bewertung medizinischer KI zuriickgegriffen wird.
Dabei wird allerdings oft ein fiinftes Prinzip mit hinzugezogen:

27 Vgl. fiir eine Differenzierung der verschiedenen Theoriekonstruktionen in der Medi-
zinethikdebatte Hahnel/Miiller 2025.

28 Das Buch liegt auf Englisch mittlerweile in 13. Auflage vor und ist 2024 erstmals in
deutscher Ubersetzung erschienen (Prinzipien der Bioethik, Karl Alber: Baden-Baden
2024). Zitate beziehen sich auf diese Ubersetzung.
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4.1 Station 1: Aufnahme mit Tablet

(5) das Prinzip der Erklarbarkeit (explainability): KI-Systeme sollten auf
Algorithmen beruhen, die die Beteiligten verstehen, im besten Falle
sogar erkldren kénnen (vgl. Adams 2023).

Doch die von Beauchamp und Childress verteidigten Prinzipien und das
pluralistische Verfahren ihrer Begriindung (vgl. dazu McMillan 2018) ha-
ben in den letzten Jahrzehnten auch viel Kritik erfahren. Dabei steht be-
sonders die Moglichkeit ihrer Ubertragung auf den Bereich medizinischer
KI zur Debatte. Wie etwa Brent Mittelstadt ausfuhrt, weist die KI-Entwick-
lung im Unterschied zur Medizin Merkmale auf, die eine Anwendung der
genannten Prinzipien auf diesen Bereich stark limitieren: So hat die KI-
Entwicklung kein gemeinsames Ziel und kennt keine Treue- bzw. Fiirsorge-
pflichten (fiduciary duties), wie sie in der Medizin zu finden sind; sie ent-
behrt einer Berufsgeschichte und damit der Entwicklung eines Berufsethos;
sie kennt keine getesteten Methoden fiir die Uberfithrung von Prinzipien
in die Praxis; es fehlt ihr an belastbaren rechtlichen und professionellen
Mechanismen fiir Verantwortung und Zurechenbarkeit (Mittelstadt 2019,
501).

Etliche dieser Defizite lassen sich im Laufe der weiteren Entwicklung
von medizinischer KI zum Teil sicher ausgleichen. Jedenfalls greift auch
der Deutsche Ethikrat in seiner Stellungnahme zur Datenverarbeitung im
Gesundheitswesen die Prinzipien der Autonomie, des Nicht-Schadens, der
Wohltatigkeit und der Gerechtigkeit auf (Deutscher Ethikrat 2018, 213-225).
Wir werden bei unserer Analyse des Patientenweges von Herrn Miiller
darauf zuriickkommen.

Der Prinzipialismus auf der einen Seite und eine ethische Entwicklung
und Evaluation von KI-Technologien auf der anderen schlielen sich also
nicht aus. Im Gegenteil, sie konnen und sollten aufeinander bezogen wer-
den. In diesem Sinne betonen auch McLennan et al.: ,As Al increasingly
moves into the clinic, it is likely that a multi-layered approach for translat-
ing ethical principles into AI systems will be most successful, including
increased support for ‘bottom-up’ Al ethics (McLennan et al. 2022, 2)

4.1.3.3 Zur Ethik von Daten und Algorithmen

Die Integration von KI-Technologien in den medizinischen Bereich ver-
langt aus ethischer Sicht, wie deutlich geworden sein sollte, eine von
der irztlichen und pflegerischen Praxis informierte Ubertragung morali-
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scher Prinzipien in den klinischen Alltag. In diesem Sinne muss eine
medizinische KI-Ethik zugleich ,von oben® (top-down), d.h. von den Mo-
ralprinzipien her, die ihrer Natur gemaf3 allgemein gelten, und ,von unten®
(bottom-up), d.h. von der berufsspezifischen Praxis und den konkreten
Problemen im Krankenhaus her entwickelt werden.?® Ein dritter Faktor ist
die KI-Technik selbst, die sich in den letzten Jahren rasant entwickelt hat
und dies auch weiterhin tun wird. Um sie auf ethisch vertretbare Weise
zu entwickeln und in den klinischen Kontext zu integrieren, miissen alle
Beteiligten voneinander lernen: KI-Entwickler:innen brauchen ein hinrei-
chendes Verstindnis der medizinischen Hintergriinde und der relevanten
Moralprinzipien, das medizinische Fach- und Pflegepersonal braucht ein
hinreichendes Verstdndnis sowohl der KI-Technologien als auch der Medi-
zin- und Technikethik, und Ethiker:innen brauchen ein hinreichendes Ver-
standnis der relevanten medizinischen Aufgaben und des pflegerischen All-
tags sowie der Funktionsweise der relevanten KI-Technologien. In diesem
Sinne gebrauchen McLennan et al. den Begriff ,embedded ethics® in einer
weiten Bedeutung, ,namely to refer to the ongoing practice of integrating
ethics into the entire development process—here ethics becomes a truly
collaborative, interdisciplinary enterprise” (McLennan et al. 2022, 3).

Ein Verstandnis einschldgiger KI-Technologien setzt grundlegende
Kenntnisse {iber Daten, Algorithmen und maschinelles Lernen voraus.
Jedes einzelne der technischen Elemente ist mit ethischen Herausforderun-
gen verbunden. Entsprechend ist die Computer- und Informationsethik in
eine ganze Reihe von Bereichen aufgefichert, etwa die Datenethik oder die
Ethik von Algorithmen. Dass das sinnvoll und notwendig ist, um ethische
Probleme zu erkennen und Losungen fiir sie zu finden, wollen wir hier
kurz am Bereich der Ethik von Algorithmen verdeutlichen.

Ein Algorithmus ist, so Catrin Misselhorns allgemein gehaltene Begriffs-
erklirung, eine ,Handlungsvorschrift zur Losung eines Problems, die bei
korrekter Anwendung zuverldssig das gewiinschte Ergebnis hervorbringt.
In Einzelschritten werden dabei Eingabedaten in Ausgabedaten umgewan-
delt* (Misselhorn 2018, 265). Eher als mathematisches Konstrukt verstan-

29 Die Unterscheidung wird auch zur Bezeichnung verschiedener Methoden der Mo-
ralimplementierung bei KI-Systemen gebraucht: top-down bezeichnet hier die expli-
zite Programmierung von Regeln, bottom up dagegen ein induktives, nicht regelba-
siertes (maschinelles) Lernen durch Beobachtung und Mustererkennung. Vgl. zu die-
sem Ansatz des ethics-by-design Miller/Hahnel (2025). Ethics-by-Design-Ansitze und
der hier in Anschlag gebrachte embedded ethics approach sind komplementdr und
sollten idealerweise kombiniert werden, um einen verantwortungsvollen Umgang mit
KI in der Medizin zu gewahrleisten.
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den definiert R.K. Hill den Begriff so: ,a finite, abstract, effective, com-
pound control structure, imperatively given, accomplishing a given purpose
under given provisions” (Hill 2015, 47). Das bedeutet einerseits, dass Algo-
rithmen sehr verschieden voneinander sein kdnnen, weil sie zur Losung
jeweils verschiedener Probleme bzw. zur Erreichung ganz unterschiedlicher
Zwecke entwickelt werden.

Andererseits jedoch werden viele KI-Modelle, auch die medizinischen,
auf dhnliche Weise trainiert, ndmlich mithilfe von Methoden des ,,maschi-
nellen Lernens“ bzw. des “machine learning” (ML). So kdnnen sie aus
Datensdtzen Regeln extrahieren. Enthdlt beispielsweise ein Datensatz alle
Vitaldaten, Daten zur Medikation und andere relevante Parameter von Pati-
ent:innen und dazu Informationen dariiber, ob und wie oft diese gestiirzt
sind, dann kann der Algorithmus aus diesen Daten Regeln ablesen, die
es erlauben, ein Sturzrisiko vorauszusagen. Maschinelles Lernen kann in
verschiedenen Formen stattfinden. Beim iiberwachten Lernen (supervised
learning) werden Trainingsdaten und Zielvariablen benétigt, mit denen
dem Algorithmus beigebracht werden kann, fiir Datenpunkte, z.B. eine
Patientin, zukiinftige Ereignisse vorherzusagen. Beim uniiberwachten Ler-
nen (unsupervised learning) braucht es keine dezidierten Zielvariablen; ein
Modell analysiert die Struktur der Daten und kann auf Basis der gelernten
Struktur neue Daten generieren. Beim verstirkten Lernen (reinforcement
learning) wird das Modell als Teil einer Umgebung gesehen, mit der es in-
teragieren kann; jede Interaktion fithrt zu einer Belohnung oder Bestrafung
des Modells, die ihm hilft, seine Leistung zu verbessern.>°

Warum braucht es eine Ethik von Algorithmen? Die kurze Antwort,
die Brent Mittelstadt und seine Co-Autor:innen in dem einflussreichen
Aufsatz ,The Ethics of Algorithms: Mapping the Debate® aus dem Jahr
2016 geben, lautet: ,Algorithms are inescapably value-laden” (Mittelstadt
et al. 2016, 1) Das liegt daran, dass die Entwicklung und Nutzung von
Algorithmen immer aufgrund bestimmter Werte und Interessen erfolgt,
wobei die einen Werte und Interessen anderen vorgezogen werden. Sowohl
Entwickler:innen als auch Nutzer:innen generieren und gebrauchen Algo-
rithmen unweigerlich mit ganz bestimmten, oft unreflektierten moralischen
Vorstellungen im Kopf. Dabei ist es schwer, den Einfluss menschlicher
Subjektivitdt und individueller ethischer Perspektiven genau zu identifizie-
ren. Erschwerend kommt hinzu, dass KI-Modelle bis zu einem gewissen
Grad autonom arbeiten, d.h. ihre Funktionsweise meist opak bleibt. Sie

30 Fiir die technik-philosophischen Details hinter diesen und weiteren Methoden des
maschinellen Lernens vgl. Mainzer 2024, Kap. IV und V.
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gleichen einer ,black box®. Das bedeutet, dass auch die Arbeitsweise eines
Algorithmus, ohne dass wir das wollen, ethisch problematisch sein kann,
etwa voreingenommen oder diskriminierend. Auf Algorithmen basierende
KI-Technologien sind also keineswegs ethisch neutral. Die Aufgabe einer
Ethik von Algorithmen besteht darin, die moralischen Herausforderungen,
vor die uns Algorithmen stellen, zu verstehen, zu reflektieren und, wenn
moglich, Losungen fiir entstehende Probleme zu finden.

Dankenswerterweise stellt das Autorenteam um Brent Mittelstadt in sei-
nem Beitrag einen konzeptuellen Rahmen zur Verfiigung, mit dessen Hilfe
es moglich ist, diese Herausforderungen strukturiert in den Blick zu neh-
men. Sie benennen zundchst drei epistemologische Bedenken, d.h. solche,
die die Qualitét der Daten (die Input-Seite) betreffen:

(i)  Das Problem der nicht-beweiskriftigen Aussagen (inconclusive evi-
dence): Algorithmen produzieren wahrscheinliches und damit unsi-
cheres Wissen. Sie arbeiten mit Korrelationen. Korrelationen sind
keine Aussagen iiber kausale Zusammenhédnge. Zudem betrifft das
Wissen, das Algorithmen generieren, immer nur Klassen, nicht Indi-
viduen. Das ist fiir den medizinischen Kontext besonders wichtig zu
wissen. Mittelstadt et al. schreiben: ,Even if strong correlations or
causal knowledge are found, this knowledge may only concern popu-
lations while actions are directed toward individuals.” (Mittelstadt et
al. 2016, 5)

(i) Das Problem der nicht nachvollziehbaren Belege (inscrutable evi-
dence): Wie Algorithmen arbeiten, ist uns meist nicht transparent.
Algorithmus-basierte KI-Technologien haben fiir uns einen Black-
Box-Charakter. Transparenz setzt sowohl Zuganglichkeit (accessibili-
ty) als auch Verstindlichkeit (comprehensibility) voraus; beides ist bei
vielen Algorithmen, u.a. aus kommerziellen Griinden, nicht gegeben.
Intransparenz verursacht jedoch eingeschranktes Wissen. Daher soll-
ten wir uns der Limitationen der Art des Wissens, das KI-Systeme
produzieren, bewusst sein. Um sicheres Wissen zu erlangen, wiren
erkldrbare Modelle hilfreich, noch besser interpretierbare; doch die
sind derzeit noch nicht umsetzbar, weil sie sehr zeitaufwendig und
teuer waren (vgl. Rudin 2019). Verglichen mit Menschen stellen uns
KI-betriebene Maschinen also vor Probleme, die Mittelstadt et al. so
beschreiben: ,,[...] algorithmic processing contrasts with traditional
decision-making, where human decision-makers can in principle
articulate their rationale when queried [...]. (Mittelstadt et al. 2016,
7)
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(iii)

Das Problem der fehlerhaften Informationsverarbeitung (misguided
evidence): Auch Algorithmen kommen zu voreingenommenen (bia-
sed) oder verzerrten Entscheidungen. Die Auffassung, dass KI-be-
triebene Maschinen nicht voreingenommen wiren, ist schlicht un-
realistisch. Denn bei Entwicklung und Design eines Algorithmus
gibt es auf jeder Stufe nicht die eine objektiv richtige Wahl, sondern
immer mehrere Optionen, aus denen ausgewéhlt werden muss. Jede
Wahl aber erfolgt wertgeleitet. So kann es zu absichtlichen oder
unabsichtlichen, zu technischen oder auch zu emergenten biases
kommen, d.h. zu solchen, die durch eine bestimmte Interpretation
des Outputs entstehen.

Zusitzlich zu diesen drei strukturellen epistemologischen Problemen be-
nennen die Autor:innen zwei normative bzw. ethische Bedenken, die v.a.
die Output-Seite eines Algorithmus betreffen:

(iv)

(v)

Das Problem unfairer Resultate (unfair outcomes):
Voreingenommene Entscheidungen kénnen zu diskriminierenden
Handlungen fithren. Hier ist es wichtig, Voreingenommenheit (bi-
as) begrifflich von Diskriminierung zu unterscheiden: Voreingenom-
menheit betrifft Uberlegungen und Entscheidungen, also unser Den-
ken; diskriminierend dagegen ist man im Handeln und durch seine
Handlungen, z.B. indem man die einen in den Club lasst und den
anderen den Zugang verwehrt. Auch Algorithmen kénnen diskrimi-
nieren. Will man das verhindern, muss man gezielt besondere Mafi-
nahmen ergreifen.

Das Problem transformativer Effekte (transformative effects):
Personalisierte Algorithmen bewegen sich auf einem schmalen Grat
zwischen einerseits der Unterstiitzung und andererseits der Kontrolle
der Entscheidung einer Person, des sogenannten Datensubjekts. Da
es intransparente Interessen beteiligter Personen und Personengrup-
pen geben kann, ist fiir die Nutzer:innen nicht immer deutlich, ob
ihre Entscheidungen blof3 unterstiitzt oder schon manipuliert bzw.
fremdbestimmt werden. Internet-Werbung und Spotify-Vorschldge
sind Beispiele fiir dieses Problem. ,The subject’s autonomy in deci-
sion-making is disrespected when the desired choice reflects third
party interests above the individual’s’, so Mittelstadt et al. (2016, 9).

Jedes einzelne dieser Probleme und alle fiinf Probleme zusammengenom-
men fiihren schlief3lich zu einem letzten groflen strukturellen Problem:
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(vi) Das Problem der Riickverfolgbarkeit (traceability):

Verantwortung fiir etwas zu {ibernehmen, setzt voraus, dass man
zuriickverfolgen kann, wer warum welche Entscheidungen getroffen
und aus welchen Beweggriinden wie gehandelt hat. Anschuldigungen
und Vorwiirfe sind nur gerechtfertigt, wenn die Akteure iiber ihr
Handeln einen bestimmten Grad von Kontrolle hatten bzw. ihr Han-
deln beabsichtigt war. Wer aber ist fiir einen entstandenen Schaden
verantwortlich, wenn die Entscheidungen und Handlungen von me-
dizinischen Fach- und Pflegepersonen auf einer KI-Technologie mit
Black-Box-Algorithmus beruhen? Wem ist der Schaden dann zuzu-
rechnen? Das wird viel diskutiert, ist aber nach wie vor eine offene
Frage.

Die strukturellen Probleme, die Mittelstadt und seine Kolleg:innen anspre-
chen, werden durch das verstdrkt, was man als ,automation bias“ bezeich-
net. Damit ist der psychologische Effekt gemeint, dass die Informationen,
die der Algorithmus eines KI-Systems auswirft, aufgrund der dem Men-
schen weit tiberlegenen Leistungen in der Daten- und Informationsverar-
beitung fiir zuverldssig und vertrauenswiirdig gehalten werden.®! Das ist
gefdhrlich, denn wie erwdhnt kénnen Algorithmen und die auf ihnen ba-
sierenden KI-Technologien in vielerlei Hinsicht fehlerhaft sein, z.B. selbst
vorurteilsbehaftet oder diskriminierend. Ein weiteres Problem benennt der
Deutsche Ethikrat:

»Damit wird Verantwortung - zumindest unbewusst - an diese ,Quasi-
Akteure’ delegiert. Selbst wenn ein KI-System normativ strikt auf die
Rolle der Entscheidungsunterstiitzung begrenzt wird, kann Automation
Bias dazu fiithren, dass ein KI-System allméhlich in die Rolle des eigent-
lichen ,Entscheiders® gerdt und menschliche Autorschaft und Verantwor-
tung ausgehdhlt werden.“ (Deutscher Ethikrat 2023, 22)

Brent Mittelstadt und seine Kolleg:innen wie auch andere leiten aus der
Analyse dieser strukturellen Probleme etliche ethische Empfehlungen ab.
Im Zentrum steht dabei das so genannte ,human monitoring®, d.h. eine
moglichst durchgehende menschliche Begleitung und Uberwachung der
KI-Technologie, vom Daten-Input iiber das Design bis hin zur Interpreta-
tion des Outputs. Ziel und Zweck des ,human monitoring® ist es, das zu

31 Vgl. Heinrichs et al. 2022, 119, die feststellen, ,dass KI-Systeme insgesamt eine hohe
suggestive Wirkung entfalten, d.h. Menschen neigen dazu, solchen Systemen zu ver-
trauen und ihre Ergebnisse (zu) unkritisch zu iibernehmen®
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bewahren, was als ,,Meaningful Human Control“ (MHC) bezeichnet wird:
Trotz der Abgabe von Titigkeiten an technische automatisierte Prozesse
soll in einem entscheidenden Sinne eine menschliche Kontrolle erfolgen.

Fir die Input-Seite von medizinischer KI bedeutet das u.a., wie der
Deutsche Ethikrat empfiehlt, bei der Auswahl der Trainings-, Validierungs-
und Testdatensdtze mithilfe von Dokumentationspflichten sicherzustellen,
»dass die fiir die betreffenden Patientengruppen relevanten Faktoren (wie
z.B. Alter, Geschlecht, ethnische Einflussfaktoren, Vorerkrankungen und
Komorbiditdten) hinreichend berticksichtigt werden“ (Deutscher Ethikrat
2023, 60). Mittelstadt et al. (2016, 8) benennen weitere technische Mafinah-
men, die ergriffen werden miissen, um zu verhindern, dass Algorithmen
voreingenommene oder diskriminierende Entscheidungen treffen.

Dabei sind zuvor schon, also bei der Sammlung, Verarbeitung und
Weitergabe von gesundheitsbezogenen Daten, ,strenge Anforderungen und
hohe Standards in Bezug auf Aufklirung, Datenschutz und Schutz der
Privatheit zu beachten” (Deutscher Ethikrat 2023, 160).

Fiir die Output-Seite hélt der Deutsche Ethikrat fest: ,Bei routineméfii-
ger Anwendung von KI-Komponenten sollte nicht nur gewahrleistet wer-
den, dass bei denjenigen, die sie klinisch nutzen, eine hohe methodische
Expertise zur Einordnung der Ergebnisse vorhanden ist, sondern auch
strenge Sorgfaltspflichten bei der Datenerhebung und -weitergabe sowie bei
der Plausibilititspriifung der maschinell gegebenen Handlungsempfehlun-
gen eingehalten werden.“ (Deutscher Ethikrat 2023, 161)

Fiir das Design bedeutet ,human monitoring® schlief3lich, bei der Gestal-
tung von KI-Produkten zur Entscheidungsunterstiitzung ,sicherzustellen,
dass die Ergebnisdarstellung in einer Form geschieht, die Gefahren etwa
von Automatismen (Automation Bias) transparent macht, ihnen entgegen-
wirkt und die die Notwendigkeit einer reflexiven Plausibilitatspriifung
der jeweils vom KI-System vorgeschlagenen Handlungsweise unterstreicht*
(Deutscher Ethikrat 2023, 160).

Diese und weitere Uberlegungen stehen natiirlich im Hintergrund der
ethischen Bewertung unseres Fallbeispiels. Sie sind bereits bei der ersten
Station des Patientenweges von Herrn Miiller relevant, seiner Anmeldung
in der Notaufnahme einer neurologischen Klinik.

4.1.3.4 Ethische Analyse von Station 1: Aufnahme mit Tablet

Unseren bisherigen Ausfithrungen geméfl muss die ethische Analyse von
Herrn Miillers Patientenweg lange vor seiner Ankunft in der Notaufnahme
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beginnen. Sie miisste bereits bei der Entwicklung der KI-Technologien
ansetzen, denen Herr Miiller auf seinem Weg begegnen wird. Bei der ersten
Station ist das der Chatbot, der bei der Eingabe der persdnlichen Daten
auf dem Patienten-Tablet zur Verfiigung gestellt wird. Ethisch relevant sind
hier und im Weiteren vor allem die technischen und datenbezogenen sowie
die sozialen Aspekte bei Entwicklung und Einsatz der KI. Wir werden sie
im Folgenden nacheinander naher beleuchten.

A) Technik und Big Data

Von der technischen Seite her stellen sich folgende Fragen: Welche Tech-
nologie kommt hier zum Einsatz? Wie funktioniert der zugrundeliegende
Algorithmus? Ist er transparent, gar erklirbar? Wie wurde er trainiert?
Welche Daten wurden fiir das Training benutzt? Haben die Personen, de-
ren Daten verwendet wurden, der Datenverarbeitung zugestimmt? Gehort
der Chatbot einer privaten Firma? Wer hat seine Entwicklung finanziert
und wer ibernimmt die Kosten seines Einsatzes? Diese Fragen weisen auf
verschiedene Werte und Normen hin.

Wie oben ausgefiihrt hat die Antwort auf die Frage nach der Transparenz
des Algorithmus Auswirkungen darauf, wer fiir die Handlungen des KI-Sys-
tems verantwortlich gemacht werden kann und im Schadensfall haftet.
Schaden kann bei einem Chatbot etwa dadurch entstehen, dass er Dialekte
ausgrenzt oder sich verletzend duflert. Vermutlich liegt dem Chatbot ein
Large Language Model (LLM) zugrunde. Es wird derzeit heifl diskutiert,
ob solche Modelle tiuschen konnen und ob sie die Nutzer:innen zu gefahr-
lichen Anthropomorphismen verleiten (vgl. Hagendorff 2024).

Die Frage nach den Daten beriihrt Aspekte der Gerechtigkeit, Autono-
mie und Solidaritat. Der Deutsche Ethikrat (2018, 222-226) beschreibt mit
Blick auf Big-Data-Anwendungen im Gesundheitsbereich aus gerechtig-
keitsethischer Perspektive vier Problemfelder, mit denen auch Herr Miiller
konfrontiert ist. Erstens werden Daten innerhalb der Wissensgemeinschaft
nicht in dem Mafle ausgetauscht und zugénglich gemacht, wie es erforder-
lich wire; das liegt vor allem an datenschutzrechtlichen Bedenken, aber
u.a. auch daran, dass Kliniken, private Firmen oder Forschungsteams die
von ihnen erhobenen Daten als ihr Eigentum betrachten, auch wenn sie
zu ihrer Erhebung und Auswertung offentliche Forschungsgelder oder
Infrastruktur genutzt haben. Der Chatbot im Tablet wird Herrn Miiller
umso besser helfen konnen, je mehr Daten er verarbeiten kann. Zweitens
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entstehen schleichend monopolartige Strukturen, die den Zugang zu Da-
tensammlungen erschweren und damit Teilhabegerechtigkeit verhindern.
Drittens fordert der rasant wachsende Markt an Gesundheits-Apps, die auf
die Forderung eines gesunden Lebensstils ausgerichtet sind, wegen des im
Hintergrund stehenden Gedankens der Leistungsgerechtigkeit den Solida-
ritatsgedanken hinter der gesetzlichen Krankenversicherung (GKV) heraus.
Das betrifft unter Umstanden auch Herrn Miuller, der bisher von sich
aus wenig zur Pravention von Krankheiten beigetragen hat und nun fiirch-
ten muss, dass er sich auch zukiinftig nicht mehr gegen solche Angebote
entscheiden darf, wenn er das moéchte. Viertens erzwingt die zunehmend
digitalisierte Umwelt die Entwicklung der Fahigkeit, verantwortlich mit ei-
genen (und fremden) gesundheitsbezogenen Daten umzugehen. Fiir Herrn
Miuller bedeutet das, dass er entweder selbst verstehen und uberblicken
muss, wer die in dem Tablet eingegebenen Daten iiber ihn wie und wofiir
verwendet, oder eine moglichst umfassende Aufkldrung iiber Art, Umfang
und Zweck der Datensammlung einfordert, bevor er dazu seine wirklich
informierte Zustimmung geben kann. Es ist sehr wahrscheinlich, dass Herr
Miiller - so wie die meisten Patient:innen in Deutschland - weder das eine
noch das andere tut.

Durch Big Data steht iiberdies die Solidaritét innerhalb der GKV, zu der
auch Herr Miiller gehort, unter Druck. Der Deutsche Ethikrat erinnert:

»Grundlage der Solidargemeinschaft in der GKV ist die geteilte Vulnera-
bilitat aller gegeniiber Krankheitsrisiken, die nicht sicher antizipierbar
und quantifizierbar sind, und derentwegen die Mitglieder der solidari-
schen Pflicht unterliegen, tiber die kollektive Finanzierung eines gesetz-
lichen Fonds in allen Féllen der Erkrankung einzelner Mitglieder fiir
die anfallenden Behandlungskosten gemeinschaftlich einzustehen. (ebd.,
232)

Mit Hilfe von Big Data sind Krankheitsrisiken immer besser bestimmbar.
Das birgt im Nebeneinander von GKV und privater Krankenversicherung,
so der Ethikrat, die ,,Gefahr einer verstarkten Selektion von Personen mit
glinstigem/niedrigem Risikoprofil durch private Versicherer auf Kosten der
gesetzlichen Solidarsysteme, denen dadurch Mehrbelastungen entstiinden®.
Auch auf Herrn Miiller drohen also zukiinftig hohere Krankenversiche-
rungskosten zuzukommen.
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4.1.3 Medizinethische Betrachtung
B) Soziale Interaktion

Wenn wir davon ausgehen, dass Herr Miiller wie viele dltere Menschen
in Deutschland und Europa wenig Wissen im Umgang mit digitalen Medi-
en und erst recht mit KI hat, dann entstehen schon dadurch, dass er in
der Notaufnahme Daten in ein Tablet eingeben soll, Probleme fiir ihn.
Das sind nicht nur Probleme technischer, sondern auch ethischer Art. Bei
Herrn Miller kdnnte ndmlich das entstehen, was der Deutsche Ethikrat
als ,Gefiihl einer zunehmenden Verobjektivierung® bezeichnet (Deutscher
Ethikrat 2023, 26). Statt wie bisher mit einem Menschen — der Arztin oder
der Pflegefachperson — muss Herr Miiller mit Maschinen kommunizieren,
mit einem Tablet und einem Chatbot.

Um der Gefahr entgegenzuwirken, bei Patient:innen in Folge des ver-
starkten Einsatzes von KI-Komponenten im Gesundheitswesen immer 6f-
ter ein Gefiihl der Verobjektivierung hervorzurufen, empfiehlt der Deut-
sche Ethikrat das Ergreifen gezielter kommunikativer Mafinahmen:

»Je hoher der Grad der technischen Substitution menschlicher Handlun-
gen durch KI-Komponenten ist, desto stirker wachst der Aufklarungs-
und Begleitungsbedarf der Patientinnen und Patienten. Die verstérkte
Nutzung von KI-Komponenten in der Versorgung darf nicht zu einer
weiteren Abwertung der sprechenden Medizin oder einem Abbau von
Personal fithren. (ebd.)

Das ist richtig, geht aber derzeit wohl an der Realitit vorbei. Denn das
Tablet in der Notaufnahme der neurologischen Klinik, in die sich Herr
Miiller begibt, kommt sicher auch aus Griinden des Personalmangels zum
Einsatz. Zumindest entlastet es das Personal, das ansonsten die Aufnahme
von Herrn Miiller tibernehmen wiirde, und nun fiir andere, dringlichere
Aufgaben eingesetzt werden kann.

Stellen wir uns einmal ideale Bedingungen vor: Die Klinik hat keinen
Personalmangel, sondern bietet die Aufnahme mit Tablet optional an; wer
mochte, kann auch weiterhin das direkte, freundliche Gesprach mit den
Arzt:innen und Pflegenden suchen. Wiire es aus ethischer Sicht bedenklich,
wenn alle oder sehr viele Patient:innen die Anmeldung mithilfe der Ma-
schine bevorzugen wiirden? Ja, so die These einiger Ethiker:innen, und
zwar fiir das Fach- und Pflegepersonal. Denn bei ihnen wiirde diese Praxis
zu einem ,moral deskilling® fithren, weil nicht nur wichtige kommunikati-
ve, sondern auch ethische Fahigkeiten wie Mitgefiithl und Einfithlungsver-
mogen verloren gingen (vgl. Vallor 2015). Mit Patient:innen zu sprechen
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statt sie mit Maschinen kommunizieren zu lassen, hilft den Personen auf
beiden Seiten dieser kommunikativen Beziehung.

Key take-aways

« Es gibt keine allgemeingiiltige KI-Ethik; stattdessen sind bereichsspezifische Leitlinien erfor-
derlich. Der ,embedded ethics approach® betont Technologiebezug, Interdisziplinaritit und
Anwendungsorientierung. Die Prinzipien von Autonomie, Nicht-Schaden, Wohltitigkeit und
Gerechtigkeit dominieren die Medizinethik. Ein fiinftes Prinzip, die ,Erklarbarkeit®, wird fiir
KI-Systeme oft erganzt.

« Ein Tablet-gestiitzter Aufnahmeprozess wirft vor allem Fragen zur Datensouverinitit, Ge-

rechtigkeit und Mensch-Maschine-Interaktion auf. Einer moglichen Gefahr der Verobjektivie-

rung von Patient:innen sollte insbesondere mit kommunikativen Mafinahmen zur Wahrung
menschlicher Fiirsorge begegnet werden.

Zusitzlich bestehen ethische Probleme mit Blick auf Algorithmen und die Datenverarbeitung,

denn Algorithmen sind wertbeladen, oft intransparent und potenziell diskriminierend. He-

rausforderungen bestehen hier vor allem hinsichtlich Riickverfolgbarkeit, unfairen Outputs
und Automation Bias.

4.1.4 Rechtswissenschaftliche Betrachtung: Von Medizinprodukten und KI-
Systemen

Timo Rademacher und Raphael Schaarschmidt

4.14.1 Vorbemerkung

Wir verfolgen mit der juristischen Aufarbeitung unserer Patient Journey
zwel Ziele: Zum einen wollen wir Leserinnen und Lesern vor allem aus
nicht-juristischen Disziplinen aufzeigen, welche komplexen und kompli-
zierten juristischen Erwégungen angestellt werden miissen, um zu priifen,
ob das, was die Arzte und die Klinik hier tun, rechtmafig ist. Daneben
haben wir aber auch ein wissenschaftlich-reflexives Interesse. Wir wollen
némlich die Arbeit in einem interdisziplindren Projekt und die unterschied-
lichen Gesichtspunkte, Priorisierungen und Schlussfolgerungen versteh-
und sichtbar machen, die die Projektangehdrigen der beteiligten Diszipli-
nen fiir beachtenswert halten. Die Besonderheit (und Herausforderung)
der Rechtswissenschatt ist es dabei, dass ihre theoretischen Uberlegungen
regelmiflig nicht in der Theorie verbleiben kénnen und sich ,nur® im wis-
senschaftsinternen Diskurs behaupten miissen, sondern dass wesentlich fiir
ihre Akzeptanz und erfolgreiche Verbreitung die Anwendbarkeit auf die
juristische Praxis ist. Rechtswissenschaft ist — zumindest in Deutschland
— eine dezidiert praktische Wissenschaft, man konnte zugespitzt auch sa-
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4.1.4 Rechtswissenschaftliche Betrachtung

gen: eine Gebrauchswissenschaft. Das bedingt, dass rechtswissenschaftliche
Uberlegungen sowohl in der Tiefe wie auch in der Breite rasant an Komple-
xitdt zunehmen miissen, je grofSer der Bereich ist, auf den sie sich beziehen.
Vereinfachungen, die ein Thema wissenschaftlich handhabbar und theorie-
fahig machen, werden sofort sichtbar (und scheitern!), wenn sie mit der
komplexen Realitét in Berithrung kommen.

Konkret und an Beispielen erldutert: Lasst sich etwa, wie wir es an
spaterer Stelle auch versuchen, das Thema der ,Patienteneinwilligung® als
noch vergleichsweise gut abgrenzbare Komponente einer medizinischen
Behandlung nachzeichnen, ist das Thema ,Nutzung kiinstlich-intelligenter
Systeme in der Medizin“ derart groff und vielgestaltig, dass kaum eine
Fokussierung auf einzelne Bereiche mdglich ist, wenn der Umfang in dem
Mafle begrenzt ist, wie wir es fiir unser Buchprojekt festgelegt haben. Zi-
vilrechtliche Fragen des Behandlungsvertrages, strafrechtliche Urspriinge
der Patienteneinwilligung und deren Entwicklung hin zu einem Instrument
der Verwirklichung von Grundrechten, Fragen des Datenschutzes, des Pro-
duktsicherheitsrechts, das Zusammenspiel von EU- und nationalem Recht,
sozialversicherungsrechtliche Grundlagen, Fragen der Rechtsphilosophie
und -ethik - das alles sind nur einige der Gesichtspunkte, die aus rechtswis-
senschaftlicher Sicht anzusprechen wiéren, um ein wirklich holistisches Bild
von Herrn Miillers ,Reise” durch die Uniklinik zu bekommen.

Freilich wiirde das tausend Seiten in Anspruch nehmen und kann hier
nicht geleistet werden. Wir haben uns stattdessen dafiir entschieden, aus-
gewihlte Themen zu besprechen, die vor allem dazu dienen sollen, den
einzelnen Akteuren der Patient Journey (und natiirlich allen anderen inter-
essierten Leserinnen und Lesern) zu zeigen, welche Rolle das Recht ihnen
zuweist und warum sie moglicherweise mit Regeln konfrontiert sind, die
prima facie hinderlich wirken, aber — wenn man die Hintergriinde erlautert
— vielleicht besser verstindlich und akzeptabel werden. Zugleich wollen wir
ein Verstandnis dafur etablieren, weshalb selbst mit einem scheinbar so
umfassenden Instrument wie der im letzten Jahr in Kraft getretenen KI-Ver-
ordnung der Europdischen Union (auch bekannt als “AI Act”) fiir die me-
dizinische Praxis mitnichten rechtlich ,alles geklart* ist und in rechtlicher
Hinsicht sorgenfrei und selbstbewusst eine neue Ara der medizinischen
Behandlung eingeldutet werden kann. Spoiler: Es bleibt kompliziert(er).
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4.1.4.2 Die Aufnahme mit Tablet

Die medizinische Behandlung von Personen ist einer der am stiarksten
yverrechtlichen® Bereiche unserer Gesellschaft. Es treffen hier eine Vielzahl
teils miteinander verzahnter, teils auch konfligierender rechtlicher Belange
aufeinander.

Wesentliche Grundlage des rechtlichen Verhaltnisses zwischen Patient
und Arzt ist der sogenannte Behandlungsvertrag (§ 630a BGB). Er ver-
pflichtet den ,,Behandelnden® zur Leistung der versprochenen Behandlung
und den Patienten zur Gewidhrung der vereinbarten Vergiitung, soweit
nicht ein Dritter zur Zahlung verpflichtet ist. Zu beachten ist, dass jeden-
falls invasive arztliche Mafinahmen zusétzlich zum Vertrag einer sachlichen
Rechtfertigung sowie der - nunmehr gesondert in § 630d BGB geregelten -
Einwilligung des Patienten bediirfen.>

Herr Miiller begibt sich in eine Universititsklinik und wird dort von
Frau Navarro, der Arztin, betreut. Aus dem Wortlaut des § 630a BGB ist
nicht ohne Weiteres zu entnehmen, wer genau ,Behandelnder® im Rahmen
des Behandlungsvertrages ist, was bereits Gegenstand von Kritik war.3* Wir
konnen hier davon ausgehen, dass Vertragspartner von Herrn Miiller das
Universitatsklinikum ist und sich Frau Navarro, da diese ,nur® Assistenzérz-
tin ist, mit der Klinik in einem Angestelltenverhaltnis befindet.>* Wie genau
der Behandlungsvertrag zwischen Herrn Miiller und der Klinik ausgestaltet
ist, hangt davon ab, ob Herr Miiller stationdr oder ambulant behandelt
wird. Als gesetzlich Versicherter ibernimmt grundsétzlich seine Kranken-
kasse die Kosten fiir die medizinische Behandlung. Die Details hierzu sind
im Sozialgesetzbuch (SGB V) geregelt.

Diese knappe rechtliche Einleitung zeigt bereits, dass bei einem einzi-
gen Arztbesuch zivilrechtliche, sozialversicherungsrechtliche und arbeits-
rechtliche Erwagungen zusammenspielen (konnen). Allerdings werden wir
die genannten Rechtsgebiete hier im Wesentlichen ausklammern: Unser
Schwerpunkt soll auf der regulatorischen Ebene liegen - also auf der Frage:
Welche Regeln gibt der Gesetzgeber dafiir vor, wie genau die Behandlung
an sich erfolgen soll, und zwar die Behandlung mit Einsatz von kiinstlicher

32 Lipp, in: Laufs/Katzenmeier/Lipp (Hrsg.), Arztrecht, Kapitel III. Der Behandlungs-
vertrag, Rn. 2.

33 Vgl. Spickhoff, in: Spickhoff (Hrsg.), Medizinrecht, § 630a BGB Rn. 24 mit Blick auf
die Vielzahl an Behandelnden die in der heutigen regelméfSig arbeitsteiligen Medizin
tatig an einer Behandlung beteiligt sind.

34 Wire sie schon Chefarztin, konnte sie — muss aber nicht — auch selbst Vertragspart-
nerin sein.
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Intelligenz? Maf3geblich ist hier das medizinische Produktsicherheitsrecht,
namentlich die Medizinprodukte-Verordnung der EU, welche nun immer
dann, wenn KI eingesetzt wird, durch die neue KI-Verordnung der EU
erganzt wird.

Im ersten Teil unserer Analyse soll es primdr um eine Heranfithrung
an den juristischen Begriff des ,Medizinproduktes® gehen, und darum, wie
und warum dieser Begriff, der der EU-Medizinprodukte-Verordnung ent-
stammt, im Zusammenhang mit der KI-Verordnung besondere Bedeutung
erlangen wird.

4.14.3 Einordnung der in Station 1 genutzten Programme als
»-Medizinprodukt“ im Sinn der MP-VO

Fiir uns ist zundchst wichtig, wie die zwei von Herrn Miiller auf dem
Patienten-Tablet genutzten KI-Systeme, also die Anamnese- und die KI-
Chat-Software, sowie nachfolgend das von Frau Navarro genutzte Entschei-
dungsunterstiitzungssystem (EUS) rechtlich einzuordnen sind. Wir gehen
im Interesse einer vereinfachten Darstellung davon aus, dass es sich bei die-
sen drei Funktionen um eine Software mit einheitlichem Interface handelt,
die je nach Zeitpunkt und Nutzer verschiedene Funktionalitdten bietet.

Interessant ist fur uns an dieser Stelle nun erstens, ob es sich bei der
Software um ein Medizinprodukt handelt, und zweitens, ob diese Software
unter die neue KI-Verordnung der EU fallen konnte. Beide Fragestellungen
sind eng miteinander verkniipft. Gehen wir zundchst einmal auf die Frage
ein, ob es sich bei der Tablet-Software um ein Medizinprodukt handeln
konnte.

Im Kontext einer medizinischen Behandlung eingesetzte Instrumente
und Hilfsmittel unterliegen, ebenso wie die von der Arztin konkret vor-
genommenen Behandlungsschritte auch, strengen rechtlichen Regeln, die
zentral auf die Produktsicherheit dieser Instrumente abzielen. Fiir Medizin-
produkte gilt in Deutschland das Zusammenspiel aus der schon erwahnten
Medizinprodukte-Verordnung®> der EU (MP-VO) und des diese Verord-
nung erganzenden nationalen Medizinprodukterecht-Durchfithrungsgeset-

35 Verordnung (EU) 2017/745 des Europiischen Parlaments und des Rates vom 5. April
2017 iiber Medizinprodukte, zur Anderung der Richtlinie 2001/83/EG, der Verord-
nung (EG) Nr. 178/2002 und der Verordnung (EG) Nr. 1223/2009 und zur Aufhebung
der Richtlinien 90/385/EWG und 94/42/EWG des Rates.
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zes. Der Fokus wird hier auf der MP-VO selbst liegen, weil darin die fiir die
KI-Regulierung wesentlichen Weichenstellungen erfolgen.

Die MP-VO soll ,Regeln fiir das Inverkehrbringen, die Bereitstellung auf
dem Markt und die Inbetriebnahme von fiir den menschlichen Gebrauch
bestimmten Medizinprodukten und deren Zubehér in der [gesamten] Uni-
on“ festlegen (Art.1 Abs.1 S.1 MP-VO). Entscheidend ist also der Begriff
des Medizinproduktes, der, wie stets in juristischen Zusammenhiangen,
einer genauen Definition bedarf, um rechtssicher nutzbar zu sein. Die
MP-VO liefert die Definition in Art.2 Nr. 1. Ein Medizinprodukt bezeich-
net demnach ,ein Instrument, einen Apparat, ein Gerit, eine Software3°,
[...], das dem Hersteller zufolge fiir Menschen bestimmt ist und allein
oder in Kombination einen oder mehrere der folgenden spezifischen
medizinischen Zwecke erfiillen soll: [...]% Es folgen eine Reihe konkret
benannter medizinischer Zwecke, unter anderem ,Diagnose, Verhiitung,
Uberwachung, Vorhersage, Prognose, Behandlung oder Linderung von
Krankheiten®. Negativ abgegrenzt werden Medizinprodukte gegeniiber Me-
dikamenten u. a., indem es heifst, dass die

~bestimmungsgemafle Hauptwirkung [des Medizinprodukts] im oder am
menschlichen Korper weder durch pharmakologische oder immunologi-
sche Mittel noch metabolisch erreicht wird, dessen Wirkungsweise aber
durch solche Mittel unterstiitzt werden kann®.

Diese mehrstufige Definition lasst sich grundsitzlich in drei handhabbare
Elemente aufteilen, welche kumulativ vorliegen miissen: erstens ein ,Pro-
dukt® i. S. der MP-VO, zweitens die medizinische Zweckbestimmung, und
drittens der Ausschluss einer pharmakologischen, immunologischen oder
metabolischen Wirkungsweise.

Vergleichsweise leicht macht uns der Gesetzgeber die Beantwortung der
ersten Frage, ob Software ein Medizinprodukt sein kann. Er hat ,Software*
ja, wie gesehen, ausdriicklich in die Liste der erfassten Produkte aufgenom-
men. Auch das Negativkriterium (kein Medikament etc.) ist bei Software
leicht erfiillt. Maf3geblicher Teil der Definition ist dann (auch fiir uns ganz
konkret), dass bzw. ob der Hersteller die medizinische Zweckbestimmung
vornehmen muss. ,Zweckbestimmung® ist in Art. 2 Nr. 12 der MP-VO legal-
definiert; sie

~bezeichnet die Verwendung, fiir die ein Produkt entsprechend den
Angaben des Herstellers auf der Kennzeichnung, in der Gebrauchsan-

36 Hervorhebung hier.
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weisung oder dem Werbe- oder Verkaufsmaterial bzw. den Werbe- oder
Verkaufsangaben und seinen Angaben bei der klinischen Bewertung be-
stimmt ist*.

Fir die Qualifikation als Medizinprodukt ist grundsatzlich keine objekti-
ve Betrachtung entscheidend, sondern ob der Hersteller seinem Produkt
einen wissenschaftlich plausiblen medizinischen Zweck zuweist.?” Diese
Regelung schafft Rechtssicherheit fiir den Hersteller. Kéme es nur auf eine
objektive Geeignetheit an, dann kénnte ein Hersteller moglicherweise fiir
ein Produkt in die Verantwortung genommen werden, welches in einer
medizinischen Behandlung eingesetzt wurde und dort Schiden verursacht,
obwohl der Hersteller einen solchen Einsatz {iberhaupt nicht beabsichtigt
hat. Anders stellt sich die Lage nur dann dar, wenn der Hersteller auf der
einen Seite den medizinischen Einsatzzweck zwar ausdriucklich verneint,
in seinen weiteren Angaben ein solcher aber ganz klar zu erkennen ist,
etwa wenn der Einsatzzweck im Bereich Diagnostik oder Therapie her-
vorgehoben wird.*® Der Gesetzgeber hat also safeguards entwickelt, die
sicherstellen sollen, dass der Hersteller sich seiner Produktverantwortung
nicht einfach dadurch entziehen kann, dass er einen medizinischen Zweck
zwar verneint, diesen aber indirekt dann doch bewirbt, um sein Produkt
attraktiv zu machen.

Unser Fall trifft keine Aussagen iiber den Hersteller der Tablet-Software
oder dessen Zweckbestimmung. In der juristischen Praxis wiirden wir hier
nachfragen, beim Hersteller oder hilfsweise bei der Klinik. Wir gehen aber
einmal davon aus, dass, entsprechend dem, wie die Software nach dem
Sachverhalt tatsdchlich eingesetzt wird, der Hersteller der KI-Software auch
eine entsprechende Zweckbestimmung vorgenommen und die Bereiche
»Medizinische Patientenanamnese, Befunderhebung mit Chat-Funktion
und Initialdiagnose“ in den Katalog der Einsatzzwecke seiner Software
aufgenommen hat. Wir gehen - wie gesagt — auch davon aus, dass diese
Einsatzzwecke in einer Software iiber ein einheitliches Interface zusammen-
gefasst sind, da es im Interesse einer moglichst alle Akteure abdeckenden

37 Rehmann, in: Rehmann/Wagner (Hrsg.), Art.2 MP-VO Rn. 17.

38 Dietel/Lewalter, PharmR 2017, 53 (54); Retter/Seubert, in: Jorzig (Hrsg.), Recht Medi-
zin digital, 2023, S.129 (130) mit dem erginzenden Hinweis, dass eine Widerspriich-
lichkeit oder mangelnde wissenschaftliche Vertretbarkeit der Herstellerangaben eine
~objektive Grenze der Gestaltungsmoglichkeit des Herstellers zur Einstufung dar-
stellt.
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,usability* hier eher unwahrscheinlich erscheint, dass ein Patient und spater
die Arztin auf verschiedene Programme zugreifen miissen.>®

Da alle drei Kriterien erfiillt sind, kdnnen wir hier also davon ausgehen,
dass die genutzte Software ein Medizinprodukt im Rechtssinn ist.

4.1.4.4 Regulatorische Relevanz der KI-Komponente und Einordnung nach
der KI-VO

Bis Anfang 2024 hitte die Tatsache, dass die Software auf dem Herrn
Miiller zur Verfiigung gestellten Tablet iiber KI-Komponenten verfiigt,
keine eigenstindige rechtliche Bedeutung gehabt; mafigeblich wiéren aus-
schliellich die Vorgaben der MP-VO gewesen.*’ Das hat sich nun aller-
dings dadurch gedndert, dass die EU im Juni 2024 eine spezifisch auf
KI-Technologien ausgerichtete Verordnung erlassen hat, die sogenannte
KI-Verordnung* (KI-VO). Die EU mdchte mit dieser Verordnung den ge-
samten Lebenszyklus kiinstlich-intelligenter Systeme regulieren, von ihrer
Entwicklung, dem Inverkehrbringen und der Inbetriebnahme der Systeme
bis zu ihrer laufenden Beobachtung danach.*?> Ob auch unser Tablet, oder
genauer: die darauf laufende Software, von diesem neuen Rechtsakt erfasst
wird, darum wird es im Rest dieses Abschnittes gehen.

39 Unschidlich fiir die Einordnung als Medizinprodukt wiére es im Ubrigen, wenn es
sich bei der Software um ein sogenanntes Dual-Use-Produkt handelt, es also neben
der medizinischen auch eine nicht-medizinische Zweckbestimmung erhalten hat.
Dann miissten alle Anforderungen an das Produkt eingehalten werden, sowohl die-
jenigen der MP-VO als auch aller weiteren, moglicherweise einschlédgigen Rechtsnor-
men fiir die andere(n) Nutzung(en), siche Rehmann, in: Rehmann/Wagner (Hrsg.),
MP-VO, Art. 1 MP-VO Rn. 3.

40 Weshalb auch die Einordnung als Medizinprodukt nicht von der KI-VO abhéngt/ab-
hingen kann, die Einordnung i. S. der KI-VO dann aber ihrerseits stark davon
abhangt, welche Einstufung nach der MP-VO vorzunehmen ist, vgl. Ruschemeier, in:
Martini/Wendehorst (Hrsg.), KI-VO, Art. 6 Rn. 76.

41 Verordnung (EU) 2024/1689 des Europdischen Parlaments und des Rates vom
13. Juni 2024 zur Festlegung harmonisierter Vorschriften fiir kiinstliche Intelligenz
und zur Anderung der Verordnungen (EG) Nr.300/2008, (EU) Nr.167/2013, (EU)
Nr. 168/2013, (EU) 2018/858, (EU) 2018/1139 und (EU) 2019/2144 sowie der Richtlini-
en 2014/90/EU, (EU) 2016/797 und (EU) 2020/1828 (Verordnung iber kiinstliche
Intelligenz).

42 Siehe Erwigungsgrund 1 der KI-Verordnung. Fiir einen Uberblick iiber die zu erwar-
tenden Anderungen, die die KI-VO fiir den klinischen Alltag mit sich bringen wird,
siehe Schulz-Grofie/Genske, GuP 2023, 81 ff.
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4.1.4 Rechtswissenschaftliche Betrachtung

Vorneweg: Es wird ein wenig kleinteilig, weil wir die juristischen Prif-
schritte Stiick fiir Stiick mit Thnen durchgehen wollen. Wir wollen Sie damit
nicht langweilen, sondern Ihnen erstens zeigen, wie sehr der juristische
Teufel manchmal im Detail steckt (z.B. einer Formulierung im Gesetz oder
sogar im Nutzerhandbuch des Herstellers), und zweitens, wie kompliziert
europdische Regulierung fiir deren Adressaten mittlerweile geworden ist,
weil sie sich hdufig iiber viele verschiedene Rechtsakte verteilt.

Muss unsere Software (auch) den Anforderungen aus der KI-VO ent-
sprechen? Bei der KI-VO handelt es sich um ein sogenanntes horizonta-
les Gesetz, d.h. es gilt nicht nur fiir den Sektor Medizin (anders als die
MP-VO). Vielmehr enthélt die KI-VO sektoreniibergreifende und gestufte
Regeln fiir KI-Anwendungen - vorausgesetzt, eine konkrete Anwendung
tberschreitet gewisse Risikoschwellen (sogenannter risikobasierter Ansatz).
Entscheidend ist also, welche Risiken eine konkrete KI-Anwendung mit
sich bringen (kann). Die relevanten Risiken sind zwar nicht im Detail
definiert, die KI-VO erldutert allerdings in ihrem Erwédgungsgrund*3 5:

»Gleichzeitig kann KI je nach den Umstédnden ihrer konkreten Anwen-
dung und Nutzung sowie der technologischen Entwicklungsstufe Risiken
mit sich bringen und o&ffentliche Interessen und grundlegende Rechte
schéddigen, die durch das Unionsrecht geschiitzt sind. Ein solcher Scha-
den kann materieller oder immaterieller Art sein, einschliefSlich physi-
scher, psychischer, gesellschaftlicher oder wirtschaftlicher Schidden.

Art. 3 Nr. 1 der KI-VO definiert ein ,,KI-System® als

»ein maschinengestiitztes System, das fiir einen in unterschiedlichem
Grade autonomen Betrieb ausgelegt ist und das nach seiner Betriebsauf-
nahme anpassungsfihig sein kann und das aus den erhaltenen Eingaben
fiir explizite oder implizite Ziele ableitet, wie Ausgaben wie etwa Vorher-
sagen, Inhalte, Empfehlungen oder Entscheidungen erstellt werden, die
physische oder virtuelle Umgebungen beeinflussen konnen®

Aus dieser Definition wird erkennbar, dass es der KI-VO vor allem darum
geht, was ein KI-System leistet, und nicht, auf welcher Technologie es

43 Die ,Erwiagungsgriinde® sind eine Art gesetzgeberische Begriindung, die die EU
ihren Rechtsakten voranstellt (,Warum haben wir es so und nicht anders geregelt?
Was wollten wir damit erreichen?” usw.). Die Erwégungsgriinde sind streng genom-
men nicht verbindliches Recht, beeinflussen aber die Auslegung der verbindlichen
Regeln in der Praxis sehr stark. Zur Bedeutung der Erwdgungsgriinde siehe Gumpp,
ZfPW 2022, 446 ff.
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4.1 Station 1: Aufnahme mit Tablet

basiert. Tatsdchlich enthilt die KI-VO auch keinen verbindlichen Katalog
erfasster Technologien (machine learning, regelbasierte Systeme**), sondern
mochte nach dem Ansatz der Technologieneutralitit mdoglichst wenige
Eingrenzungen des KI-Begriffs an sich vornehmen und stattdessen auf risi-
koreiche Anwendungen von KI-Technologien fokussieren. Eine wirkliche
Technologie-Regulierung — unabhéngig vom konkreten Einsatzfeld - findet
sich lediglich fiir sogenannte , KI-Modelle mit allgemeinem Verwendungs-
zweck’, die in den vergangenen Jahren unter dem Schlagwort ,,ChatGPT*
breite Aufmerksamkeit erlangt haben. Darunter sind Modelle zu verstehen,
die die Fahigkeit zu einem besonders hohen Maf} an Generalisierung besit-
zen und fiir welche gesonderte zusitzliche Regeln gelten.

Abgesehen von den KI-Modellen mit allgemeinem Verwendungszweck
kommt es also entscheidend darauf an, welches Risiko einer KI-Anwen-
dung zugeschrieben werden kann bzw. muss. Die KI-VO arbeitet mit
folgenden Risikoklassen: inakzeptables Risiko, hohes Risiko, begrenztes
Risiko und geringes Risiko. Je nach Zuordnung zu einer Risikoklasse stellt
die KI-VO unterschiedliche Anforderungen an die entsprechenden Systeme
bzw. verbietet deren Einsatz vollstindig. Beispiele fiir verbotene Praktiken
sind gem. Art. 5 Abs. 1 lit. ¢ KI-VO etwa KI-Systeme, welche darauf ausge-
legt sind, ein System des Social Scoring zu etablieren (der Unionsgesetzge-
ber hatte Chinas Social Credit System im Kopf), oder gem. Art.5 Abs.1
lit. d Systeme, die Straftaten ausschliefllich auf der Grundlage von vergange-
nem Verhalten oder personlichen Eigenschaften vorhersagen sollen (auch
sogenanntes Profiling). In der Risikoeinstufung unterhalb der verbotenen
Praktiken liegen die sogenannten Hochrisiko-KI-Systeme, an welche die
KI-VO die hochsten Anforderungen stellt.

Fiir die Einordnung eines KI-Systems als Hochrisiko-System sieht die
KI-VO mehrere Mechanismen vor, die (nicht nur) fiir rechtliche Laien
schwer nachzuvollziehen sein diirften. Wir konzentrieren uns daher hier
vollstandig auf die Frage, unter welchen Umstinden Medizinprodukte als
Hochrisiko-Systeme eingeordnet werden. Eine nach Art.5 KI-VO von
vornherein verbotene Anwendung haben wir hier sicher nicht. Die KI-VO

44 In Erwagungsgrund 12 der KI-VO findet sich der Hinweis, dass fiir KI-Systeme als
technische Grundlagen etwa die Technologien des maschinellen Lernens sowie logik-
und wissensbasierte Ansétze inkludiert sind. Gleichzeitig wird hervorgehoben, dass
die Definition eng mit der Arbeit internationaler Organisationen im KI-Bereich abge-
stimmt werden und, in Anbetracht der hohen Dynamik dieses Technologiebereiches,
weitgehende Flexibilitat erméglicht werden soll.
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4.1.4 Rechtswissenschaftliche Betrachtung

sieht vor, dass zwei Voraussetzungen vorliegen miissen, damit ein KI-Sys-
tem auch als Hochrisiko-System gilt (Art. 6 Abs.1 KI-VO):

Die erste Voraussetzung ist, dass das KI-System ein Produkt ist, welches
unter eine der in Anhang I der KI-VO aufgefiihrten ,,Harmonisierungs-
rechtsvorschriften der Union“ fallt (Art. 6 Abs.1 lit. a 2. Fall KI-VO). Hier-
mit sind verschiedene Verordnungen und Richtlinien der EU gemeint,
denen gemeinsam ist, dass sie alle dem Bereich der Produktsicherheit zuge-
ordnet werden konnen. Die Idee des Unionsgesetzgebers an dieser Stelle
ist einleuchtend: Wenn schon ein nicht-KI-basiertes Produkt besonderen
Sicherheitsvorkehrungen unterliegt, dann liegt es mehr als nahe, ein sol-
ches Produkt, wenn es noch um eine KI-Komponente erweitert wird, erst
recht besonders zu regulieren. Ein Blick in Anhang I zeigt, dass dort in
Nr. 11 auch die MP-VO erfasst ist, also ein Medizinprodukt grundsdtzlich
ein Produkt im Sinn von Art. 6 Abs. 1lit. a KI-VO sein kann - vorausgesetzt
natiirlich, dass es auch eine KI-Komponente im Sinn der KI-Definition der
KI-VO enthilt. Das allein geniigt allerdings noch nicht fiir die Einordnung
eines KI-gestiitzten Medizinprodukts als Hochrisiko-KI.

Die zweite Voraussetzung dafiir ist, dass das jeweilige KI-System ,einer
Konformitatsbewertung durch Dritte im Hinblick auf das Inverkehrbringen
oder die Inbetriebnahme dieses Produkts gemif8 den in Anhang I aufge-
fihrten Harmonisierungsrechtsvorschriften der Union unterzogen werden®
muss (Art. 6 Abs.1 lit. b 2. Fall KI-VO). Relevant sind also die Faktoren
»=Konformitatsbewertungsverfahren“ und ,durch Dritte”. Konformitatsbe-
wertungsverfahren dienen dazu, sicherzustellen und nachzuweisen, dass ein
Hersteller eines Produkts alle relevanten Anforderungen, die die einschla-
gigen Rechtsnormen an sein Produkt stellen, erfiillt. Manchmal darf ein
Hersteller ein Konformititsbewertungsverfahren selbst durchfithren. Aber
je risikobehafteter ein Produkt bzw. sein Einsatzgebiet ist, desto tiblicher ist
es, dass das Verfahren durch Dritte erfolgen muss, um ein héheres Mafi an
Neutralitdt und Vertrauenswiirdigkeit zu gewahrleisten.

4.1.4.5 Zuriick zur MP-VO

Wir miissen nun also (leider) noch einmal genauer in die MP-VO schauen
und nachvollziehen, ob und, wenn ja, welche Art von Konformitatsbewer-
tungsverfahren hier fiir unseren Fall vorgesehen ist. (Wie gesagt, es wird
kompliziert - wir haben Sie gewarnt.) Die MP-VO sieht vor, dass Herstel-
ler, bevor sie ein Medizinprodukt in Verkehr bringen, ,eine Bewertung
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4.1 Station 1: Aufnahme mit Tablet

der Konformitit des betreffenden Produkts [mit dem Unionsrecht] im Ein-
klang mit den in den Anhéngen IX bis XI aufgefiihrten geltenden Konfor-
mititsbewertungsverfahren durchfithren miissen (Art. 52 Abs.1 MP-VO).
Aus dieser Formulierung wird ersichtlich, dass die MP-VO nicht nur ein,
sondern mehrere dieser Verfahren regelt. Welches Verfahren konkret an-
zuwenden ist, ist abhingig davon, in welche sogenannte Risikoklasse ein
konkretes Produkt eingeordnet wird, und ergibt sich aus den Absétzen
2 bis 6 des Art.52 MP-VO in Verbindung mit den Anhédngen IX bis XI.
Nur die Risikoklassen IIa, IIb und III erfordern eine externe Bewertung®
des Produkts (bzw. genauer: der ,technischen Dokumentation, die der
Hersteller erstellen muss), wohingegen Medizinprodukte der Risikoklasse I
vom Hersteller selbst bewertet werden diirfen.

Damit unsere Tablet-Software als Hochrisiko-KI-System einzuordnen ist,
miisste sie also mindestens in die Risikoklasse ITa im Sinne der MP-VO
fallen.

Welcher Risikoklasse ein Medizinprodukt zuzuordnen ist, richtet sich
gem. Art.51 Abs.1 S.2 MP-VO nach Anhang VIII der Verordnung. Fiir
Software, welche unabhéngig von anderen Produkten arbeitet,*” existieren
zwei Regeln, die einschldgig sein kénnten: Zum einen ist das die Software
ausdriicklich erfassende Regel 11, aufzufinden in Anhang VIII Kapitel III
Nr. 6.3: ,Software, die dazu bestimmt ist, Informationen zu liefern, die
zu Entscheidungen fiir diagnostische oder therapeutische Zwecke heran-
gezogen werden, gehort zur Klasse Ila [...]% Gleiches gilt, wenn die Soft-
ware ,fiir die Kontrolle von physiologischen Prozessen bestimmt ist® Ist
die Software ,fiir die Kontrolle von vitalen physiologischen Parametern
bestimmt, wobei die Art der Anderung dieser Parameter zu einer unmit-

45 Zustandig sind die sogenannte ,Benannten Stellen, bei denen es sich um ,die Priif-
und Zertifizierungsstellen, die von der zustdndigen Behérde des jeweiligen Mitglieds-
landes ausgewéhlt werden, handelt, siehe Wagner, in: Rehmann/Wagner (Hrsg.),
MP-VO, Vor Art. 35 MP-VO Rn. L.

46 Siehe Art.52 Abs.3, 4 und 6 MP-VO i. V. m. Art.10 Abs.4 S.1 der MP-VO; zur
genauen Ausgestaltung der Dokumentation siehe die Anhédnge IT und IIT der MP-VO.
Zentrale Vorgabe ist, dass die Dokumentation so ausfiihrlich sein muss, dass anhand
ihrer bewertet werden kann, ob das jeweilige Produkt die Vorgaben der MP-VO
erfiillt (Art. 10 Abs. 4 S.2 MP-VO).

47 Wir gehen davon aus, dass dies auch hier der Fall ist. Bei Software, die ein Produkt
steuert oder dessen Anwendung beeinflusst, wird diese gem. Anhang VIII Kapitel
IT Nr.3.3. MP-VO derselben Klasse zugerechnet wie das Produkt. Dies wire hier
der Fall, wenn es sich bei der Software etwa um das Betriebssystem des Tablets
handeln wiirde. Es erscheint jedoch naheliegender, die verwendete KI-Software als
eigenstandig und nicht notwendig das Tablet steuernd anzusehen.
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4.1.4 Rechtswissenschaftliche Betrachtung

telbaren Gefahr fiir den Patienten fiihren konnte[, dann] wird sie der
Klasse IIb zugeordnet Falls Entscheidungen, die auf Grundlage der von
der Software gelieferten Informationen getroffen werden, ,eine schwerwie-
gende Verschlechterung des Gesundheitszustands einer Person oder einen
chirurgischen Eingriff“ verursachen, dann gilt ebenfalls die Risikoklasse
IIb. Und konnen diese Entscheidungen sogar ,den Tod oder eine irreversi-
ble Verschlechterung des Gesundheitszustands einer Person® verursachen,
dann befinden wir uns in Risikoklasse III. Jegliche sonstige Software, die die
soeben genannten Kriterien nicht erfiillt, wird nach dem letzten Satz der
Regel 11 der Risikoklasse I zugeordnet.

Eine gesonderte und in ihrem Anwendungsbereich prézisere — wenn
auch in den Folgen nicht wesentlich andere - Klassifizierung ergibt sich aus
Regel 10 und ist fiir solche Medizinprodukte vorgesehen, bei denen es sich
nach Anhang VIII Kapitel 1 Nr. 2.5. um ein sogenannte ,[a]ktives Produkt
zu Diagnose- und Uberwachungszwecken* handelt. Dass auch Software
als ,aktives Produkt® gilt, folgt aus Art.2 Nr.4 S.3 MP-VO. Die besagte
Regel 10, zu finden in Anhang VIII Kapitel III Nr. 6.2., ordnet u.a. ,,[a]ktive
Produkte zu Diagnose- und Uberwachungszwecken® Risikoklasse Ila zu,
~wenn sie dazu bestimmt sind, eine direkte Diagnose [...] zu ermdglichen
[...]° Was eine ,direkte Diagnose® ist, beantwortet Anhang VIII Kapitel II
Nr. 3.7, in welchem es heifit:

»Ein Produkt wird als Produkt angesehen, das eine direkte Diagnose
ermoglicht, wenn es die Diagnose der betreffenden Krankheit oder des
betreffenden Gesundheitszustandes selbst liefert oder aber fiir die Dia-
gnose entscheidende Informationen hervorbringt®

Das klingt in der abstrakten Beschreibung doch stark nach dem, was auch
die in dieser Station verwendete Software spitestens mit dem Ubergang in
das von Frau Navarro genutzte Entscheidungsunterstiitzungssystem leistet,
insofern es ihr ,erste Einschdtzungen® zur Diagnose von Herrn Miiller
gibt. Setzen wir voraus, dass die Zweckbestimmung des Herstellers der
Tablet-Software genau diese Einsatzzwecke umfasst, dann ist von einer
Einordnung in Risikoklasse ITa auszugehen, da unser System mehr macht,
als nur Informationen zu liefern, sondern diese auch selbst auswertet und
Einschédtzungen zu méglichen Diagnosen bereitstellt. Materiell durchaus
einschldgig, fillt uns eine Klassifizierung alleine auf Basis von Regel 10
allerdings insofern schwer, als uns Details zur genauen technischen Ausge-
staltung der Tablet-Software fehlen. Laut Fallbeschreibung gibt Herr Miiller
zunidchst seine Informationen - bei Bedarf Chat-unterstiitzt — in das Tablet
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ein. Nach Abschluss dieser Anamnese werden die Daten gesammelt, durch
das EUS analysiert und erste Diagnosen an Frau Navarro weitergegeben.
Je nach technischer Ausgestaltung konnte es durchaus sein, dass beide
Schritte, auch mit Blick auf die verwendete Software, separat ablaufen.
Eine Klassifizierung der zeitlich zuerst zu bedienenden Tablet-Komponen-
te alleine auf Grundlage derjenigen des erst darauf folgenden, potenziell
technisch unabhingigen EUS vorzunehmen, wire somit fehlerhaft. Zweifel
an einer Klassifizierung anhand der Regel 10 bestehen auch deshalb, weil
eine wirkliche Diagnose ja noch nicht erfolgt. Blickt man noch einmal in
Anhang VIIT Kapitel IT Nr. 3.7 zur MP-VO, dann ist die Rede davon, dass
das Produkt ,die Diagnose der betreffenden Krankheit® selbst liefern oder
sentscheidende Informationen® dafiir hervorbringen muss. Das System tut
hier allerdings nicht wesentlich mehr als die Informationen, die Herr
Miiller selbst bereitstellt, zu analysieren und darauf basierende denkbare
Diagnosen (Plural!) vorzuschlagen. Es scheint nicht so konzipiert zu sein,
dass das ausgeworfene Ergebnis des EUS hier in irgendeiner Form bereits
eine finale Einschitzung sein soll (,die Diagnose, Singular), auf deren
Grundlage dann die weiteren Behandlungsschritte geplant werden. Sollte
die Anamnese-KI aber z.B. so adaptiv gestaltet sein, dass sie — abhédngig von
den Eingaben von Herrn Miiller — bestimmte Diagnosen ausschliefit, dann
kénnte wieder {iberlegt werden, ob das nicht fiir Nr.3.7 iV. mit Regel 10
ausreicht.8

48 Vgl. OLG Hamburg, Urt. v. 20.6.2024, Az.: 3 U 3/24 = PharmR, 2024, 451. Gegen-
standlich war in einem dem hiesigen recht dhnlichen Fall die Klassifizierung einer
»Hautarzt App’, welche die Mdéglichkeit bietet, Bilder von Hautkrankheiten an Der-
matologen zur Diagnosestellung zu senden. Notwendig auszufiillender Bestandteil
dieser App ist ein Anamnese-Fragebogen. Dieser ist zwar nicht KI-gestiitzt, aller-
dings verandern sich im Laufe des Ausfiillens die Fragen, je nachdem, was der
Patient vorher ausgewdhlt hat (als Beispiel wird genannt, dass beim Auswiahlen von
~Hautausschlag® Fragen zur beruflichen Tatigkeit folgen, beim Auswiahlen von ,,Mut-
termal/Leberfleck” aber beispielsweise Fragen zu Allergien oder Vorerkrankungen
(S.451). Die Entwicklerin der App gab hier eine eigene Klassifizierung in Risikoklasse
I an, basierend auf der Klassifizierungsregel 11. (Wir erinnern uns, dass der letzte Satz
der Regel 11 lautet: ,Samtliche andere Software wird der Klasse I zugeordnet.”) Argu-
mentiert wurde vor Gericht dafiir so, dass Regel 11 verlange, ,dass die Software iiber
die reine Dateniibermittlung hinaus Leistungen erbringe, die dem behandelnden
Arzt die Diagnose erleichterten und damit einen eigenen Beitrag zu [sic] Diagnose
liefere (S.452). Dies sei bei der App, die sich nach Ansicht der Entwicklerin auf
das reine Uberliefern der vom Patienten eingegebenen Daten beschrinkt, allerdings
nicht der Fall, es entstehe deshalb kein ,irgendwie geartetes Patientenrisiko [...], das
es durch eine héhere Klassifizierung abzumildern gelte (S.452). Das OLG folgte
dieser Auffassung nicht und liefert hierfiir eine Reihe von Begriindungen. So sei
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Wir belassen es hierbei; es war uns wichtig, neben Regel 11 auch Regel 10
einmal vorzustellen, um zu zeigen, dass die MP-VO aus der Vor-KI-Zeit" in
mehrfacher Hinsicht zukunftsoffen formuliert ist.

Konzentrieren wir uns nun noch einmal auf Regel 11 und versuchen,
diese auf unseren Fall anzuwenden. Fiir uns relevant ist vor allem die Frage,
ob die von Herrn Miiller und Frau Navarro im Rahmen der Aufnahme
genutzte KI-gestiitzte Tablet-Anamnese- und die EUS-Software der Risiko-
klasse I oder einer der anderen drei Klassen zuzuordnen ist. In letzterem
Fall hitte die Software ein Konformitatsbewertungsverfahren durch Dritte,
eine ,Benannte Stelle®, durchlaufen missen und wirde somit das zweite
Kriterium zur Annahme eines Hochrisiko-KI-Systems aus Art. 6 Abs. 1lit. b
KI-VO, erfilllen. Und hier scheint der Fall nicht allzu komplex zu liegen,
es erscheint sogar naheliegend, anhand der gegebenen Informationen eine
genaue Klassifizierung anhand der Regel 11 aus Anhang VIII der MP-VO
vornehmen zu konnen: Die Software nutzt die vom Patienten eingegebenen
Informationen sowie ,vergleichbare Fille einer Datenbank eines Drittan-
bieters“ und stellt darauf basierend ,erste Einschitzungen® bereit, die auf
einer Auswertung dieser Informationen basieren. Die Frage, woher diese
vergleichbaren Fille stammen, ist zentral fiir die Qualitdt der maschinellen
Diagnosen und wird von der KI-VO auch stark thematisiert; diesen Punkt
beleuchten wir gleich im Rahmen der Untersuchung des Herrn Miiller.
Hier geht es zundchst nur um das Ob der Regulierung. Und hier haben
wir die recht eindeutige Angabe, dass die KI-Software erste Einschétzungen
(hinsichtlich einer moglichen Diagnose) von Herrn Miillers Gesundheits-
zustand anbietet. Damit wéren wir also bei Risikoklasse IIa im Sinn der
MP-VO, ein Konformititsbewertungsverfahren durch Dritte wire demnach
durchzufithren, und das heift, dass das System damit zugleich als Hochrisi-
ko-System im Sinn der KI-VO einzustufen ist.

Aber Moment: Wir haben ja noch den Hinweis, dass diese vorldufigen
Einschitzungen nur als ,Referenzpunkte® fiir Frau Navarro dienen und

die vorgebrachte Auslegung zu eng und spiegele nicht den Verordnungszweck wider;
so verlange Regel 11 keine besondere Risikoerhohung fiir eine Einordnung in Regel
ITa, und dort, wo sie es doch tut, ndmlich hinsichtlich einer Einordnung in die
Risikoklassen IIb und III, gebe sie diese auch explizit an (S. 454). Funktionell erfiille
die App hier ebenfalls Regel 11 S.1, indem sie nicht ungefiltert alle Informationen
des Patienten lediglich iibermittelt, sondern weitergehende Fragen abhingig von
den vorherigen Antworten des Patienten macht. Hinsichtlich einer hypothetischen
Funktionalitdt, die mehr als nur blofle Informationslieferung bietet, also etwa selbst
Diagnosen hinsichtlich der aufgenommenen Hautfotos vornimmt, hélt das Gericht
dann eher eine Klassifizierung nach Regel 10 fiir naheliegend (S. 453).
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4.1 Station 1: Aufnahme mit Tablet

von ihr spéter noch einmal uberpriift werden (sollen/miissen). Ist dieser
Umstand menschlicher Kontrolle und Letztverantwortung, dieser — in der
Diskussion um den Einsatz von KI immer wieder auftauchende - Human
in the loop, an dieser Stelle vielleicht schon rechtlich relevant?

Auf den ersten Blick scheint es tatséchlich so zu sein: Der Wortlaut der
Regel 11 - ,[...] herangezogen werden [...] - scheint nahezulegen, dass
fir die Erfullung der Regel 11 das konkrete Handeln des jeweiligen Arztes
entscheidend ist, also nur dessen Entscheidung, ob er die softwareseitig
gelieferten Informationen im konkreten Fall fiir die nachfolgend getroffene
diagnostische oder therapeutische Entscheidung tatsachlich nutzt — oder ob
er oder sie alles noch einmal selbst priift.*” Gegen eine solche Interpretation
lasst sich jedoch der oben bereits angesprochene Grundsatz anfiihren, dass
mafigeblich fiir die Einordnung eines Medizinproduktes nicht der tatsdchli-
che Einsatz, sondern die vom Hersteller stammende Zweckbestimmung ist.
Nur so kann verhindert werden, dass der Hersteller fiir Einsatzzwecke zur
Verantwortung gezogen wird, die er iiberhaupt nicht beabsichtigt hat.>°

Fiir die Risikoklassifizierung der hier verwendeten Software nach der
MP-VO ist es also ganz unerheblich, ob Frau Navarro die ausgeworfenen
Ergebnisse nur als Referenz nutzt oder gar unbesehen zur Grundlage wei-
terer Behandlungen macht. Wichtig ist allein, ob der Hersteller gemafs
der Zweckbestimmung seines Produktes eine Informationslieferung fiir
diagnostische oder therapeutische Zwecke intendiert hat.

Aus einem anderen Grund sind Wortlaut und Struktur von Regel 11 Satz 1
fiir uns noch von Interesse: Sie zeigen ndmlich, welche besonderen Heraus-
forderungen daraus resultieren, dass ,altes’ Recht (hier konkret: aus der Zeit
vor dem KI-Hype) nun auf ,neue’ Lebensrealititen angewandt werden soll
und muss (hier also: das KI-Tablet in den Handen von Herrn Miiller).
Fast immer wird Recht gemacht, um Bekanntes, Schon-so-Gesehenes fiir
die Zukunft zu regeln. KI aber ist neu und war, als Regel 11 geschrieben
wurde, in dem Mafle ihrer heutigen Leistungsfahigkeit und Verbreitung
unbekannt. Und dennoch kann das Recht hierzu nicht einfach schulterzu-
ckend schweigen. Genau das ldsst sich an Regel 11 schon studieren: Sie
setzt offensichtlich eine ganz bestimmte Arbeitsteilung voraus, der zufolge
die Software zwar Informationen liefert, die darauf aufbauenden ,,Entschei-
dungen fiir diagnostische oder therapeutische Zwecke® aber offenkundig
als menschliche angesehen werden. Der hier vorliegende Fall ist aber zu-

49 Priitting/ Wolk, MedR 2020, 359 (363).
50 Priitting/Wolk, MedR 2020, 359 (363).
51 Da die MP-VO keine eigenen KI-Regulierungs-Komponenten enthalt.
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4.1.4 Rechtswissenschaftliche Betrachtung

mindest prima facie insoweit anders, als die Software mehr leistet, als nur
Informationen zu liefern, indem sie selbst Initialdiagnosen erstellt (unab-
héngig davon, ob diese fiir weitergehende menschliche Entscheidungen
einen Beitrag leisten). Die hier verwendete Software schlussfolgert aus den
erhaltenen Daten in Kombination mit Wissensgrundlagen, sie funktioniert
eben mit KI-Methoden. Gleichzeitig ist die ausgeworfene Initialdiagnose
selbst eine Information oder eine Zusammenstellung von Informationen,
deren Zweck es offensichtlich ist, weitergehende Entscheidungen zu treffen,
mogen sie diagnostischer oder therapeutischer Natur sein. Letztlich geht es
also um Semantik, um die Bedeutung des Begriffs der Information; gerade
deswegen macht das Beispiel deutlich, dass die Anwendung bestehender
Gesetze auf neue Technologien alles andere als simpel ist.

4.1.4.6 Ergebnis: Wir haben ein Hochrisiko-KI-System

Wir kénnen davon ausgehen, dass die Software — nach dem soeben Gesag-
ten — zumindest den ersten Satz der Regel 11 aus Anhang VIII der MP-VO
erfiillt, also nochmals: Wir haben eine Zweckbestimmung dahingehend,
dass ,Informationen [geliefert werden sollen], die zu Entscheidungen fiir
diagnostische oder therapeutische Zwecke herangezogen werden. Und das
setzt nun die Normen-Abfolge in Gang, an deren Ende wir bei der Einord-
nung der Software als Hochrisiko-KI-System im Sinn der KI-VO landen:
Es ist zumindest eine Einordnung in Risikoklasse ITa vorzunehmen, woraus
die Anordnung eines der beiden Konformitdtsbewertungsverfahren nach
Art. 52 Abs. 6 MP-VO folgt; beide sehen die Bewertung der technischen
Dokumentation vor, was die Beteiligung der Benannten Stelle bedeutet und
somit fiir ein Konformitatsbewertungsverfahren durch Dritte im Sinne des
Art. 6 Abs. 11it. b KI-VO sorgt.

Die kumulativen Anforderungen aus Art. 6 Abs.1 der KI-VO wiren so-
mit erfillt, d.h. die KI-Software stellt ein der MP-VO unterfallendes Me-
dizinprodukt dar (erste Voraussetzung) und sie miisste einem Konformi-
tatsbewertungsverfahren durch Dritte unterzogen werden (zweite Voraus-
setzung). Die Software wire somit als Hochrisiko-KI-System einzuordnen
und das gesamte komplexe Arrangement, das die KI-VO fiir den Einsatz
solcher Systeme aufstellt, greift. Was dieses Arrangement unter anderem
umfasst, erldutern wir beispielhaft in Station 3 (vgl. Kap. 4.3.4), weil dort
ein besonders kritisch zu bewertendes KI-System zur Behandlung von
Herrn Miiller eingesetzt werden soll.
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4.1 Station 1: Aufnahme mit Tablet

Key take-aways

76

Zentrale Vorgaben fiir die rechtliche Einordnung medizinischer KI-Systeme enthalten die
MP-VO und die KI-VO.

Fiir die Einordnung einer KI-Anwendung als Medizinprodukt i. S. der MP-VO ist die entspre-
chende - wissenschaftlich haltbare - Zweckbestimmung des Herstellers entscheidend.
KI-basierte Medizinprodukte werden in den allermeisten Fillen als Hochrisiko-KI-Systeme
gem. Art 6 ff. KI-VO einzuordnen sein, namlich dann, wenn sie der Risikoklasse IIa (oder
hoher) der MP-VO entsprechen.

Die KI-VO trifft gesonderte Regelungen zu KI-Modellen mit allgemeinem Verwendungs-
zweck, wie z.B. ChatGPT, die von den Risikoklassen der MP-VO unabhingig sind.
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4.2 Station 2: Untersuchung und OP des Primdrtumors

Nach dem Ausfiillen des digitalen Anamnesebogens mit Hilfe seiner Frau dauert es noch einige
Zeit, bis Herr Miiller schliefllich in ein Behandlungszimmer begleitet wird. Dort misst eine
Pflegefachperson zunichst Herrn Miillers Herzfrequenz und seinen Blutdruck und gibt die
Werte in die elektronische Patientenakte (ePA) des Krankenhausinformationssystems (KIS) ein.
Kurz darauf kommt die Assistenzarztin Frau Navarro zusammen mit einem Medizinstudenten
im PJ in das Zimmer. Wéhrend der Student die durch den Patienten eingegebenen Daten
tberpriift, fithrt Frau Navarro bei Herrn Miiller erste korperliche und neurologische Untersu-
chungen durch (Herzauskultation, Motorik und Koordinationstests etc.), deren Ergebnisse iiber
das Tablet gleich in die digitale Patientenakte von Herrn Miiller eingetragen werden.

Die Arztin kann nun auch auf bereits vorhandene Datenbestinde aus vorherigen, an der Uni-
klinik behandelten Fillen sowie diversen medizinischen Datenbanken zugreifen und so eine
erste Einschatzung von Herrn Miillers Gesundheitszustand vornehmen. Auf Grundlage der
vorhandenen Informationen und in Riicksprache mit dem leitenden Oberarzt entscheidet sich
Frau Navarro dazu, Herrn Miiller Blut abzunehmen und eine Computertomographie (CT) des
Kopfes in der Notaufnahme durchfiihren zu lassen.

In den CT-Aufnahmen erkennt Frau Navarro mit Hilfe einer KI Auffalligkeiten, die auf Meta-
stasen im Gehirn hindeuten. Das Ergebnis bespricht sie wieder mit dem leitenden Oberarzt.
Beide entscheiden sich dazu, Herrn Miiller zu einer weiteren Untersuchung in die Radiologie zu
iberweisen.

Zur Lokalisation des die Metastasen verursachenden Primartumors wird dort eine ganzkor-
perliche Bildgebung durchgefiihrt (durch PET-CT oder CT des Korpers). Die radiologische
Untersuchung ergibt den dringenden Verdacht, dass Herr Miiller Darmkrebs hat, konkret ein
kolorektales Karzinom. Diese Diagnose wird durch weitere Verfahren wie eine Koloskopie mit
Biopsie des Tumors durch die jeweils zustindigen Fachabteilungen besttigt.

In einer multidisziplindren Tumorkonferenz mit Beteiligung aus der Gastroenterologie, Neuro-
logie, Onkologie, Strahlenklinik und Radiologie werden daraufhin die Ergebnisse aller Untersu-
chungen besprochen. Aufgrund des ausgedehnten Befundes mit bereits vorhandenen Hirnmeta-
stasen wird entschieden, Herrn Miiller eine symptomatische Tumortherapie anzubieten; sie hat
das Ziel, die Lebensqualitit von Herrn Miiller in den Monaten, die ihm bleiben, moglichst hoch
zu halten.

Da eine Blockade des Dickdarms droht, wird sich fiir eine operative Entfernung des Tumors
entschieden. Die OP verlduft komplikationsfrei. Im Anschluss empfiehlt die zustindige leitende
Oberirztin die Behandlung von Herrn Miillers Hirnmetastasen in der Strahlenklinik des Uni-
versititskrankenhauses.
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4.2 Station 2: Untersuchung und OP des Primdrtumors

4.2.1 Soziologische Betrachtung: Von Digital Doubles bis Datenschutz -
Herausforderungen einer datengetriebenen Medizin

Stephan Grafimann, Sabine Pfeiffer und Lilian Zargartalebi

4.2.1.1 Einleitung

Nach der Aufnahme von Herrn Miiller in der Klinik beginnt mit der
zweiten Station der diagnostische Abschnitt seines Patientenwegs. Neben
der digitalen Anamnese besteht dieser auch aus einer ersten Untersuchung
und miindet in einer Verdachtsdiagnose. Durch die Digitalisierung der
Anamnese und den Einsatz digitaler Tools bei der Erstuntersuchung erge-
ben sich in dieser Station eine Vielzahl unterschiedlicher arbeitsbezogener
Konsequenzen, insbesondere hinsichtlich des Wechselspiels zwischen tech-
nischer Infrastruktur, arztlichem Personal und dem Patienten Miiller. Tech-
nik, Patient:in und Arzt bzw. Arztin lassen sich dabei als drei Ecken eines
Dreiecks vorstellen. Zentral fiir das Gelingen einer jeden Diagnose ist die
Koordination und der Austausch von Informationen zwischen diesen drei
Akteur:innen. Je besser und direkter die Schnittstellen zum Informations-
austausch, desto verlasslicher und reichhaltiger sind folglich die vorliegen-
den Informationen und Daten, die zur Diagnostik und Therapieplanung
herangezogen werden konnen. Dies gilt auch in Zeiten der Digitalisierung,
insbesondere fiir die Schnittstelle zwischen Arztin und Patient, denn nur
tiber die direkte menschliche Kommunikation kdnnen auch die subjektiven
Empfindungen des Patienten erfasst oder gezielt adressiert werden (z.B.
Angst vor der Diagnose und/oder Behandlung).

4.2.1.2 Datengetriebene Diagnostik: Neue Perspektiven und offene Fragen

In der Versorgung von Herrn Miiller erweist sich die kontinuierliche Er-
hebung und Verarbeitung von Gesundheitsdaten als Grundlage fiir das
medizinische Handeln. Durch die Echtzeit-Integration der Daten in die
Behandlung erschlieflen sich fiir das érztliche Personal schon wihrend
der Untersuchung personenbezogene Informations- und Wissensstinde,
die das Potenzial haben, die akute Untersuchung weitreichend (neu) zu
kontextualisieren. Freilich ist die Kontextualisierung von Informationen im
Zuge der Untersuchung nichts anderes als das Kernstiick jeder diagnosti-
schen Leistung in der Medizin. Eine erfolgreiche Diagnose besteht somit
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4.2.1 Soziologische Betrachtung

zundchst in der Sammlung und Biindelung aller zugénglichen Informatio-
nen und ihrer Kontextualisierung. Allerdings ist die Diagnostik - zumin-
dest bislang - ein kognitiver und erfahrungsgeleiteter Prozess, bei dem der
Arzt oder die Arztin die zugingigen (objektiven wie subjektiven) Informa-
tionen kombiniert und interpretiert, um die wahrscheinlichste Erklarung
fiir die Beschwerden des Patienten zu finden. Durch den zunehmenden
Einsatz von Big Data und KI koénnte diese bisher rein personen- und
kontextgebundene Titigkeit in Zukunft parallel durch digitale Anwendun-
gen erginzt werden. Dabei wird unter anderem die Rolle von Daten und
des Datenschutzes zu einem zentralen Thema: Die Erfassung, Verarbei-
tung und Verfiigbarkeit personen- und gesundheitsbezogener Daten {iber
multiple digitale Schnittstellen hinweg erfordern angemessene Regulierung
und ein differenziertes Verstindnis der Dynamiken zwischen technischer
und rechtlicher Kontrolle. Im Zuge der Digitalisierung zeigt sich deutlich,
dass die Verbreitung neuer Technologien auch eine grundlegende Neuori-
entierung und Neubewertung im Umgang mit Daten, Informationen und
Methoden mit sich bringt. Dabei stellt sich u.a. die Frage, welche Informa-
tionen als Grundlage fiir Entscheidungen herangezogen werden diirfen,
sollen oder miissen, oder noch grundlegender: welche Daten {iberhaupt als
valide gelten, welche Kriterien erfiillt sein miissen, damit sie als verldssliche
Daten bezeichnet werden kdnnen - und fiir welche Akteursgruppen diese
Definitionen schliefilich relevant sind. Diese Fragen gewinnen im Kontext
der fortschreitenden Datafizierung in der Medizin (Kent 2023) immer
weiter an Dringlichkeit, da sich durch die Verbreitung datenverarbeitender
Systeme und Algorithmen tiefgreifende Implikationen fiir die Wissenspro-
duktion, genauso wie fiir die Entscheidungsfindung abzeichnen. Beispiels-
weise ist weitgehend ungeklért, was passiert, wenn die Einschitzung des
arztlichen Personals und die Empfehlung eines datenbasierten KI-Systems
zu grundsitzlich unterschiedlichen Diagnosen oder zu voneinander abwei-
chenden Einschitzungen des Schweregrads bei gleicher Diagnose kommen.

Die durch die Digitalisierung ermdglichte Integration und Verfiigbarkeit
von Daten erdffnet neue Moglichkeiten fiir Diagnostik und Therapiepla-
nung, wirft jedoch auch erhebliche Fragen zur Kontrolle, Sicherheit und
Reliabilitat>? sensibler Gesundheitsdaten auf. Dies zeigt sich auch in der

52 Unter Reliabilitat wird die Zuverlassigkeit oder Genauigkeit, mit der ein Messverfah-
ren konsistente und wiederholbare Ergebnisse liefert, verstanden. Da Gesundheitsda-
ten von Lai:innen oft nicht unter kontrollierten Bedingungen erhoben werden (z.
B. iiber Gesundheits-Apps oder Wearables), kann die Reliabilitat dieser Daten mitun-
ter problematisch sein. Messfehler, inkonsistente Anwendungsweisen oder fehlendes
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Konstellation unseres Falles, in der die Assistenzérztin gemeinsam mit
einem Medizinstudenten direkt auf die Patientenakte zugreift und dabei
Daten aus fritheren Behandlungen sowie aus aktuellen Forschungsergeb-
nissen einbezieht. Diese Situation verweist auf die immer weiterwachsende
Bedeutung und zentrale Rolle digitaler Systeme im klinischen Alltag und
zeigt zudem exemplarisch, wie digitale Tools und Plattformen klinische
Entscheidungsfindungen strukturieren und neue Interaktionsformen eta-
blieren. Im Behandlungszimmer wird somit deutlich, wie digitale Techno-
logien die Arbeitsabldufe verandern.” Die behandelnde Arztin, Frau Navar-
ro, kann auf die hinterlegten Informationen zugreifen und sich anhand der
gegebenen Informationen ein Bild von ihrem Patienten machen. Die von
ihr durchgefiihrten korperlichen Untersuchungen erginzen die Daten, die
bis dahin bereits von Herrn Miiller erhoben wurden. Wahrend Frau Na-
varro sich dabei auf einer ganzheitlich-perzeptiven Ebene einen Eindruck
von ihrem Patienten verschaffen kann, arbeitet die sie unterstiitzende KI
lediglich auf Basis der eingespeisten und formalisierten Daten.

Daten (ob objektiviert oder subjektiv) bilden die Grundlage jeglicher
medizinischen Entscheidung und strukturieren die Interaktionen zwischen
Arzt:innen, Patient:innen und Technologie, indem sie z.B. festlegen, wel-
ches Wissen handlungsleitend wirksam wird. Im Fokus dieser zweiten Stati-
on mochten wir uns daher insbesondere der Bedeutung von Daten und des
Datenschutzes im medizinischen Alltag widmen. Was bedeutet es eigent-
lich, in eine Datenschutzerkldrung einzuwilligen? Wie wird Datenerhebung
und Datenschutz im offentlichen Diskurs verhandelt? Wie beeinflusst die
Preisgabe personlicher Informationen die (Macht-)Beziehungen zwischen
den Akteur:innen einer Patientenbehandlung? Was bedeutet es schlieSlich,
dass KI mit formalisierten Daten arbeitet? Das Thema Daten und Daten-
schutz spannt weit, insbesondere da es sich bei Gesundheitsdaten um be-
sonders sensible Daten handelt, deren Offenlegung zu Diskriminierungen
fithren kann. Beginnen mdchten wir unsere Analyse mit einer kurzen Dar-
stellung des rechtlichen Rahmens des Datenschutzes in Deutschland, um
daran einige allgemeine Uberlegungen anzuschlief3en.

Fachwissen konnen die Genauigkeit stark beeintrachtigen, wodurch das Vertrauen in
die Daten fiir medizinische Entscheidungen limitiert ist.

53 Die zunehmend zentrale Stellung digitaler Daten und darauf basierende KI-Aussa-
gen bergen die Gefahr, dass fiir die Diagnose unter Umstidnden ebenfalls wichtige
Informationen des:der Patient.in oder der Angehorigen und die zudem flankierende
(oftmals kontextrelevante) emotionale Seite der Kommunikation in den Hintergrund
geraten.
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4.2.1 Soziologische Betrachtung

4.2.1.3 Rechtliche Rahmenbedingungen und individuelle Perspektiven

Im Kontext sensibler personenbezogener Daten bildet in Deutschland das
Recht auf informationelle Selbstbestimmung die Grundlage dafiir, dass In-
dividuen selbst dariiber entscheiden konnen, welche personenbezogenen
Daten sie preisgeben und wie diese verwendet werden diirfen (Steinbicker
2019, S.81). Dies umfasst nicht nur den Schutz vor unbefugtem Zugriff,
sondern auch den Schutz vor missbrauchlicher Nutzung. Ein dariiber
hinaus explizit im Grundgesetz festgeschriebenes ,Datenschutzrecht’ exis-
tiert jedoch nicht. Es handelt sich ferner um ein abgeleitetes Recht, das
sich in den grundrechtlich geschiitzten Personlichkeitsrechten begriindet.>*
Seit 2016 wurde der Schutz personenbezogener Daten in Form der Daten-
schutz-Grundverordnung (DSGVO) durch die Européische Union in Eu-
ropa vereinheitlicht, wobei auch hier der Datenschutz primér dem Schutz
der Grundrechte und Grundfreiheiten natiirlicher Personen gilt. Das Deut-
sche Datenschutzrecht wurde so unter anderem um eine umfassende Do-
kumentationspflicht der Datenschutzumsetzung und einer Informations-
verpflichtung der fiir die Erhebung Verantwortlichen gegeniiber den Be-
troffenen ergédnzt. Gleichzeitig wurden die Rechte der Betroffenen um das
Recht auf Auskunft und das Recht auf Loschung ausgeweitet. So spiegelt die
Gesetzgebung zunidchst den Wert und die Sensibilitdt personenbezogener
Daten. Gleichzeitig verdeutlichen sich dadurch auch die Machtverhiltnisse
zwischen Individuen auf der einen Seite und (gesellschaftlichen) kollekti-
ven Akteuren, z.B. dem Staat, Organisationen oder Unternehmen, auf der
anderen Seite. Das Bestreben, das Individuum in seinen Rechten weitestge-
hend zu stirken und kollektive Akteur:innen in ihrer Handlungsmacht zu
beschrénken, stellt vor diesem Hintergrund zugleich einen Versuch dar, die
Machtposition von kollektiven Akteur:innen gegeniiber Individuen einzu-
hegen.

54 Das Bundesverfassungsgericht leitete das Recht auf informationelle Selbstbestim-
mung schon 1983 im sogenannten Volkszahlungsurteil aus dem allgemeinen Persén-
lichkeitsrecht (Art.2 Abs.1 iV.m. Art.1 Abs.1 GG) ab. Damit betonten die Verfas-
sungsrichter, dass die digitale Datenverarbeitung die Selbstbestimmung der freien
Entfaltung der Personlichkeit gefdhrdet, da eine umfassende Erfassung, Vernetzung
und Auswertung von Daten zu einer liickenlosen Uberwachung und Kontrolle einzel-
ner Personen fithren konnte. Das Verfassungsgericht erkannte hier die potenzielle
Gefahr, dass Individuen ihre Handlungen (wie in Foucaults Panoptikum (Foucault
1994)) an der Maglichkeit einer Beobachtung durch Dritte ausrichten und dadurch in
ihrer Freiheit und freien Entfaltung eingeschrankt werden konnten.

81

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.2 Station 2: Untersuchung und OP des Primdrtumors

Die in unserer Fallkonstruktion zu tragen kommenden Gesundheitsda-
ten beinhalten besonders intime und sensible Daten, die dementsprechend
als auflerordentlich schiitzenswert gelten (BMI o. ].). Die Wichtigkeit dieser
Daten wird besonders ersichtlich im Angesicht der negativen Auswirkun-
gen und Gefahren einer Zweckentfremdung oder eines Missbrauchs. So
kénnen Empfanger sensibler Diagnosen, wie beispielsweise HIV- oder psy-
chischer Erkrankungen, oft Opfer gesellschaftlicher Stigmatisierung werden
(Deutsche Aidshilfe eV. 2024; vgl. z.B. Mau 2017, 15£f., Parli & Naguib 2012).
Da der Schutz vor Datenmissbrauch und die Sicherstellung der Kontrolle
personenbezogener Daten nicht allein juristische Thematiken darstellen,
sondern auch ethische und - fiir uns besonders zentrale — soziale Dimen-
sionen beinhalten, mochten wir uns im Folgenden diesen sozialen Implika-
tionen datenschutzrechtlicher Prinzipien zuwenden.

Die Privatsphére markiert einen essenziellen ,Schutzraum' fiir die (poli-
tische) Souveranitat des Individuums. Gerade in Hinsicht auf diese Funkti-
on ist die mitunter technisch verstérkte, zunehmende Diffusion der 6ffent-
lichen Sphidre in die Sphdre des Privaten eine potenziell problematische
Entwicklung. Denn in Abwesenheit eines geschiitzten Raumes, in dem das
Individuum sich frei von normativer Kontrolle durch den sozialen und po-
litischen Kontext entfalten kann, wird die Féhigkeit zur Selbstbestimmung
signifikant eingeschrdnkt. In diesem Kontext miissen die Auswirkungen
der Digitalisierung, insbesondere im Hinblick auf die Verarbeitung und
Speicherung von Informationen in Form von digitalen Daten, kritisch
hinterfragt werden. Denn die durch die Digitalisierung erméglichte und
geforderte Formalisierung, Strukturierung und Konservierung von Infor-
mationen bildet eine neue Grundlage fiir die Art und Weise, wie Wissen
generiert, verwaltet und genutzt wird.

Wihrend analoge Informationen einen zeitlich und 6rtlich begrenzten
Zugrift erlauben und eine gewisse Verginglichkeit aufweisen, zeichnen
sich digitale Daten insbesondere durch ihre potenzielle Dauerhaftigkeit,
unbegrenzte Verfiigbarkeit und Vervielfaltigungsmoglichkeiten aus. Infor-
mationen und Daten verbleiben im Digitalen - zumindest in der Theo-
rie — zeitlich unbestimmt und unbegrenzt. Durch ihre Ortsunabhéingig-
keit, Kontinuitit und Aggregationsfahigkeit bergen digitale Daten auf der
einen Seite grofle Potenziale fiir die Qualitdt sowie Effizienz medizinischer
Versorgung, auf der anderen Seite vervielfacht sich aber auch das negati-
ve Potenzial eines moglichen Missbrauchs. Aufgrund ihrer ambivalenten
Funktion (zugleich Schutzinstrument und Verwertungsressource) erzeugen
digitale Daten ein Spannungsfeld zwischen Datenschutz, Privatsphire und
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dem offentlichen Interesse an ihrer Nutzung. Die zunehmende Integration,
Anwendung und die daraus resultierende Abhéngigkeit von digitalen daten-
basierten Systemen verstarkt die Machtasymmetrien zwischen Datenprodu-
zent:in, -verwalter:innen und -nutzer:innen - eine Dynamik die bestehen-
de soziale Ungleichheiten weiter verscharfen konnte.

Die Aggregation von Daten geschieht im medizinischen Kontext natiir-
lich nicht im luftleeren Raum, sondern benétigt sowohl eine entsprechende
Infrastruktur als auch qualifiziertes Personal und spezifische Anwendun-
gen, um eine effektive Nutzung der Daten zu gewihrleisten. Die zuneh-
mende Erhebung und Ansammlung von Daten ermdglicht indes ginzlich
neue Diagnosemdglichkeiten, verschiebt gleichzeitig aber auch die Praxis
der Informationsgewinnung immer weiter in Richtung digitaler Daten und
zementiert deren Stellenwert in der Versorgung. So entsteht allein durch
die Agglomeration von Daten eine Art digitales Negativ bestimmter (digital
abbildbarer) Aspekte einer Person. Durch die Kombination einer Vielzahl
unterschiedlicher personenbezogener Variablen im Digitalen, lassen sich
so schon heute digitale Abbilder unserer Selbst erzeugen, die eine Vielzahl
unterschiedlicher Anwendungsmaglichkeiten eréffnen. Sogenannte Digital
Doubles> sind digitale Doppelganger, die allerdings die komplexe Wirklich-
keit kaum zu fassen vermogen (Steinbicker 2019, 91).

In Abgrenzung zu der oft verbreiteten Vorstellung des gldsernen Men-
schen betont das Konzept der Digital Doubles, dass die im Digitalen hinter-
lassenen Abdriicke immer nur einen Teil der Wirklichkeit abbilden. Denn
die Daten entstehen im Kontext ihrer Erhebung in Abhingigkeit zu den
Anforderungskatalogen und Priorisierungen der herangezogenen Technik
sowie den dahinterstehenden Unternehmen und Organisationen. Durch
die Beschriankung der Datenerhebung auf objektivierbare Parameter ist
freilich auch das resultierende Abbild nur eine Wirklichkeitsreduktion, die
sich als eine spezifische Perspektive bzw. Verengung auf wenige Parameter
ausdriicken lasst. Die daraus hervorgehende ,Daten-Dimension’ basiert auf
einer systematischen Abstraktion, Reduktion und Standardisierung. Diese
Dimension existiert allerdings nicht einfach parallel zu der direkt erfahr-

55 Digital Doubles (digitale Abbilder) sind virtuelle Reprasentationen von realen Perso-
nen, die durch die Erfassung, Analyse und Verarbeitung personenbezogener Daten
erstellt werden. Diese Daten konnen aus verschiedenen Quellen stammen, etwa den
sozialen Medien, Gesundheitsakten, Online-Interaktionen oder anderen digitalen
Plattformen. In der Medizin sollen digitale Abbilder zu Erstellung personalisierter
Behandlungspline eingesetzt werden, indem sie individuelle Gesundheitsdaten ana-
lysieren. Zudem sollen sie helfen, Risikofaktoren bestimmter Therapieoptionen zu
identifizieren oder bei der Patienteniiberwachung unterstiitzen.
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baren Wirklichkeit, sondern bindet einen neuen Interpretationskontext in
unsere Realitdt ein, wodurch neue Interdependenzen und Reziprozititen
erzeugt werden.

Die zunehmende Fokussierung auf algorithmisch interpretierbare Daten
in Diagnose- und Behandlungsprozessen ist somit als Ansatz zu verstehen,
durch den Krankheitsbilder oder Symptome in Form von interpretationsfa-
higen Mustern und Korrelationen auch in der Daten-Dimension sichtbar
gemacht werden. Allerdings ist die Reduktion der Realitét auf messbare und
standardisierte Variablen technisch begrenzt. Diese Limitation erzeugt ein
verzerrtes Abbild der tatsdchlichen Lebenswirklichkeit, da wichtige, jedoch
schwer messbare Faktoren wie individuelle Lebensumstidnde oder subjekti-
ve Faktoren in Datenform nicht ausreichend abgebildet werden kdnnen.
Viele dieser Faktoren gelten im Kontext medizinischer Daten hingegen eher
als Storgrofien. Dieses Verhiltnis liegt indes schon in der Funktionslogik
der Erhebung begriindet, da bereits vorab festgelegt werden muss, was spa-
ter erfasst werden soll. Die vor der Erhebung getroffenen Entscheidungen
werfen so immer einen Schatten voraus auf die erwartbaren Ergebnisse
— die resultierenden Kategorien sind in diesem Sinne immer an die vor-
ausgehenden Entscheidungen gebunden. Die Merkmale eines Individuums
werden in diese Matrix integriert, durch sie eingehegt und entsprechend
standardisiert erfasst (Matthaus 2023, 201). Doch was heift das konkret?

Die eigentliche Wirkmacht eines Digital Doubles ergibt sich erst aus
der Ubersetzung individueller Eigenschaften in eine digitale Reprasentati-
on, die durch standardisierte algorithmische Verfahren generiert und fiir
nachfolgende Entscheidungsprozesse genutzt wird. So auch in unserem
Fallbeispiel. Das digitale Abbild unseres Patienten Herr Miiller wird durch
seine Eingaben bei der digitalen Anamnese erzeugt: Seine Angaben werden
durch eine KI (wahrscheinlich ein Sprachverarbeitungsmodell) in Katego-
rien sortiert. Komplexe oder schwammige Beschreibungen seines Zustan-
des werden dabei entsprechend der Funktionslogik (z.B. Natural Language
Processing) der KI in semantische Interpretationskontexte gebracht bzw.
mithilfe von Transformer-Architekturen® in strukturierte Informationen
uberfuhrt. Das Bild, das KI von Herrn Muller zeichnet, hilft dabei sein

56 Unter einer Transformer-Architektur oder einem Transformer Modell wird eine spe-
zielle Methodik zur Verarbeitung von sequenziellen Daten verstanden. Das Modell
benutzt den sogenannten ,Self-Attention-Mechanismus® (Vaswani et al. 2017), um Be-
ziehungen zwischen allen Wortern in einer Eingabesequenz parallel zu analysieren.
Dazu wird der Text zundchst in numerische Darstellungen umgewandelt, die als
;Token® bezeichnet werden. Anschlieflend erfolgt die Transformation dieser Token
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digitales Double schnell und tibersichtlich auf relevante und verarbeitbare
Daten zu reduzieren, sodass eine Diagnose gestellt werden kann. Gerade
in dieser Fahigkeit liegt eine grofle Stirke derartiger KI-Anwendungen.
Gleichzeitig darf aber von uns nicht tibersehen werden, was die KI tber-
sieht. Diese ist namlich blind gegeniiber jeder Information, die in ihrem
System nicht vorhanden ist. Hinter dieser trivialen Einsicht steckt jedoch
eine wichtige Erkenntnis: Denn KI besitzt kein eigenes Metawissen, also
ein Wissen iiber ihr eigenes Wissen. Genauso fehlt KI ein Sinn dafiir,
zu erkennen, welche Liicken in Informationen stecken (kénnen) und wel-
che blinden Flecken sie selber besitzt. Dazu fehlt es KI an Moglichkeiten,
Sinnzusammenhinge, die zwischen den Zeilen liegen oder die im Kontext
sinnlicher, leiblicher Erfahrungen emergieren, zu erfassen. Mit anderen
Worten hat KI nicht das, was man in den Neurowissenschaften oder Psy-
chologie als Metakognition bezeichnen wiirde, sie weifl* also nicht, was
sie eigentlich macht. Nicht nur deshalb bleiben die physische, perzeptive
Untersuchung und der direkte Kontakt zwischen Frau Navarro und Herrn
Miiller weiterhin ein essenzieller Bestandteil einer umfanglichen medizini-
schen Anamnese. In der Kontaktsituation zwischen Arztin und Patient
spielen natiirlich auch unterschiedliche soziale Faktoren eine entscheidende
Rolle fiir die Dynamik der Interaktion. Einige davon sollen im folgenden
Abschnitt etwas detaillierter betrachtet werden.

4.2.1.4 Machtasymmetrien und institutionalisierte Routinen

Damit die Arztin Frau Navarro dem Patienten Herrn Miiller helfen kann,
muss dieser Informationen iiber sich preisgeben.” Die Preisgabe erfolgt
im rechtlichen Rahmen unter den Bedingungen der Zweckgebundenheit
und drztlichen Schweigepflicht. Der Patient muss dazu aktiv in die Verar-
beitung und Speicherung seiner Daten einwilligen. Der Leistungsvollzug
von Frau Navarro findet innerhalb der Organisation Krankenhaus statt, die
Arztin vertritt also die Organisation in der Interaktion mit dem Patienten.
So muss sie sicherstellen, dass Herr Muller sich in die Funktionsablaufe

in Vektoren durch Worteinbettung. Modelle wie BERT oder ChatGPT basieren auf
diesem Ansatz.

57 Natiirlich gibt es Situationen, in denen Patient:innen nicht aktiv Informationen preis-
geben konnen, etwa bei Sprachbarrieren, Bewusstlosigkeit oder schweren kognitiven
Einschréankungen. In solchen Fillen miissen Arzt:innen auf vorhandene medizinische
Unterlagen, Notfalldaten oder Angaben von Angehérigen zuriickgreifen.
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des Krankenhauses einfiigt. Die Einwilligungserklarung in die Datenver-
arbeitung ldsst sich dabei als eine technisierte Routine verstehen, durch
die das Rechtssystem in den Funktionsablauf der Krankenbehandlung in-
tegriert wird. Den beteiligten Akteur:innen - Arztin und Patient — bleibt
so nur ein begrenzter Handlungsspielraum, um von den vorformatierten
Pfaden abzuweichen. Auf diese Weise limitieren Handlungsroutinen, proze-
durale Normen und institutionalisierte Praktiken zunéchst den moglichen
Handlungsraum, allerdings ermdglichen diese Routinen gleichzeitig ein
vergleichbar hohes Mafy an Handlungssicherheit. Diese Sicherheit, bzw.
Vertrautheit mit den Prozessen ist gerade in Hinsicht auf die Praktikabilitét
und Arbeitseffizienz von grofler Bedeutung. So muss nicht bei jeder Pati-
ent:innenaufnahme erneut iiberlegt werden, was zu tun ist, um beispiels-
weise wie hier den rechtlichen Rahmen des Datenschutzes einzuhalten.
Frau Navarro hat dadurch letztlich mehr Zeit und Ressourcen, sich auf das
Wesentliche, also den Krankheitsfall von Herrn Muller, zu konzentrieren.
Damit die Abldufe in der Organisation des Krankenhauses mdoglichst frei
von Irritationen bleiben, miissen also gewisse (soziale, formale, rechtliche)
Prozesse entsprechend der institutionalisierten Praxis eingehalten werden.
Dies gilt natiirlich auch fiir die Patient:innen, deren vorrangiges Interesse
in einer moglichst hochwertigen Gesundheitsversorgung liegt, wodurch
wiederum eine Abweichung von den vorgeschriebenen Handlungsrouti-
nen, formal-rechtlichen Richtlinien und Vorgaben von Seiten der Patientin
bzw. des Patienten in der Regel unwahrscheinlich ist. Um iiberhaupt behan-
delt zu werden, muss sich Herr Miiller also den formalen Regularien und
Abldufen anpassen (vgl. Hahnel et al. 2024): Die Prekaritét seiner Position
zeigt sich somit insbesondere im Angesicht einer méglichen Exklusion von
medizinischen und gesundheitlichen Leistungen. Zugespitzt liefSe sich for-
mulieren, dass die Asymmetrie der Machtverhaltnisse zwischen der Orga-
nisation Krankenhaus und dem Patienten bzw. der Patientin wohl nirgends
anschaulicher kulminiert als in Form der Zustimmung erfordernden Ein-
willigungserkldrungen. Entweder Herr Miiller willigt in die Verarbeitung
seiner Daten ein, oder...?

Was ohne Einwilligung passiert, bleibt meistens unklar, denn iiber die
Folgen einer Nicht-Einwilligung wird in der Praxis zumeist nicht aufge-
klart. Moglich ist etwa, dass Herr Miiller nicht oder nur eingeschrinkt
behandelt werden wiirde, sofern er die Einwilligung verweigern wiirde. Die
Unklarheit der Folgen einer Nicht-Einwilligung erzeugt auf Seiten der Pati-
ent:innen ein Gefiihl der Unvermeidbarkeit und birgt dadurch nicht zuletzt
die Gefahr, Patient:innen in eine passive Rolle zu dringen, ungeachtet der
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eigentlichen Handlungsautonomie (Zuboff 2019). Gleichzeitig wirken hier
die spezifischen sozialen Konventionen, der Interaktion zwischen Arztin
und Patienten. Hinsichtlich der rollenbezogenen Erwartungen des drztli-
chen Handelns und des Handelns des Patienten sind die Zuweisungen der
Handlungsabldufe klar definiert, sodass beide Parteien ihr Handeln an den
institutionalisierten Verhaltensregeln und Handlungsskripten ausrichten
konnen (Vogd 2012, 75). So gibt die Arztin bzw. der Arzt beispielsweise An-
weisungen, denen der:die Patient:in Folge leistet.”® Arzt:innen wird dabei
(in der Regel) ein hohes Maf3 an Vertrauen und Respekt gewihrt, eine Art
Vertrauensvorschuss, der ihnen unabhéngig von der eigenen Person, alleine
aufgrund ihrer reprisentierten Rolle entgegen gebracht wird (Vogd 2012,
74). Herr Miiller wird so vermutlich nicht an der Vertrauenswiirdigkeit der
Arztin und dem Nutzen der Datenschutzerklarung zweifeln, sondern in die
Verarbeitung und Speicherung seiner Daten einwilligen. Vorstellbar ist aber
auch, dass er lediglich notgedrungen in die Risiken einwilligt, die mit der
Preisgabe seiner Daten einhergehen.

Verstirkt wird die Machtasymmetrie zwischen Arztin bzw. Arzt und Pati-
ent:innen zusétzlich durch die soziale Schichtzugehorigkeit. Herr Miillers
Beruf als Lagerarbeiter lasst auf einen eher geringen sozio6konomischen
Status schlieflen. Durch ihre eingeschridnkten Ressourcen und schlechte-
ren Zugang zu Informationen und (sozialen) Netzwerken befinden sich
Personen mit niedrigerem soziokonomischem Status in einer besonders
prekidren Situation. In diesem Kontext spielt auch die Verstdndlichkeit
versorgungsrelevanter Informationen eine entscheidende Rolle. So kdnnen
die mangelnde Verstindlichkeit und hohe Komplexitit verwendeter For-
mulierungen dazu fithren, dass Patient:innen wichtige Inhalte nicht rich-
tig erfassen und dadurch eine informierte Einwilligung oder Beteiligung
an Entscheidungen erschwert wird. Nicht selten sind die Einwilligungser-
klarungen zum Datenschutz (sowie die Technik dahinter) fiir Lai:innen
intransparent oder nur schwer nachvollziehbar. Die verwendete Rechts-
sprache einer Einwilligungserklarung kann schon von Vornherein den Zu-
gang zu den darin enthaltenen Informationen verstellen und so ungewollt
die Funktion eines Gatekeepers erhalten. In Form der unverstdndlichen
Fachsprache wird auch symbolische Macht*® (Bordieu 2012) auf unseren

58 Dariiber, wie sich mdgliche KI-Anwendungen als zusétzliche Entscheidungs- oder
Informationsinstanz auf dieses Verhéltnis auswirken wird ldsst sich nur spekulieren.

59 Symbolische Macht bildet eine gesellschaftlich anerkannte Form von Gewaltaus-
ibung ab. Sie bezeichnet die Fihigkeit, durch die Kontrolle und Manipulation von
Symbolen, Bedeutungen und sozialen Normen Einfluss auszuiiben. Diese Form der
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Patienten Herrn Miiller ausgeiibt: Sie tragt dazu bei, das asymmetrische
Machtverhiltnis zwischen der Organisation Krankenhaus und dem Patien-
ten weiter aufrechtzuerhalten. Hinzu kommen nicht selten soziale Zwénge
und Abhidngigkeiten; so kann es Herrn Miiller etwa unangenehm sein,
sein Unverstindnis zu offenbaren, bzw. um eine Erkldrung zu bitten. Da-
neben befindet sich Herr Miiller in einer grundsitzlich emotional hochst
vulnerablen Situation: Er und seine Frau miissen schon vor der ersten
Verdachtsdiagnose davon ausgehen, dass es sich unter Umstinden um
eine ernste und vielleicht sogar lebensbedrohliche Krankheit handelt. In
einer derartigen Situation mit potenziell lebensverandernden Auswirkun-
gen konnen Erwédgungen zum mdglichen und letztlich fiir die betroffene
Person nicht einschitzbaren Risiko eines spiteren Datenmissbrauchs ver-
gleichsweise unwichtig erscheinen und stehen sicher weniger im Fokus der
Aufmerksambkeit als das édrztliche Handeln an sich.

Die zugrundeliegende Praxis einer solchen Einwilligungserklarung, d.h.
die Tatsache, dass die ,schwache; zu schiitzende Partei — hier: der Patient
in einer Notsituation - in die Erhebung und Speicherung ihrer Daten
einwilligen muss, sieht iiber die genannten Machtasymmetrien hinweg.
Die Verantwortung zum Umgang mit den erhobenen Daten wird damit in
unserem Beispiel auf den Patienten Herrn Miiller abgewdlzt, obwohl das
Risiko eines Datenmissbrauchs nicht in seiner Hand liegt, sondern in der
des Krankenhauses, welches das Verfahren gestaltet (Rost 2013, S.86).

Machtausiibung wirkt subtil, wird also in der Regel nicht als Machtmechanismus
wahrgenommen. Sie prégt die Interpretation der sozialen Realitdt und formt dadurch
soziale Hierarchien und Verhaltensweisen.
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Key take-aways

« Diagnostik ist ein soziales Zusammenspiel: Arzt:in, Patient:in und Technik stehen in einem
dynamischen Wechselverhiltnis. Eine gute Diagnose erfordert nicht nur prézise Daten, son-
dern auch soziale und kommunikative Schnittstellen, die menschliche Erfahrungswelten ein-
beziehen. Datenschutz ist dabei essenziell, da die Offenlegung sensibler Gesundheitsdaten
soziale Ungleichheiten verstirken kann.

« Daten lenken Entscheidungen - aber wer lenkt die Daten? Die Digitalisierung schafft neue
Wissensstrukturen, die arztliche Entscheidungsprozesse beeinflussen. Wihrend digitale Ge-
sundheitsdaten die Versorgung verbessern konnen, verstirken sie mitunter Machtasymmetri-
en zwischen Institutionen und Individuen. Die Regulierung von Daten muss daher nicht nur
technisch, sondern insbesondere auch sozial gerecht gestaltet werden.

« Digital Doubles - niitzlich, aber nicht menschlich. Digitale Abbilder von Patient:innen sind

stets eine selektive und normierte Reduktion der Realitdt. Sie konnen medizinische Prozesse

beschleunigen, erfassen aber weder subjektives Erleben noch Sinnzusammenhinge. Es be-
steht das Risiko, dass individuelle Krankheitsgeschichten durch standardisierte Datenmodelle
unsichtbar werden.

Einwilligung zur Datennutzung: Verantwortung fair verteilen. Die routinierte Zustimmung

zur Datenverarbeitung ist nicht nur ein rechtlicher, sondern auch ein sozialer Prozess. Pati-

ent:innen haben oft ungleichen Zugang zu Wissen und daher ein ungleiches Verstdndnis iiber
ihre Datenrechte. Die Verantwortung fiir Datenschutz darf nicht einseitig auf sie abgewalzt
werden, wahrend Institutionen von den Daten profitieren.

4.2.2 Erkenntnistheoretische Betrachtung: Urteilskraft in medizinischer
Forschung und klinischer Praxis

Rico Hauswald

4.2.2.1 Medizinische Urteilskraft

Die Untersuchungen, die Frau Navarro an Herrn Miiller durchfiihrt, zielen
auf die Generierung von Informationen ab, aufgrund derer eine Diagnose
ermoglicht wird, d.h. die Feststellung, dass Herr Miiller eine bestimmte
Krankheit hat, bzw. dass er in diese oder jene Krankheitskategorie fallt
oder einer bestimmten , Krankheitsentitat” zugeordnet werden kann. Dafiir
braucht Frau Navarro etwas, was Immanuel Kant ,bestimmende Urteils-
kraft“ genannt hat. Fiir Immanuel Kant ist Urteilskraft generell ,das Ver-
mogen, das Besondere als enthalten unter dem Allgemeinen zu denken®
(1977, 87). Kant unterscheidet zwei Typen: die ,bestimmende und die
sreflektierende Urteilskraft. Bei ersterer ist ,das Allgemeine (die Regel,
das Prinzip, das Gesetz) gegeben® (ebd.), und das Besondere soll darunter
subsumiert werden. Bei der reflektierenden Urteilskraft ist dagegen ,das
Besondere gegeben, wozu sie das Allgemeine finden soll“ (ebd.). Im Falle
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der Diagnose einer Krankheit ist die Urteilskraft ,bestimmend®, weil ein
konkreter Einzelfall wie der von Herrn Miiller mit seiner ganz bestimm-
ten Symptomatik als in eine allgemeine diagnostische Kategorie fallend
bestimmt werden soll.?0 Frau Navarro muss feststellen, ob Herr Miller
diese oder jene Krankheit hat. Das kann gelingen oder misslingen. Im
Misslingensfall sind wiederum prinzipiell zwei Formen von Fehlleistungen
denkbar: 1. Frau Navarro diagnostiziert bei Herrn Miiller Krankheit K, ob-
wohl Herr Miiller die Krankheit K gar nicht hat (falsch-positive Diagnose);
oder 2. Frau Navarro schliefdt bei Herrn Miller Krankheit K aus, obwohl
er die Krankheit hat (falsch-negative Diagnose) (vgl. dazu ausfiihrlicher
Hauswald 2014, Kap. 3).

Reflektierende Urteilskraft braucht es demgegeniiber fiir die urspriingli-
che Definition der Krankheitskategorien selbst. Stellen wir uns beispiels-
weise vor, dass eine neue oder bislang unbekannte Krankheit auftritt.
Normalerweise wird es dann eine Reihe von Einzelféllen von Kranken
geben, deren Fallbeschreibungen sich nicht gut in eine der bereits existie-
renden Krankheitskategorien einsortieren lassen. Die Mediziner miissen
ausgehend von der Vielfalt dieser besonderen Vorkommnisse ,reflektieren,
ob diese Vorkommnisse ein gemeinsames Muster aufweisen, und falls ja,
eine neue diagnostische Kategorie definieren und den einschldgigen Kata-
logen (etwa der ICD oder dem DSM) hinzufiigen.®! In diesem Fall ist
also nicht das Allgemeine (die Krankheitskategorie) bereits gegeben und
ein Einzelfall soll darunter subsumiert werden, sondern es sind Einzelfille
gegeben und eine entsprechende allgemeine Kategorie soll dafiir definiert
werden.

Die in der modernen Medizin verwendeten Klassifikationssysteme sind
tberwiegend dtiologische Systeme. Das heifit, fiir die Festlegung der klas-
sifikatorischen Kategorien ist nicht primdr die Krankheitssymptomatik
entscheidend, sondern welche Ursachen die Symptome auslosen. Zwei

60 Wir treffen diesen Bestimmungsbegriff auch in anderen Bereichen an. So versteht
man etwa unter der ,biologischen Bestimmung® jenen Vorgang, bei dem ein einzel-
nes Exemplar, also ein konkretes Tier oder eine konkrete Pflanze, der jeweiligen
Spezieskategorie zugeordnet werden soll.

61 Die ICD ist die ,International Statistical Classification of Diseases and Related Health
Problems” (,Internationale statistische Klassifikation der Krankheiten und verwand-
ter Gesundheitsprobleme®). Sie wird durch die WHO herausgegeben und ist inzwi-
schen in der elften Version verfiigbar (ICD-11). Das DSM, d.h. das ,Diagnostic and
Statistical Manual of Mental Disorders* (,Diagnostischer und statistischer Leitfaden
psychischer Storungen®), wird durch die Amerikanische psychiatrische Gesellschaft
(APA) herausgegeben und ist aktuell in der fiinften Auflage verfiigbar (DSM-5).
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Patienten konnen sehr dhnliche oder sogar identische Symptome aufwei-
sen, gleichwohl aber in ganz unterschiedliche Krankheitskategorien fallen,
weil ihre Symptome durch jeweils unterschiedliche Ursachen ausgelost
werden (z.B. verschiedene bakterielle oder virale Erreger). Aufgabe der
sogenannten Differentialdiagnose ist es dann, durch genaue Untersuchun-
gen herauszufinden, welche Ursache und damit welche Krankheit vorliegt.
Zwar ist eine &tiologische Definition nicht immer moglich, insbesondere
dann, wenn die medizinische Forschung die Krankheitsursachen (noch)
nicht kennt. In diesem Fall muss dann doch (voriibergehend) auf eine sym-
ptombezogene Definition zuriickgegriffen und beispielsweise sogenannte
Syndrome (d.h. charakteristische Muster bestimmter Symptome) definiert
werden. Die Klassifikation der diagnostischen Kategorien in der Psychiatrie
erfolgt nach wie vor sogar tiberwiegend symptombezogen, da noch zu
wenig iiber die genauen Ursachen von Depression, Schizophrenie usw.
bekannt ist. In der somatischen Medizin wird dagegen standardméflig —
wenn auch nicht ausnahmslos - eine étiologische Klassifikation praktiziert.
Der Fall von Herrn Miiller, bei dem letztlich Hirnmetastasen mit einem ko-
lorektalen Primartumor diagnostiziert werden, ist jedenfalls Beispiel einer
solchen.

Die Informationen, die fiir Herrn Miillers Diagnose generiert bzw. ge-
sammelt werden miissen, sind unterschiedlichen Typs. Einerseits greift die
Diagnostik auf die Angaben zuriick, die er selbst im Rahmen der Anamnese
zu seinen Symptomen, seiner Krankengeschichte und seinen sonstigen bio-
graphischen Hintergriinden gemacht hat. Da diese aber nicht fiir eine ein-
deutige Diagnose ausreichen, miissen weitere Untersuchungen veranlasst
werden, die mit mehr oder weniger technischem Aufwand einhergehen
kénnen. So fiithrt Frau Navarro etwa einfache korperliche und neurologi-
sche Untersuchungen durch (Blutdruck, Herzauskultation, Motorik, Koor-
dinationstests usw.) und veranlasst weiterfiihrende Untersuchungen (Hirn-
CT und weitere radiologische Verfahren). Die Herausforderung besteht in
diesem Zusammenhang darin, genau die Untersuchungen durchzufiihren
bzw. zu veranlassen, von denen zu erwarten steht, dass ihre Resultate dabei
helfen werden, das Spektrum moglicher Erklarungen fiir Herrn Miillers
Symptome zu reduzieren. Der Untersuchungs- und Diagnoseprozess erfolgt
typischerweise iiber den Ausschluss infrage kommender Moglichkeiten:
Solange die beobachteten Symptome und Testergebnisse mit einer Mehr-
zahl moglicher Diagnosen vereinbar sind, miissen weitere Untersuchungen
durchgefiihrt werden, bis schliefSlich nur noch eine, ndmlich die Diagnose

tibrig bleibt.
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4.2.2.2 Medizinische Forschung und klinische Praxis

Die Unterscheidung zwischen bestimmender und reflektierender Urteils-
kraft spiegelt sich in jenem Doppelcharakter, der die Medizin gingigen
Beschreibungen zufolge priagt. Medizin, so heifst es oft, sei sowohl eine
Art Kunst (oder ein Handwerk) als auch eine Wissenschaft (Barege 2017);
sie erfolge einerseits in Form von klinischer Praxis, andererseits in Form
von medizinischer Forschung. Wahrend die medizinische Forschung - et-
wa im Rahmen randomisierter Studien (RCTs) — versucht, durch Betrach-
tung konkreter Falle allgemeine Zusammenhinge zu entdecken, wird in
der klinischen Praxis versucht, mittels bestimmender Urteilskraft dieses
allgemeine Wissen auf den konkreten Einzelfall, den konkreten Patienten
anzuwenden.

Wihrend dieser Doppelcharakter weithin anerkannt wird, ist umstritten,
wie das Verhiltnis zwischen der klinischen Praxis und der medizinischen
Forschung genau modelliert werden sollte. Vertreter der sogenannten evi-
denzbasierten Medizin (EBM) sind der Auffassung, die klinische Praxis
solle sich moglichst umfassend an den Ergebnissen evidenzbasierter For-
schung orientieren, wobei sogenannte Evidenzhierarchien beriicksichtigt
werden sollten: RCTs gelten mehr als blofle Beobachtungsstudien oder
pathophysiologische Untersuchungen, diese wiederum gelten mehr als
Klinisches Erfahrungswissen und Intuition (Howick 2017). RCTs - der
»Goldstandard® der evidenzbasierten Medizin - sind fiir unsere Diskussi-
on nicht zuletzt deshalb von besonderem Interesse, weil sie eine Form
von Black-Box-Charakter besitzen, der Ahnlichkeiten mit dem bei KI zu
beobachtenden Black-Box-Charakter aufweist (Howick 2017, 118, 129; Lon-
don 2019). Bei einem RCT werden typischerweise durch Zufallsauswahl
zwei Teilnehmergruppen gebildet: eine Experimentalgruppe, die z.B. ein
zu testendes Medikament verabreicht bekommt, und eine Kontrollgruppe,
die ein Placebo erhilt. Die Studie erfolgt in der Regel verblindet, d.h.
die Mitglieder wissen nicht, zu welcher der beiden Gruppen sie gehdren.
Nach Abschluss der Experimentalphase wird dann anhand eines Vergleichs
einschlagiger Kriterien (Verbesserung von Symptomen, Mortalitit o.d.)
gepriift, welche Wirkungen das Medikament im Vergleich zum Placebo
hatte. Der Black-Box-Charakter besteht nun darin, dass der RCT keinerlei
Auskunft dariiber gibt, welche pathophysiologischen Mechanismen dafiir
verantwortlich sind, dass die beobachtete Wirkung eingetreten ist. Wenn
man z.B. beobachtet, dass das Medikament zu einer gewissen Reduktion
der Mortalitat fithrt, dann hat man eine gute Evidenz dafiir, dass es
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diese Wirkung hat, aber man weif8 nicht, zumindest nicht ohne weitere
pathophysiologische Untersuchungen, was es im Koérper macht, um diese
Wirkung zu erzielen. Obwohl RCTs diese Frage offen lassen, wird ihr Platz
an der Spitze der Evidenzhierarchie selten infrage gestellt. Das hat die Frage
provoziert, wieso dann eigentlich der Black-Box-Charakter im Falle von KI
so stark problematisiert wird (London 2019). Auch bei KI ist es oft schwer
bis unmdglich, genau zu sagen, wie der Algorithmus bestimmte Inputs in
bestimmte Outputs transformiert. Wenn das aber bei RCTs als unproble-
matisch erachtet wird, wieso wird es dann bei KI als so gravierendes Prob-
lem bewertet, dass umfangreiche Forschungsprogramme verfolgt werden,
um den Black-Box-Charakter zu reduzieren (insbesondere das sogenannte
XAI-Programm, das darauf abzielt, KI ,erkldarbar® zu gestalten)? Werden
hier womdglich doppelte Standards angelegt?6?

Zugunsten von RCTs spricht insbesondere, dass sie versprechen, eine
Reihe von schwerwiegenden methodischen Voreingenommenheiten oder
Biases zu vermeiden, fur die nicht-randomisierte und nicht-verblindete
Beobachtungsstudien anfillig sind, insbesondere den self-selection bias, den
allocation bias und den performance bias (Howick 2017, 121ff.). RCTs sehen
sich aber auch mit Einwdnden konfrontiert. Zum einen sind auch sie
nicht vor der Manipulation durch Akteure gefeit, die vor allem anderen
eine bestimmte (z.B. kommerzielle) Agenda verfolgen (Jureidini/McHenry
2020). Wichtiger noch fiir unsere Belange ist der Einwand, dass es eine
uniiberbriickbare Kluft zwischen den Ergebnissen evidenzbasierter medizi-
nischer Forschung und deren Anwendung in der klinischen Praxis gebe.
Das Problem ist, dass ein RCT, selbst wenn er methodisch einwandfrei
durchgefiihrt wird, lediglich Durchschnittswerte ergibt. Angenommen bei-
spielsweise, in einem RCT werde ein Medikament zur Linderung der Art
von Beschwerden getestet, an denen Herr Miiller leidet. Dann konnte
das Resultat der Untersuchung etwa lauten, dass das Medikament in der
Experimentalgruppe im statistischen Mittel zu einer so und so starken
Besserung der Beschwerden gefiihrt hat. Ein solches Ergebnis ldsst sich
allerdings nicht ohne weiteres auf einen konkreten, individuellen Fall iiber-
tragen. Auch wenn das Medikament bei einem ,Durchschnittspatienten®
zu einer Besserung fiihrt, kann es sein, dass es bei Patienten mit einem
besonderen Merkmalsprofil nicht wirkt oder sogar kontraproduktiv ist.
Herr Miiller ist kein Durchschnittspatient, genauso wenig wie irgendeine
andere konkrete Person. Vielleicht liegt z.B. sein Alter oberhalb oder un-

62 Fir eine Diskussion dieses Doppel-Standard-Problems vgl. auch Grote (2024).
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terhalb eines bestimmten Schwellenwerts, oder er hat irgendeine andere
biologische, genetische oder sonstige Eigenschaft, oder weist eine bestimm-
te Kombination von Eigenschaften auf, die die Wirkung des Medikaments
blockiert. Es gibt hier eine enorme Menge an Mdglichkeiten, die selbst die
aufwindigsten Forschungsprogramme schwerlich umfassend ausleuchten
konnen.®

Kritiker der EBM haben aus Uberlegungen wie diesen geschlossen, dass
die Anwendbarkeit der Resultate von RCTs in der klinischen Praxis, in
der man es ja nie mit Durchschnittspatienten, sondern stets mit konkreten
Personen und ihren je individuellen Besonderheiten zu tun hat, keineswegs
gewihrleistet sei. Ein Standardvorwurf in diesem Zusammenhang ist der
der ,Kochbuchmedizin® Wenn man sich in der klinischen Praxis nur noch
an den Ergebnissen von RCTs oder auch an Leitlinien und dhnlichen Stan-
dards orientiere, dann konne das zu einer Form von Therapie fithren, die
an der besonderen Situation und den Bediirfnissen der konkreten Patienten
vorbeigehe (z.B. Tonelli 1999). Vertreter der ,patienten-“ und ,personen-
zentrierten” Medizin setzen an dieser Stelle an und mochten die durch
die EBM eingeforderte Evidenzbasierung der Medizin zumindest ergdnzen
durch eine stirkere Orientierung an den konkreten Individuen, fiir die
letztlich doch wieder auf klinische Erfahrungen und Intuition zurtickgegrif-
fen werden muss (z.B. Marcum 2017). Fiir Vertreter dieses Ansatzes konnte
Urteilskraft seitens des Klinikers zundchst erst einmal genau darin beste-
hen, die Kluft zwischen dem Allgemeinen, wie es in RCTs, Leitlinien usw.
gegeben ist, und dem Besonderen, wie es in Gestalt konkreter Patienten in
Erscheinung tritt, iberhaupt als solche zu sehen und zu wiirdigen, um sie
dann so gut wie eben méglich zu iiberbriicken. Die Frage ist aber, ob durch
diese Inanspruchnahme von Kklinischer Erfahrung und Intuition nicht doch
wieder auf genau jene Elemente zuriickgegriffen werden muss, die die EBM
mit guten Griinden als in hohem Mafle fehleranfillig charakterisiert hat.
Denn, so konnten Vertreter der EBM einwenden, woher soll denn ein
Kliniker wissen, dass z.B. Herr Miiller eines jener besonderen Merkmale
aufweist, die bei der Anwendung des besagten Medikaments zur Vorsicht
Anlass geben? Entweder es gibt beziiglich der Relevanz dieses Merkmals

63 Ein verwandtes Problem ergibt sich im Hinblick auf Wechselwirkungen zwischen
Medikamenten. Wenn Herr Miiller mehrere Medikamente gleichzeitig einnimmt,
kann es zu unerwiinschten Wechselwirkungen kommen. Angesichts der Vielzahl exis-
tierender Medikamente ist es aber unmaglich, fiir alle Kombinationen von zwei oder
gar mehreren Medikamenten hochwertige RCTs durchzufithren, um entsprechende
Wechselwirkungen zu untersuchen.
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Studien, dann sollten fiir diese wieder die hohen Standards der EBM gelten.
Oder es gibt diese Studien nicht, und der Kliniker muss seinen Erfahrun-
gen und Intuitionen vertrauen, die jedoch notorisch unzuverldssig sind.

Doch vielleicht verspricht KI einen Ausweg aus diesem Dilemma. Das ist
zumindest die Hoffnung jener, die mit dem zunehmenden Einsatz von KI
ein Zeitalter personalisierter evidenzbasierter Medizin anbrechen sehen:

»One may envision that future AI applications could help sift through
scientific publications as they become available, perform meta-analyses,
and integrate relevant data into patient records to provide optimized
recommendations and follow-up of treatments at the individual level.
Such a system could merge outcome data from many different intercon-
nected health-care centers to reveal patterns in treatment effects or side
effects that would otherwise go unnoticed, due to the small number of
patients with specific rare disease variants seen in each clinic.“ (Svens-
son/Jotterand 2022, 159)

Die hier beschriebenen KI-Systeme unterscheiden sich wohlgemerkt
grundlegend von den sogenannten Expertensystemen, die in der ,GOFAI-
Ara“ zum Einsatz im klinischen Bereich entwickelt wurden.®* Expertensys-
teme beruhen auf explizit einprogrammierten Regeln der Form ,Wenn der
Patient Symptom X hat, und wenn der Patient Symptom Y hat ..., dann
ist die Diagnose Z zu stellen. Das macht sie sozusagen zu einer digitalen
Inkarnation der ,,Kochbuchmedizin®.

KI-Systeme, die zu einer personalisierten evidenzbasierten Medizin ver-
helfen sollen, beruhen demgegeniiber auf kiinstlichen neuronalen Netzen.
Sie enthalten keine explizit einprogrammierten Regeln, sondern sind in
der Lage, durch maschinelles Lernen Muster in grofien Datenmengen zu
identifizieren. Herrn Miillers Untersuchungsergebnisse werden gleich auto-
matisiert in seine digitale Patientenakte eingetragen, und man kénnte sich
vorstellen, dass sie — zusammen mit den Daten vieler anderer Patienten
— einer KI zur Verfiigung gestellt werden, die sie mit den verfiigbaren Stu-
dienergebnissen abgleicht und neue, bislang unbekannte Zusammenhénge
erkennt. Natiirlich miisste ein solches System hohen Anforderungen etwa
im Hinblick auf den Datenschutz entsprechen, um akzeptabel zu sein. Es
ist ferner keineswegs klar, ob eine solche Vorgehensweise nicht doch wiede-
rum fiir die bekannten Biases (self-selection, allocation, performance bias)

64 ,GOFAI“ steht fiir ,Good old fashioned artificial intelligence” und bezieht sich auf
den symbolischen Ansatz, der in der zweiten Halfte des 20. Jahrhunderts die For-
schung zu KI dominierte.

95

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.2 Station 2: Untersuchung und OP des Primdrtumors

anfillig wére bzw. ob sich diese irgendwie kontrollieren oder korrigieren
liefSen. Gleichwohl erscheint der Einsatz von KI zumindest als ein prima fa-
cie attraktiver, wenn auch weiter zu priifender Weg, um die Kluft zwischen
Forschung und klinischer Praxis zu reduzieren.

Key take-aways

« Sowohl in der klinischen Praxis als auch der medizinischen Forschung braucht es Urteils-
kraft, wobei ,bestimmende® und ,reflektierende” Urteilskraft mit unterschiedlichen Gewich-
tungen Relevanz besitzen.

+ Bei der Anwendung von Forschungsergebnissen in der klinischen Praxis ergeben sich He-
rausforderungen, fiir deren Bewiltigung die ,evidenzbasierte® und die ,patienten-“ bzw.
»personenzentrierte“ Medizin unterschiedliche Vorschlige machen, die aber gleichermafien
mit Einwénden konfrontiert sind.

« Mit dem Einsatz von KI geht das Versprechen einer ,personalisierten evidenzbasierten Medi-
zin“ einher, durch die sich neue Moglichkeiten der Bewiltigung dieser Herausforderungen
ergeben kénnten.

4.2.3 Medizinethische Betrachtung: Informationelle Selbstbestimmung, die
Integration von KI in das édrztliche Entscheiden und das Verhiltnis
zwischen Arzt:in und Patient:in

Kathi Beier und Martin Hahnel

4.2.3.1 Einleitung

Dieser Abschnitt im Krankenhauszyklus von Herrn Miiller wirft aus ethi-
scher Perspektive Fragen zu drei Themenkomplexen auf. Erstens geht es,
wie schon bei der ersten Station, um Herrn Miillers informationelle Selbst-
bestimmung. Es werden Daten zu seiner Person und zu seinem Gesund-
heitszustand gesammelt, die zweckmaf3ig operationalisiert werden sollen.
Wird mit diesen Daten auf Seiten des Krankenhauses ethisch verantwort-
lich umgegangen? Zweitens geht es um das arztliche Handeln von Frau
Navarro. Auf der Grundlage ihrer Untersuchung von Herrn Miiller, des
Einbezugs weiterer digitaler Daten, des fachlichen Austauschs mit dem
leitenden Oberarzt und des Riickgriffs auf KI fillt sie Entscheidungen
zur Behandlung von Herrn Miiller, d.h. die KI wird als Entscheidungsun-
terstiitzungssystem (EUS, engl. CDSS: Clinical Decision Support System)
eingesetzt. Wie integriert Frau Navarro diese Technologie in ihre Entschei-
dungsfindung? Und wie bindet sie sie in ihren Umgang mit Herrn Miiller
ein? Geschieht beides auf ethisch vertretbare Weise? Drittens riickt die Be-
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ziehung zwischen Frau Navarro und Herrn Miiller, das sogenannte Arzt-Pa-
tient-Verhaltnis, in den Fokus der Betrachtung. Was sollte beachtet werden,
damit diese Beziehung von Vertrauen gepragt ist? Starkt oder schwicht die
Nutzung von KI das Vertrauensverhiltnis? Natiirlich wirken sich die Ant-
worten auf die ersten beiden Fragen auf die Beantwortung der dritten Frage
aus. Auch deswegen betrachten wir die verschiedenen ethischen Aspekte
dieser zweiten Station in der angegebenen Reihenfolge.

4.2.3.2 Datenethik und informationelle Selbstbestimmung

Es ist davon auszugehen, dass im Krankenhaus auf die Einhaltung der
aktuell giiltigen Datenschutzrichtlinien geachtet wird. Aus ethischer Sicht
ist dariiber hinaus das ethische Prinzip der Autonomie in Form der infor-
mationellen Selbstbestimmung interessant, das hier auf der zweiten Station
im Krankenhauszyklus von Herrn Miiller in vielerlei Hinsicht strapaziert
wird. Dabei ist die informationelle Selbstbestimmung nicht mit der Pati-
entenautonomie gleichzusetzen. So kann beispielsweise aus solidarischen
Griinden oder in Notfallsituationen die informationelle Selbstbestimmung
vorldufig suspendiert werden, ohne dass damit zwangslaufig die Patienten-
autonomie missachtet wird. Das findet jedoch selten statt, weil es schwer
ist, das Gut der informationellen Selbstbestimmung gegen andere Giiter -
etwa Forschungsfreiheit oder offentlicher Nutzen - abzuwiégen (vgl. Ienca
2023). Auch im Falle von Herrn Miiller ist eine solche Abwagung nicht né-
tig. Zudem scheint bei Herrn Miiller ein Grundvertrauen in das medizini-
sche Personal und die im Krankenhaus herrschenden Praktiken der Daten-
sammlung und -verarbeitung vorhanden zu sein. Damit dieses Vertrauen
nicht enttduscht wird, sollten sowohl die Datenschutzverantwortlichen des
Krankenhauses als auch Herr Miiller gute Antworten auf die folgenden drei
Fragen haben:

1. Welche Art der Einwilligung sollte Herr Miiller dem Krankenhaus ge-
ben?

2. An welchem Ort werden die {iber ihn erhobenen Daten gespeichert
(Stichwort: digitale Patientenakte)? Wer hat Zugriff auf diese Daten?

3. Wem gehoren die iiber Herrn Miiller gesammelten Daten?

Was hier jeweils gute Antworten sind, soll im Folgenden néher beleuchtet
werden.
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4.2.3.3 Informierte Einwilligung

Es kann davon ausgegangen werden, dass Herr Miiller hinreichend dariiber
in Kenntnis gesetzt worden ist, dass seine pseudonymisierten oder anony-
misierten gesundheitsbezogenen Daten (in welcher Form auch immer)
fir die spétere Forschung gespeichert werden.®> Dieser Hinweis muss je-
denfalls Teil jeder informierten Einverstdndniserkldrung sein. Er sollte alle
relevanten Informationen zu Speicherung, Datenschutz- und Sicherheits-
mafinahmen sowie {iber die zeitliche Begrenzung der Nutzung der Daten
umfassen. Nun gibt es verschiedene Formen der informierten Einwilligung
(vgl. Rubeis 2024, 97-101, Miiller et al. 2024, 546-547 sowie die erkenntnis-
theoretischen Uberlegungen in Kap. 4.4.2).5 Fiir Fille wie den vorliegen-
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Der Unterschied zwischen Anonymisierung und Pseudonymisierung liegt in der
Riickverfolgbarkeit. Durch die Pseudonymisierung werden personenbezogene Daten
nur soweit verandert, dass sie ohne Hinzuziehung zusitzlicher Informationen (typi-
scherweise einer Zuordnungsliste) nicht mehr einer spezifischen Person zugeordnet
werden konnen. Dabei miissen zwei Bedingungen erfiillt sein: i) die zusétzlichen
Informationen werden gesondert aufbewahrt, und ii) die Aufbewahrung der Zuord-
nungsliste wird mit technischen und organisatorischen Mafinahmen abgesichert, die
gewihrleisten, dass die pseudonymisierten Daten nicht wieder re-identifiziert werden
kénnen (es sei denn durch einen gesondert geregelten und explizit angestofSenen
Re-identifizierungsschritt). Eine Pseudonymisierung ist immer reversibel, wenn auch
nicht fiir jeden, der Zugriff auf die pseudonymisierten Daten hat. Durch eine Anony-
misierung dagegen werden die personenbezogenen Daten so sehr verdndert, dass sie
die Beziehbarkeit (also das begriindbare In-Beziehung-Setzen) von Informationen
auf konkrete Personen fiir alle Akteure verhindert, die Zugang zu den anonymisierten
Daten haben oder haben konnen, selbst wenn sie besonderes Zusatzwissen haben
oder dieses sich (auf legalem bzw. auf einem wahrscheinlichen Weg) aneignen kon-
nen. Eine Anonymisierung ist im Gegensatz zur Pseudonymisierung nicht reversibel.
Das klassische Modell konzentriert sich auf die Bereitstellung spezifischer Informatio-
nen iiber die Forschung, an der Patient:innen teilnehmen, sowie iiber die Art ihrer
Beteiligung, die Ziele und die erwarteten Ergebnisse (specific consent). Bei der pau-
schalen Einwilligung (blanket consent) erklaren sich die betroffenen Personen bzw.
Datensubjekte damit einverstanden, dass ihre Daten frei verwendet werden konnen,
ohne dass bei neuen Forschungsvorhaben eine erneute Einwilligung erforderlich ist.
Andere haben das Modell einer breiten Einwilligung (broad consent) entwickelt, um
den spezifischen Anforderungen der Forschung mit Biobanken gerecht zu werden.
Die abgestufte Einwilligung (tiered consent) bietet einen Mittelweg zwischen der
Klassischen spezifischen Einwilligung und der breiten Einwilligung. Sie ermdglicht
es den betroffenen Personen, die Verwendung ihrer Daten innerhalb eines breiten
Einwilligungsrahmens auszuwéhlen und zu spezifizieren, wie z. B. die Kategorie der
Krankheiten, den Forschungsbereich und private oder 6ffentliche Forschungseinrich-
tungen. Die dynamische Einwilligung (dynamic consent) ist im Vergleich zu den
anderen Modellen jiingeren Datums und wurde speziell im Kontext digitaler Tech-
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den bietet sich eine Mischung aus broad und dynamic consent an. Wahrend
sich Herr Miiller mit einem broad consent nicht auf einen bestimmten
Verwendungszweck der Daten festlegt (vgl. Wiertz 2022), bietet ihm der
dynamic consent die Moglichkeit, an der Nutzung seiner Daten (auch im
Rahmen von aktuellen Forschungsaktivititen) zu partizipieren und seine
Zustimmung zu dieser Verwendung jederzeit bestéitigen oder widerrufen zu
konnen (vgl. Williams et al. 2015).

Diese fiir unseren Fall durchaus einschldgigen Formen der Einwilligung
sind allerdings mit einer Reihe von Problemen konfrontiert. So bleibt der
broad consent meist zu unspezifisch und kann so die informationelle Sou-
verdnitit von Herrn Miiller keineswegs gewdhrleisten. Wie der dynamic
consent stellt er zudem hohe Anforderungen an die jeweilige IT-Umgebung
und die Patient:innen, von denen eine hohe und oft nicht vorhandene
digitale Bildung (digital literacy) erwartet wird. Hinzu kommt, dass beide
Arten der Einwilligung nicht unbedingt zum verantwortlichen Umgang
mit den Daten fithren, im Gegenteil: In der Praxis hat die Einwilligung
oft zur Folge, dass die Verantwortlichen ihre Eigenverantwortlichkeit fiir
die Rechtmifligkeit der Datenverarbeitung auf die Betroffenen abwilzen
(Responsibilisierung) und ihnen im Schadensfall die Schuld zuweisen.

Personen, die — anders als Herr Miiller - keine Einwilligung zur Samm-
lung und Verarbeitung ihrer personenbezogenen Daten geben, kénnen
durch eine sogenannte Datenspende (data donation) dazu ermuntert wer-
den, durch eine begrenzte Zurverfiigungstellung ihrer Daten einen freiwilli-
gen Beitrag zur Forschung zu leisten.” In diesem Kontext wird auch tber
die sogenannte Datensolidaritit gestritten, d.h. iiber die Frage, ob Einzelne

nologien entwickelt. Es handelt sich weniger um ein Modell, das eine theoretische
oder konzeptionelle Grundlage fiir die Einholung und Erteilung von Einwilligungen
bietet, vielmehr zielt es darauf ab, das Problem der fortlaufenden Einwilligung mit
technologischen Mitteln zu 16sen. Die Meta-Einwilligung (meta consent) kombiniert
die breite Einwilligung und die dynamische Einwilligung und beinhaltet auch Optio-
nen fiir eine pauschale Einwilligung.

67 Eine Datenspende setzt voraus, dass klar gemacht wird, dass die freigegebenen Daten
nicht nur einem selbst, sondern auch anderen Menschen niitzen kénnen. Gerade bei
KI gilt: Je mehr qualitativ hochwertige Daten zur Verfiigung stehen, desto prézisere
Diagnoseverfahren sind méglich. Weil das auch die Pharma-Branche weif3, kommt
dort immer 6fter die Praxis der ,data philanthropy vor, d.h. die Datenspende grofSer
Privatunternehmen wie etwa Pfizer. Die UN begriifit diese Praxis. Sie ist aber mit
enormen Risiken verbunden, weil der Umlauf grofier Datenmengen zur Re-identi-
fizierung personenbezogener Daten fithren kann. Und das wiederum verursacht
ungewollte Effekte, wie Mariarosaria Taddeo beschreibt: ,Re-identification and the
subsequent breaching of individual privacy unveil a tension between individual rights

99

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.2 Station 2: Untersuchung und OP des Primdrtumors

moralisch dazu verpflichtet sind, ihre Daten fiir das Allgemeinwohl zur
Verfiigung zu stellen (vgl. Prainsacker et al. 2022).

Trotz vielversprechender Ansatze im Feld der Datenethik (vgl. zu diesem
Begriff Floridi/Taddeo 2016) zeigt sich also, dass selbst elaborierte Zustim-
mungsmodelle ungeniigend sind, um echte informationelle Selbstbestim-
mung zu ermdglichen (vgl. Wiertz/Boldt 2022). Ohne effiziente ,harte”
technologische Losungen werden die eher ,weichen Einwilligungskriterien
nicht zu mehr ethischer Sensibilitét in der Datenverarbeitung fiihren.

4.2.3.4 Datenspeicherung und Datenzugriff

Das Krankenhaus trigt die Verantwortung dafiir, dass alle erhobenen per-
sonenbezogenen Daten - auch die von Herrn Miiller - an einem sicheren
Ort gespeichert werden. Es muss im Falle pseudonymisierter Daten auch
sicherstellen, dass die Informationen, mit denen eine Re-identifizierung
der Daten moglich ist, gesondert aufbewahrt und technisch abgesichert
werden.

Zur Sicherung aller Daten und damit zur Gewdhrung der informatio-
nellen Selbstbestimmung sind verschiedene technische Applikationen ver-
fiigbar. Zu nennen wiren hier insbesondere bestimmte Verschliisselungs-
und Blockchain-Methoden® sowie das sogenannte verteilte maschinelle
Lernen®. Die genannten Mittel sind allerdings nicht ausreichend, um

and data philanthropy, which if left unaddressed risks hindering the latter* (Taddeo
2017, 2) Daher spricht sie von der ,moralischen Ambiguitit” dieser Praxis.

68 Die Blockchain ist ein dezentrales Hauptbuch, das in einem Peer-to-Peer-Netzwerk
gemeinsam genutzt wird. Die Informationen werden nicht in einer einzigen oder
zentralisierten Datenbank gespeichert, sondern auf vielen Servern eines Netzwerks,
die jeweils Teile der Informationen enthalten. Die Daten werden in geschlossenen
Blocken zusammengefasst, die eine bestimmte Menge an Informationen enthalten
(mehr dazu bei Rubeis 2024, 102ff.).

69 ,Verteiltes maschinelles Lernen“ (vmL) ist der Oberbegriff fiir verschiedene Formen
des dezentralen maschinellen Lernens. Die folgenden drei sind die bekanntesten
und am weitesten entwickelten Methoden des viL: Split Learning (SpL), Federated
Learning (FL) und Swarm Learning (SwL). Bei SpL, der gingigsten Methode, wird
das ML-Modell sowohl auf einem zentralen Server als auch auf verschiedenen End-
gerdten trainiert. Im Gegensatz dazu findet bei FL - der vermutlich datenethisch
vielversprechendsten Form des vinL - kein Training auf dem Server statt. Die End-
gerdte werden beim FL mit einem lokalen Datensatz trainiert, dessen Parameter
vom Server heruntergeladen werden. Lediglich die Trainingsergebnisse (weights)
werden an denselben Server (zuriick)gesendet. Mit dieser Technologie kénnen zahl-
reiche Nutzer:innen und Datenquellen in den ML-Prozess integriert werden. Fiir
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Privatheit und informationelle Selbstbestimmung zu garantieren. Gerade
KI-basierte Anwendungen sind anfillig fiir ,adversarial attacks®, sodass es
moglich ist, selbst anonymisierte Daten zuriickzuverfolgen, d.h. zu re-iden-
tifizieren.

4.2.3.5 Wem gehoren die Daten?

Eine weitverbreitete Uberzeugung lautet: ,Meine Daten gehéren mir’ Was
bedeutet das fiir anonymisierte, also de-identifizierte Daten? Und was be-
deutet es fiir Daten, die von einer KI erzeugt oder verteilt werden? Weil
selbst de-identifizierte Daten Teile der Identitédt der Person enthalten, deren
Daten sie sind, ist die Auffassung verbreitet, dass diese Person Rechte an
diesen Daten hat, die unverauflerlich sind. Francis McKay, Darren Treanor
und Nina Hallowell sprechen in diesem Sinne von der ,inalienability of de-
identified data“ und meinen damit ,a common belief about the ownership
of health data, in which shared de-identified data is seen as a moral pos-
session of the original data subject, even though the subject has been ob-
scured as referent and has no clear legal rights of data ownership“ (McKay/
Treanor/Hallowell 2023, 1). Mit dieser Auffassung gehen Erwartungen da-
riiber einher, welche Rechte Personen haben sollten, deren Daten geteilt
werden. Werden diese Erwartungen nicht erfiillt, so argumentieren die
Autor:innen, schwindet die Unterstiitzung der Offentlichkeit fiir Big Data
und fiir medizinische Forschung, die KI integriert.

Das kann auch im Falle von Herrn Miiller relevant werden. Da KI-Tech-
nologien heutzutage hauptsichlich von privaten Firmen wie OpenAI oder
Microsoft entwickelt und betrieben werden, hat das Krankenhaus bzw. das
gesamte Gesundheitssystem eines Landes wie Deutschland dafiir Sorge

medizinische KI-Anwendungen bedeutet dies, dass FL Auswirkungen auf nahezu alle
Interessengruppen und den gesamten Behandlungszyklus hat, von der verbesserten
medizinischen Bildanalyse, die Klinikern bessere Diagnoseinstrumente an die Hand
gibt, tiber echte Prazisionsmedizin, indem sie hilft, dhnliche Patient:innen zu finden,
bis hin zur kollaborativen und beschleunigten Arzneimittelentdeckung, die Kosten
und Markteinfithrungszeiten fiir Pharmaunternehmen senkt (vgl. Rieke et al. 2020).
Bei SwL werden die Parameter nicht mehr auf einem Server gespeichert, sondern in
einer verteilten Datenbank, die von den Knoten eines Computernetzwerks gemein-
sam genutzt wird (SwL kann beispielsweise mit einer Blockchain verkniipft werden).
Im Gegensatz zu SpL und FL gibt es bei SWL keine Instanz, die Daten aggregiert. Fiir
alle drei Formen des vmL gelten folgende Parameter: Es kénnen mehrere Runden des
lokalen Trainings, der Modellaktualisierung und der Aggregation erforderlich sein,
bis man ein akzeptables und zufriedenstellendes Modell erhalt.
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zu tragen, dass nicht-medizinische Akteure mit 6konomischen Interessen
ihren Hunger auf Gesundheits- und Patientendaten nicht im gleichen Um-
fang stillen konnen wie in anderen, eher kommerziellen Bereichen, etwa im
Bereich der Social Media. So kann es durchaus passieren, dass Herr Miiller
seine Zustimmung zur Datensammlung widerruft, wenn ihm bewusst wird,
dass sein Krankenhaus Daten spendet oder teilt oder Software von einem
Anbieter verwendet, dessen kommerzielle Produkte er aus bestimmten
Griinden ablehnt - schliefllich ist jegliche Form der Einwilligung in die
Nutzung personenbezogener Daten freiwillig. In diesem Falle kann das
Vertrauen von Herrn Miiller in das Krankenhaus erheblich geschwicht
werden.

Abhilfe konnte das unter Umstdnden vertrauensfordernde Instrument
des data ownership leisten (vgl. Hummel/Braun/Dabrock 2021, Piasecki/
Cheah 2022); es beruht auf dem Gedanken, dass die Frage, wer Eigentiimer
der Gesundheitsdaten ist, entscheidend dafiir ist, jemanden das Recht zu-
zubilligen, andere von der Nutzung dieser Daten auszuschliefSen. Wer also
die Verantwortung fiir bestimmte Daten (ihre Genauigkeit, Integritit und
Sicherheit) tibernimmt, d.h. letztlich Kontrolle iiber Daten hat, die von
einer Einzelperson oder Organisation erzeugt, gesammelt und gespeichert
werden, dem wird die Pflicht auferlegt, einen guten Umgang mit diesen Da-
ten zu garantieren und potenziellen Missbrauch zu vermeiden. Gegen das
data ownership-Modell wird allerdings eingewendet, dass Daten eigentlich
keinen eindeutigen Eigentiimer haben und Eigentumsrechte hier beliebig
erweitert oder beschnitten werden konnen (vgl. Liddell et al. 2021), was
den klassischen Eigentumsbegriff ad absurdum fiihrt. Uberdies kann das
Instrument als iiberfliissig erachtet werden, wenn regulatorische Mafinah-
men das gleiche Ziel effektiver und rechtssicher erreichen kénnen.

4.2.3.6 Integration der KI in das drztliche Handeln

Bei der ethischen Bewertung des Einsatzes von KI als Entscheidungsunter-
stiitzungssystem (EUS/CDSS) sollte méglichst differenziert vorgegangen
werden. Der Deutsche Ethikrat (2023, 141) unterscheidet drei wesentli-
che Hinsichten: Um welche Akteursgruppe geht es (Software-Entwickler:in-
nen, Zertifizierungsbeauftragte, medizinisch Forschende, Klinikpersonal,
die von ihnen versorgten Menschen etc.)? In welchem Bereich wird das
KI-Produkt genutzt (in der Grundlagenforschung oder in der klinischen
Versorgung, in Privention, Kuration oder Palliation, bei diagnostischen,
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therapeutischen oder prognostischen Mafinahmen etc.)? Welcher Grad der
Ersetzung menschlicher Handlungssegmente durch das KI-Produkt liegt
vor? Die Zentrale Ethikkommission der Bundesarztekammer (2021, A3)
nennt noch einen vierten Aspekt: Welche medizinische Fachdisziplin wird
adressiert (Dermatologie, Radiologie, Onkologie etc.)?

An der zweiten Station unseres Fallbeispiel wird das KI-System in der
Klinik von der Arztin Frau Navarro genutzt, um ihr bei der Auswertung
des Hirn-CTs von Herrn Miiller zu helfen, also fiir diagnostische Zwecke
in der Onkologie, wobei von einer engen Ersetzung ausgegangen werden
kann, weil lediglich ein einzelnes Segment &rztlichen Handelns - die In-
terpretation der CT-Ergebnisse - technisch substituiert wird. Wir haben
es hier also mit einem KI-Tool zu tun, das in der Lage ist, ,mittels com-
putergestiitzter Analyse verschiedener Parameter der Labordiagnostik, der
Bildbearbeitung sowie der automatisierten Durchsicht von Patientenakten
und wissenschaftlichen Datenbanken Entscheidungsprozesse zu modellie-
ren und zu automatisieren® (Deutscher Ethikrat 2023, 147). Was ist dabei
ethisch zu beachten?

Blicken wir zuerst kurz auf die Mafinahmen, die vor der Nutzung des
KI-Tools stattgefunden haben sollten. Da es wahrscheinlich ist, dass weder
Frau Navarro noch Herr Miiller den Algorithmus, mit dem das zum Einsatz
kommende KI-System arbeitet, vollumfanglich verstehen, sind drei Dinge
besonders wichtig. Erstens muss sichergestellt sein, dass das System tech-
nisch einwandfrei funktioniert und verantwortungsvoll eingesetzt wird;
dazu ist ,mittels geeigneter Priif-, Zertifizierungs- und Auditierungsmaf-
nahmen sicherzustellen, dass die Verwendung der Daten rechtmaflig, fair,
sicher, transparent und rechenschaftspflichtig erfolgt” (Zentrale Ethikkom-
mission 2021, A5).70 Zweitens muss Frau Navarro in der Nutzung des
KI-Systems trainiert sein. Ein solches Training sollte u.a. ein Verstindnis
moglicher Fehlerquellen von KI-Algorithmen einschliefSen (siehe unsere
Ausfithrungen in Kap. 4.1.3). Und drittens muss Frau Navarro Herrn Miiller

70 Fiir KI-Systeme, bei denen nicht einmal ihre Entwickler:innen und Programmier:in-
nen verstehen und nachvollziehen konnen, wie sie ihre Ergebnisse erreichen, kommt
der Deutsche Ethikrat (2023, 144) zu einer eindeutigen Stellungnahme: ,Zumindest
insofern KI-Systeme medizinische Entscheidungsvorschlage mit schwerwiegenden
Konsequenzen fiir das Uberleben und grundlegende Aspekte der Lebensqualitit
unterbreiten, miissen deren grundlegende Funktionsweisen und Arbeitsprozesse er-
klar- sowie interpretierbar sein, um einen selbstbestimmten Einsatz zu gewéhrleisten.
Lassen sich die anwendungsbezogenen Transparenzanforderungen - selbst unter
Riickgriff auf Erkenntnisse der Forschungsdisziplin ,Explainable AI° - nicht erfiillen,
verbietet sich jedenfalls ein Einsatz in diesem Bereich der medizinischen Versorgung.
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tiber die geplante Nutzung der KI informieren und seine Zustimmung
einholen; nur so wahrt sie dessen Patientenautonomie. ,Zum Schutz einer
vertrauensvollen Interaktion zwischen Arzt:innen und Patient:innen’, so
die Zentrale Ethikkommission (2021, A6), ,ist hier ein hohes Maf$ an
Kommunikation und Transparenz erforderlich. Die Zustimmung nach Auf-
Kldrung darf allerdings nicht als Delegation der Verantwortung auf die
Patient:innen missverstanden werden.“ Die Beachtung und Einhaltung aller
drei Maflnahmen ist Teil dessen, was man als Frau Navarros ,forward
looking responsibility bezeichnen kann.

Auch wihrend der Nutzung des KI-Tools sollte sich Frau Navarro sowohl
der Grenzen ihres Wissens als auch der Grenzen des ,Wissens® des KI-Sys-
tems bewusst sein; sie sollte also im besten Falle die Tugend der epistemi-
schen Demut (epistemic humility) besitzen. Ein Bewusstsein der Grenzen
ihres Wissens schliefit zweierlei ein: Zum einen wird sie wissen, dass die
KI aufgrund ihrer Rechenleistung einfach schneller und in der Regel auch
besser in Bild- und Mustererkennung ist; das macht ihren Einsatz in der
Onkologie ja so sinnvoll, weil auf diese Weise Pathologien friiher erkannt
und behandelt werden kénnen. Und das wiederum kommt Herrn Miiller
zugute. Zum anderen sollte sie sich ihres Nichtwissens beziiglich der Funk-
tionsweise des Algorithmus bewusst sein, denn das schérft den Blick dafiir,
dass sie ihre Verantwortung fiir den Einsatz der KI mit anderen teilt — mit
den Entwickler:innen ebenso wie mit denen, die die KI zertifiziert haben
etc. Ein Bewusstsein der Grenzen des ,Wissens® des KI-Systems sollte indes
dazu fithren, dass Frau Navarro dem System nicht einfach blind vertraut,
d.h. dem sogenannten automation bias erliegt. Vielmehr muss sie die Er-
gebnisse, zu denen die KI kommt, mithilfe ihrer Fachkenntnisse auf ihre
Plausibilitat priifen. Dazu, das zu tun, kann das Design des KI-Systems bei-
tragen, wie der Deutsche Ethikrat (2023, 149) festhilt: ,Da auch KI-basierte
Instrumente nicht fehlerfrei arbeiten, sondern mitunter nur andere Fehler
als Menschen begehen und die Nichtentdeckung dieser Fehler fatale Kon-
sequenzen haben kann, sollten KI-gestiitzte Entscheidungssysteme immer
so gestaltet werden, dass die konkrete Art der Ubermittlung ihrer Analyse-
ergebnisse (etwa in Gestalt einer Wahrscheinlichkeitsangabe fiir das Vorlie-
gen einer pathologischen Veranderung) deutlich macht, dass hier noch eine
arztliche Plausibilitatspriifung erforderlich ist. Da die Behandelnden mora-
lisch und rechtlich dafiir verantwortlich sind, den Betroffenen die aus ihrer
Sicht beste Behandlung anzubieten, gehért auch die kritische Uberpriifung
der Ergebnisse der von ihnen eingesetzten technischen Instrumente zu den
arztlichen Sorgfaltspflichten, die als solche nicht delegierbar ist.
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Und schliellich sollte Frau Navarro nach der Nutzung der KI darauf
achten, dass ihr, nicht der Maschine, die freie Wahl der weiteren Behand-
lung von Herrn Miiller zukommt; darin besteht ihre drztliche Autonomie.
Arzt:innen, so die Zentrale Ethikkommission (2021, A6), miissen ,weiterhin
in der Lage sein, die Aufsicht iiber den Gesamtprozess von Diagnostik,
Therapie, Prognostik und Préadiktion zu iitbernehmen, in den zunehmend
auch Vorschldge von maschinenlernenden Systemen eingebunden sind.
Diese Aufgabe ist nicht delegierbar Frau Navarro scheint sich dieser Auf-
gabe bewusst zu sein, was man daran erkennt, dass sie die KI-generierten
Ergebnisse des Hirn-Scans mit dem leitenden Oberarzt bespricht. Das setzt
voraus, dass beide — Frau Navarro und der Oberarzt - ihre fachlichen
Fahigkeiten schulen bzw. trainieren, also nicht graduell verkiimmern lassen
(deskilling), indem sie ihre Entscheidungen immer Ofter einfach an die
KI ,abgeben® Aus Frau Navarros érztlicher Autonomie folgt auflerdem,
dass sie mit Herrn Miiller ihre Entscheidung zur weiteren Behandlung aus-
fuhrlich bespricht. Wie der Deutsche Ethikrat (2023, 150) feststellt, steigt
dieser Aufklarungsbedarf ,zwangslaufig an, wenn nicht nur ein einzelnes
Segment der drztlichen Handlungssequenz ersetzt wird, sondern weitere
Ersetzungen méglich werden.

Wenn also Arzt:innen wie Frau Navarro zukiinftig wohl immer &fter
EUS/CDSS in die Behandlung ihrer Patient:innen integrieren, dann sind
sie nach wie vor fiir alle Entscheidungen, die sie treffen, nicht nur rechtlich,
sondern auch moralisch vollumfanglich verantwortlich. Anders geht es
scheinbar nicht, denn Maschinen kénnen keine Verantwortungstrager sein.
Die Zentrale Ethikkommission (2021, Al) driickt das so aus:

»~Aufgrund des kategorialen Unterschieds zwischen Menschen und KI-
Systemen kommen als Subjekt von Handlungen und Entscheidungen
nur personale Akteur:innen in Betracht. KI-Systeme konnen zwar be-
stimmte intelligente Einzelvollziige simulieren und verniinftige Entschei-
dungsprozesse von Arzt:innen unterstiitzen, sie kdnnen aufgrund fehlen-
den Bewusstseins und Sprachverstehens aber nicht selbst Entscheidun-
gen treffen oder handeln.*

Dennoch sehen wir am arztlichen Handeln von Frau Navarro, dass die mo-
ralische Verantwortung fiir ihre Entscheidung offenbar verteilt ist: Dafiir,
dass die KI richtig arbeitet, sind die Entwickler:innen, Designer:innen, Da-
tenschutzverantwortlichen, die Zustindigen fiir die Zertifizierung etc. ver-
antwortlich. Dafiir, dass die Ergebnisse, die die KI liefert, richtig tiberpriift
und eingeordnet werden, ist neben Frau Navarro auch der leitende Ober-
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arzt, mit dem sie sich berét, mitverantwortlich. Und neben den beteiligten
Menschen gehort irgendwie auch das KI-System zum Netz der Akteure, die
zur drztlichen Entscheidung und dann zum Handeln beitragen. Fiir solche
neuen Fille geteilter moralischer Verantwortung (engl. DMR fiir ,distribu-
ted moral responsibility“) hat Luciano Floridi ein Modell entwickelt, das
dafiir argumentiert, moralische Verantwortung allen Elementen des Netzes
zuzuschreiben, die kausal relevant fiir die Handlung sind - unabhingig
davon, ob sie intentional gehandelt haben. Floridi (2016, 11) spricht von
DMAs (engl. fiir ,distributed moral actions®) und schreibt:

»In a world where the complexity and long-term impact of human-ma-
chine and networked interactions are growing exponentially, we need
to upgrade our ethical theory to take into account the highly distribut-
ed scenarios that are becoming so increasingly common. Too often ‘dis-
tributed’ turns into ‘diffused’: everybody’s problem becomes nobody’s
responsibility. This is morally unacceptable and pragmatically too risky:*

Sein Modell ist auch deswegen interessant, weil es Konzepte aus Soziologie,
Rechtswissenschaft und Epistemologie aufnimmt: aus der (soziologischen)
Netzwerktheorie den Gedanken der Ausbreitung von Verantwortung (back
propagation), aus der Rechtswissenschaft den Begriff der strengen Haftung
(strict liability) und aus der Erkenntnistheorie das Konzept geteilten Wis-
sens (common knowledge). Worum es ihm im Kern geht, erlautert Floridi
an folgendem Beispiel aus der Fahrradwelt der Niederlande:

»The Dutch road traffic regulations allow at most two cyclists to ride next
to each other, if they do not endanger others. What happens if a third
cyclist joins them? Each binary action, describable as ‘Alice and Bob
cycling together’, is considered to be safe, that is, morally neutral in the
vocabulary of this article. But if several binary actions take place, hazard
may emerge. The action C that comprises more than two people cycling
together is morally loaded negatively. In a context where there are no
DMAs and DMRs, one may assume that only the third person who joins
the other two already cycling together is to be held responsible, that is,
only the one most left (the Dutch drive on the right side of the road). Yet
this is not the case. In 1948, the Dutch Supreme Court ruled that each of
them is to be held entirely responsible, because it is very easy for each of
them to rectify the situation (HR 9 March 1948, NJ 1948, 370). This back
propagation of responsibility means that all cyclists pay attention not to
be cycling together in more than two, not just in terms of not joining a
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couple but also in terms of not being joined by a third cyclist.“ (Floridi
2016, 9)

Auf unser Fallbeispiel iibertragen bedeutet das, dass nicht Frau Navarro al-
lein die volle Verantwortung fiir den Einsatz der KI trigt, sondern alle, die
kausal dazu beitragen, dass die KI in Frau Navarros Entscheidungsfindung
einfliefit.

4.2.3.7 Von interpersonaler Vertraulichkeit zu einer kollektiven Kultur des
Vertrauens

Vertrauen ist die Grundlage eines guten Arzt-Patient-Verhaltnisses. Wiirde
Herr Miiller kein Grundvertrauen in die édrztlichen Fdhigkeiten sowie in
das deutsche Krankenhauswesen und Gesundheitssystem haben, hitte er
sich wohl nicht in die Notaufnahme begeben. Der Einsatz von KI-Techno-
logien setzt dieses Vertrauensverhiltnis allerdings stark unter Druck. Das
wird hier bei der zweiten Station bereits deutlich, denn Herr Muller muss
nun auch darauf vertrauen konnen,

a) dass seine informierte Einwilligung ernst genommen, d.h. seine Daten
so gut wie moglich geschiitzt werden,

b) dass er iiber den Einsatz der KI informiert und tber ihre Arbeitsweise
so gut wie moglich aufgeklart wird,

c) dass seine Autonomie als Patient respektiert wird, d.h. er den Einsatz
der KI auch ablehnen kann, wenn er das mochte,

d) dass die KI bei der Auswertung der Hirnscans verlasslich arbeitet,

e) dass Frau Navarro der KI nicht mehr vertraut als sich selbst (automati-
on bias),

f) dass die ihn behandelnden Arzte nicht denken, der Aufbau und die
Pflege einer Vertrauensbeziehung zu ihm sei durch den Einsatz einer
wvertrauenswiirdigen“ Maschine nicht mehr notwendig.

Vermutlich hat Herr Miiller seine sensiblen Daten nur deshalb zur Verfii-
gung gestellt, weil er ausreichend Vertrauen in die ihn behandelnden Arzte
und die behandlungsunterstiitzenden Personen sowie die durch diese Per-
sonen vertretenen Institutionen und Organisationen hat. Dieses Vertrauen
kann verspielt werden, wie gesehen. Zudem hingt der Erfolg der Behand-
lung von Herrn Miiller davon ab, welche Art von Vertrauen er und die ihn
behandelnden Arzte den digitalen bzw. empfehlenden KI-gestiitzten Syste-
men entgegenbringen. Haben sie mogliche Fehlerquellen dieser Systeme im
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Blick? Oder ist die Nutzung dieser Tools Ausdruck eines technologischen
Paternalismus, der sich der Gefahren eines technokratischen Solutionismus
nicht bewusst ist?

Ob Herr Miiller in gutem Vertrauen die Einwilligung zur Speicherung
und Verarbeitung seiner personenbezogenen Daten geben kann, hingt
mafigeblich davon ab, ob und inwieweit in Einrichtungen des Gesundheits-
wesens Vertraulichkeit eines der obersten Gebote ist. Ohne Vertraulichkeit
im klinischen Alltag ldsst sich keine Kultur des Vertrauens aufbauen (vgl.
Iott et al., 2019; Tegegne et al., 2022). Vertraulichkeit und Vertrauen werden
umso wichtiger,”! je ofter der Prozess der Datensammlung und -verarbei-
tung von unbekannten Faktoren und Outputs, wie sie disruptive KI-Tech-
nologien hervorrufen kénnen, bestimmt ist (vgl. Nickel 2019).

Ob Herr Miiller und die ihn behandelnden Arzte den zum Einsatz
kommenden KI-Systemen nicht nur negativ vertrauen, indem sie nicht
hinterfragen, ob und inwieweit neue Technologien ethischen Prinzipien
widersprechen, sondern auch positives Vertrauen entgegenbringen, héngt
von verschiedenen Faktoren ab.”? Nicht nur die umfassende Gewiahrleis-
tung des Datenschutzes wirkt hier vertrauenserweckend, sondern auch die
dauerhafte funktionale Sicherstellung, dass eine Technologie niemanden
kurz- oder langfristig schadigt. Dies impliziert auch, dass Entwickler:innen
und Nutzer:innen der Technologie nicht nur verldsslich handeln, sondern
um ihre besondere ethische Verantwortung im Umgang mit neuen Techno-
logien wissen. Damit diese Gruppen mit der Ubernahme dieser besonderen
ethischen Verantwortung nicht tiberfordert werden, miissen institutionelle
Entlastungsstrukturen vorhanden sein oder neu geschaffen werden, in de-
nen die Technologie einschliefilich der Personen, die sie entwickeln und
anwenden, so eingebettet sind, dass Zielkonflikte verhindert und gemeinsa-
me Interessen umgesetzt werden kénnen.”?

71 Vertraulichkeit beschreibt eine mit der Haltung der Diskretion verwandte internali-
sierte Verhaltensregel, wihrend Vertrauen auf die Sichtbarmachung und den Aufbau
wert- und nachhaltiger Beziehungen zwischen Personen, Institutionen und evtl. auch
KI-Systemen referiert.

72 Mit negativem Vertrauen beschreiben wir eine Einstellung, die vorliegt, solange sie
nicht durch Griinde, die ein Misstrauen rechtfertigen, falsifiziert wird. So vertrauen
wir negativ einem Arzt in der Abwesenheit von Zweifeln, dass dieser wirklich eine
Zulassung fiir die Ausiibung seines Berufs hat. Positives Vertrauen meint dagegen ein
interpersonal gestirktes Zutrauen zu einer Person oder Institution, das meist iiber
einen lingeren Zeitraum und durch positive Verstarkung erworben wird.

73 In der aktuellen philosophischen Diskussion wird in Anlehnung an Ludwig Wittgen-
stein der Versuch unternommen, einen Vertrauensbegriff (,hinge trust®) zu entwi-
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Key take-aways

« Datenethik: Patient:innen sollten iiber die Nutzung ihrer Daten informiert und in die Ent-
scheidung einbezogen werden. Datenschutzmafinahmen und technologische Losungen sind
notwendig, aber oft unzureichend.

« Kl-Integration: KI wird als Entscheidungsunterstiitzungssystem (EUS) genutzt, darf aber
drztliche Autonomie nicht ersetzen. Arzt:innen miissen sich der Grenzen und méglichen
Fehler der KI bewusst sein; das macht ein entsprechendes Training erforderlich.

« Verantwortung: Verantwortung fiir KI-gestiitzte Entscheidungen ist auf viele Akteure verteilt
(Arzt:innen, Entwickler:innen, Institutionen etc.). Transparente Priif- und Zertifizierungs-
mafSnahmen sind essentiell fiir vertrauenswiirdige KI.

« Vertrauen: Vertrauen in Arzt:innen, KI-Systeme und Institutionen ist entscheidend fiir eine
erfolgreiche medizinische Behandlung. Vertraulichkeit und Datenschutz miissen gewahrleis-
tet sein, um das Vertrauen der Patient:innen zu sichern.

4.2.4 Rechtswissenschaftliche Betrachtung: Vernetzte Akten, Datenschutz
und KI-Training

Timo Rademacher und Raphael Schaarschmidt

4.2.4.1 Einleitung

Im zweiten Teil unseres Referenzfalles kommt es zum ersten Zusammen-
treffen von Patient und Arztin in Form der Voruntersuchungen nach
Durchfithrung der ersten Anamnese. Juristisch wollen wir uns in dieser
Station der Einordnung medizinischer Daten sowie den rechtlichen He-
rausforderungen in Bezug auf deren méogliche Nutzungen widmen. Auf den
ersten Blick handelt es sich dabei ,nur’ um Vorfragen des KI-Einsatzes,
allerdings um ganz zentrale Vorfragen: Denn ohne gute Trainingsdaten und
ohne einen Zugrift auf vernetzte Dateien wird kiinstliche Medizin-Intelli-
genz die in sie gesetzten Hoffnungen nicht erfiillen konnen.

Assistenzarztin Navarro nutzt hier zur Ersteinschitzung des gesundheit-
lichen Zustandes von Herrn Miiller ,bereits vorhandene Datenbestande®
Die beiden in diesem Zuge genannten Datenquellen - zum einen die
Herkunft ,aus vorherigen, an der Uniklinik behandelten Fillen®, zum ande-
ren aus medizinischen Datenbanken — bringen unterschiedliche juristische
Anforderungen mit sich. Diese Anforderungen ergeben sich hier primir
aus den zwei ineinandergreifenden Regulierungsregimen der Datenschutz-

ckeln, der phanomenologisch, epistemologisch und normativ sowohl auf Menschen
als auch Nicht-Menschen (Maschinen, Organisationen) anwendbar ist (Coliva 2025).
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Grundverordnung (DSGVO) einerseits sowie, soweit es uns um die Daten-
nutzung zu Zwecken des Trainings und Einsatzes KI-gestiitzter Systeme
geht, der neuen EU-Verordnung iiber Kiinstliche Intelligenz (KI-VO) ande-
rerseits. Nicht erst, aber besonders im Rahmen der COVID-19-Pandemie
sind gleichwohl praktische Probleme und Unwigbarkeiten im Bereich der
Nutzung von Gesundheitsdaten, vor allem von deren Sekunddrnutzung,
sichtbar geworden, die sich mit dem Instrument der DSGVO alleine nicht
bewiltigen lassen - so scheint es zumindest die weitestgehend einhellige
Ansicht der unionalen und deutschen Gesetzgeber zu sein. Aus diesem
Grund werden nun weitere Rechtsakte, die vor allem die DSGVO in be-
stimmten Bereichen flankieren, besondere Bedeutung erlangen.

4.2.4.2 Vernetzte Patientenakten

Die bei Herrn Miller durchgefiihrten korperlichen und neurologischen
Untersuchungen werden von Frau Navarro in eine digitale Patientenakte
eingetragen. Die Nutzung solcher Patientenakten ist grundsatzlich nichts
ungewdhnliches, ihre elektronische Fiithrung ist ebenso wie eine solche in
Papierform zuldssig (siche § 630f Abs.1 S.1 BGB). Wichtig ist fiir beide
Verfahren, dass ein hinreichender Manipulationsschutz besteht. Korrektu-
ren und Anderungen in den Akten diirfen nur unter Sicherstellung der
Erkennbarkeit des vorherigen Inhaltes vorgenommen werden (§ 630f Abs. 1
S.2 BGB). Spannender wird es, wenn es, wie vorliegend, um vernetzte Pati-
entenakten geht, in denen die Gesundheitsdaten friiherer Patienten genutzt
werden, um Aussagen zum Zustand neuer Patienten zu treffen.

Zur Klarstellung sei an dieser Stelle angemerkt, dass es bei den folgenden
Uberlegungen nicht primir um die neue elektronische Patientenakte geht,
vielfach bekannt unter ihrem Kiirzel ePA. Die Vorgabe an die Krankenkas-
sen zur Einrichtung der ePA erfolgte durch das Patientendatenschutz-Ge-
setz”* (PDSG). Nach dem durch dieses Gesetz neu gefassten §341 des
funften Sozialgesetzbuches (SGB V) handelt es sich bei der ePA um eine
versichertengefiihrte elektronische Akte, welche gemafd § 342 Abs.1 SGBV
von den Krankenkassen ihren Mitgliedern zur Verfiigung gestellt werden
muss. In diese Akte kénnen bestimmte medizinische Informationen durch
Arzte und weitere medizinische Leistungserbringer eingestellt werden. Al-

74 Gesetz zum Schutz elektronischer Patientendaten in der Telematikinfrastruktur vom
14. Oktober 2020, BGBI. I 2020, S. 2115.
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lerdings kann und darf dies nach § 346 Abs. 1 SGB V stets nur auf Verlangen
des Patienten erfolgen. Primires Ziel des Vorhabens ist eine Verbesserung
der Patientensouverinitit, indem alle Vorgdnge rund um die Nutzung die-
ser Akte von Beginn an in die Hande der Patienten gelegt werden.”> Auch
bringt ihre Einrichtung weitere innovative Aspekte mit sich, die Relevanz
tiir die forschungs- und innovationsbezogene Nutzung medizinischer Pati-
entendaten haben, allen voran die Moglichkeit fiir versicherte Patienten,
ihre Daten der Forschung zur Verfiigung zu stellen, aber auch damit ver-
bundene infrastrukturelle Mafinahmen, wie die Nutzung einheitlicher me-
dizinischer Terminologie zur Sicherstellung semantischer Interoperabilitit,
Vergiitungsregeln, Zugriffskonzepte und Zustandigkeiten.”

Bei der in unserem Fall genutzten digitalen Patientenakte handelt es
sich allerdings nicht um eine solche versicherten-, also durch Herrn Miiller,
sondern durch das Krankenhaus gefithrte Akte. Nach den Informationen
des Falles geht diese Akte in ihrer Funktion {iber die oben angesprochene
blof3 digital vorliegende Form einer ,reguldren’ Patientenakte hinaus. Ange-
nommen wird vielmehr, dass eine gewisse Form der Anbindung der Akte
von Herrn Miiller an die weitere Krankenhaus-IT-Infrastruktur besteht.
Einen Hinweis darauf gibt die Formulierung im Fallbeispiel, namlich dass
die Arztin ,nun’ also nachdem sie Durchfithrung und Ergebnisse der Vor-
untersuchungen an Herrn Miiller in die Akte eingetragen hat, Zugriff auf
kontextuelle Daten aus vorherigen, an der Uniklinik selbst behandelten Fil-
len sowie weiteren medizinischen Datenbanken erhélt. Die Akte steht also
nicht fiir sich; sondern ist Teil eines vernetzten Pools von Patientendaten.

Wir setzen auflerdem voraus, dass auch die direkt Herrn Miiller be-
treffenden Gesundheitsdaten Teil dieses Pools sind und in spiteren Be-
handlungen weiterer Patienten als Referenz herangezogen werden (sollen),
womdglich sogar als Trainingsdaten fiir aktuelle und zukiinftige KI-An-
wendungen. Bevor es um die Frage geht, was genau mit diesen Daten
hinsichtlich einer Nutzung in KI-Systemen geschehen darf, sind zunéchst
in der gebotenen Kiirze die datenschutzrechtlichen Voraussetzungen einer
(solchen) Nutzung von Patientendaten zu besprechen.

75 BT-Drucks. 19/18793, S. 3.
76 BT-Drucks. 19/18793, S. 3 1.
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4.2.4.3 Grundziige des Datenschutzrechts

In der EU gilt seit Mitte 2018 die DSGVO als einheitliches Datenschutz-
recht in allen Mitgliedstaaten. Sie gilt grundsatzlich gleichermaflen fiir
private und offentliche Akteure.”” Neben der DSGVO gelten in Deutsch-
land zudem weiterhin nationale Datenschutzgesetze, v. a. bestehend aus
dem Bundesdatenschutzgesetz (BDSG) und den Landesdatenschutzgeset-
zen. Das ist deshalb zulissig, weil die DSGVO sogenannte Offnungsklau-
seln enthalt, die es den Mitgliedstaaten gestatten, bestimmte Vorgaben der
DSGVO zu prizisieren, zu ergidnzen oder auch zu verschérfen. Als Beispiel
kann Art.9 Abs.4 DSGVO herangezogen werden. Die Norm gibt den
Mitgliedstaaten in Verarbeitungssituationen, welche sogenannte ,besondere
Kategorien personenbezogener Daten® betreffen (worunter insbesondere
Gesundheitsdaten fallen), die Moglichkeit, Bedingungen, einschliefllich Be-
schrankungen, einzufithren oder aufrechtzuerhalten. Hinter den Vorgaben
der DSGVO zuriickbleiben diirfen diese Vorgaben grundsitzlich jedoch
nicht.

Die nationalen Datenschutzgesetze richten sich an private und offentli-
che Stellen des Bundes (im Falle des BDSG) oder offentliche Stellen der
Lander (dann gelten die jeweiligen Landesdatenschutzgesetze). In unserem
Fall besucht Herr Miiller eine Universitatsklinik. In Deutschland sind staat-
liche Universitaten sogenannte Korperschaften des 6ffentlichen Rechts und
regelméflig Einrichtungen der Lander. Auch wenn uns hier die Informa-
tion fehlt, in welchem Bundesland Herr Muller die Uniklinik aufsucht,
konnen wir anhand der Information iiber die Art des von ihm aufgesuchten
Krankenhauses Riickschliisse darauf ziehen, dass die anwendbaren Daten-
schutzvorschriften hier sowohl aus der DSGVO als auch aus einem Lan-
desdatenschutzgesetz stammen diirften. Die Unterschiede zwischen den
Landesdatenschutzgesetzen hinsichtlich der Datenverarbeitungsgrundsatze
sind zumeist nur minimal.

77 Eine Ausnahme bilden die mitgliedstaatlichen Sicherheitsbehorden, deren Vorgaben
im Wesentlichen in der sogenannte JI-Richtlinie zu finden sind und durch die Mit-
gliedstaaten in jeweils nationales Recht umzusetzen sind.
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4.2.4.3.1 Verfassungsrechtliche Grundlagen des Datenschutzrechts

Personenbezogene Daten, zumal medizinische Daten, genieflen in der
Europdischen Union und v. a. in Deutschland einen weltweit auflerge-
wohnlich starken verfassungsrechtlichen Schutz. Das muss man wissen,
um begreifen zu konnen, warum das gegenwartige Datenschutzrecht (da-
zu gleich) es mitunter so schwierig macht/machen muss, diese Daten zu
Behandlungs-, Forschungs-, KI-Trainings-Zwecken usw. zu nutzen. Diese
verfassungsrechtlichen Grundlagen wollen wir hier kurz skizzieren. Aus-
gangspunkt ist, dass die ,Hoheit" {iber die Verwendung personenbezogener
Daten grundsatzlich bei den ,betroffenen Personen® - also denjenigen,
die die Daten betreffen — liegen soll und ihre Verarbeitung ohne deren
Zustimmung nur dann erfolgen darf, wenn das durch eine Rechtsvorschrift
ausdriicklich erlaubt ist.”®

Sowohl das Grundgesetz (GG) wie auch die Européische Grundrechte-
charta (GRC) enthalten entsprechende Datenschutz-Grundrechte:

In Deutschland ist Art.2 Abs.1 in Verbindung mit Art.1 Abs.1 GG ein-
schldgig. Aus diesen beiden GG-Normen wird das Recht auf informationel-
le Selbstbestimmung abgeleitet. Ausdriicklich geregelt ist dieses Recht im
Grundgesetz nicht. Vielmehr ist es {iber die Zeit vom Bundesverfassungs-
gericht (BVerfG) durch Auslegung hergeleitet/ermittelt worden,”® maf3geb-
lich im sogenannten Volkszdihlungsurteil von 1983,80 um das Grundgesetz
adaptiv an die neuen Herausforderungen einer zunehmend digitalisierten
Welt anpassen zu konnen. Wihrend es Fragen des Datenschutzes auch
vor 1983 schon gab, waren es die technologisch unterstiitzten und verstérk-
ten Moglichkeiten moderner Datenverarbeitung, die hier den Ausschlag
gaben.®!

78 Nicht gemeint ist damit ein etwaiges ,Eigentum® an diesen Daten. Ob ein solches
iiberhaupt existieren kann, ist Gegenstand anhaltender rechtswissenschaftlicher Dis-
kussion.

79 Eine echte Neuschépfung von Grundrechten ist dem BVerfG nicht erlaubt, stattdes-
sen muss bzw. kann es aus bestehenden Grundrechten neue, auf neue Entwicklungen
angepasste Unterformen/Fallgruppen herausarbeiten (sogenannte Extensivierung
durch eine erweiterte Interpretation), vgl. Dreier, in: Dreier (Hrsg.), GG, Vorbemer-
kungen vor Artikel 1 GG Rn. 23. Die Grenzen zur (unzuldssigen) Verfassungsneuge-
staltung sind natiirlich schmal.

80 BVerfG, Urteil v. 15. Dezember 1983, Az.: 1 BvR 209/83, 1 BvR 269/83, 1 BvR 362/83, 1
BvR 420/83,1 BvR 440/83,1 BvR 484/82.

81 Grimm, NJW 1989, 1305 (1308); Dreier, in: Dreier (Hrsg.), GG, Vorbemerkungen vor
Artikel 1 GG Rn. 23.

113

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.2 Station 2: Untersuchung und OP des Primdrtumors

Anders verhilt es sich beim unionalen Grundrecht auf Datenschutz in
der deutlich jiingeren EU-Grundrechte-Charta (GRC).8? Dieses Recht ist
ausdriicklich in Art.8 Abs.1 der Charta aufgefithrt und lautet schlicht:
»Jede Person hat das Recht auf Schutz der sie betreffenden personenbezoge-
nen Daten.” Wie das nationale Datenschutz-Grundrecht des GG stellt auch
dasjenige der GRC eine Reaktion auf moderne informationstechnologische
Moglichkeiten der Datenverarbeitung dar.®® Es gibt aber einen subtilen
Unterschied, denn ein Recht auf informationelle Selbstbestimmung soll hier
bewusst nicht enthalten sein; vielmehr ging es darum, im Bereich des
Umgangs mit personenbezogenen Daten von Anfang an ein Rahmenwerk
zu schaffen, in dem zwischen den verschiedenen Interessen, die im Umgang
mit personenbezogenen Daten betroffen sind, ein angemessener Umgang
gefunden werden kann.?* Die Interessen auch derjenigen, die Daten verar-
beiten wollen, kommen damit - zumindest potentiell — deutlicher zum
Ausdruck als im sehr subjektiv, fast schon eigentumsartig formulierten
deutschen Grundrecht auf informationelle Selbstbestimmung.3

Fiir uns sind hier nun zwei miteinander verwobene Feststellungen zu
treffen: Zum einen gibt es in Deutschland praktisch keine medizinische
Datenverarbeitung mehr,¢ deren Betroffene nicht entweder vom deutschen
Recht auf informationelle Selbstbestimmung oder vom europdischen Da-
tenschutzgrundrecht oder sogar von beiden zugleich grundrechtlich ge-
schiitzt sind. Und ,grundrechtlich geschiitzt“ bedeutet dabei, dass die je-
weiligen Gesetzgeber ihre Regelungen, die sie erlassen, vor den Gerichten
- insbesondere BVerfG und EuGH - rechtfertigen miissen, und dass jeden-
falls ,betroffene Personen’, aber zum Beispiel auch Datenschutzbehorden

82 Die Grundrechtecharta der EU wurde 2000 feierlich proklamiert, stellte zum dama-
ligen Zeitpunkt aber noch kein verbindliches EU-Recht dar, sondern war v.a. der
Versuch, den bis dato vom Europdischen Gerichtshof (EuGH) nur richterrechtlich
entwickelten Grundrechtsschutz der EU tbersichtlich zusammenzustellen. 2009 al-
lerdings wurde die GRC durch den Vertrag von Lissabon zu verbindlichem Recht
erklart, sieche Art. 6 Abs. 3 EU-Vertrag. Ungeschriebene Grundrechte der EU kann es
seither zwar weiterhin geben, sie sind aber nur noch wenig relevant, insbesondere
nicht im Feld des Datenschutzes.

83 Bernsdorff, in: Meyer/Holscheidt (Hrsg.), GRC, Art. 8 GRC Rn. 12.

84 Nettesheim, in: Grabenwarter (Hrsg.), Européischer Grundrechteschutz, § 10 Privat-
leben und Privatsphire, S. 490 Rn. 51.

85 Ausf. zur entsprechenden Offenheit von Art. 8 Abs.1 GRC Marsch, Das europdische
Datenschutzgrundrecht, 2018, passim, bes. S.128ff.: , Ausgestaltungsdimension als
Kern eines eigenstandigen Datenschutzgrundrechts in Art. 8 GRC*

86 Jedenfalls dann nicht, wenn sie automatisiert/aktenmafiig ausgefithrt wird und insbe-
sondere, wenn sie medizinische Daten betrifft.
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dagegen klagen konnen, wenn sie glauben, dass Gesetze nicht in diesem
Sinn gerechtfertigt werden konnen. Fiir uns ist das deshalb wichtig, weil die
Gesetzgeber eben nicht frei darin sind, ein Medizin-KI-Datenschutzrecht
zu entwerfen, wie sie es politisch fiir opportun halten, sondern eines schaf-
fen miissen, das gegebenenfalls auch grundrechtlich-gerichtlicher Kontrolle
standhalt.

Anders ausgedriickt: Dass das européische Datenschutzrecht oftmals als
kompliziert und innovationsunfreundlich wahrgenommen wird - das ist
hier unser Punkt -, liegt also nicht allein am Gesetzgeber, sondern auch an
seiner starken grundrechtlichen Vor- und Uberformung.

4.2.4.3.2 Einfachrechtliche Grundlagen

Und damit kdnnen wir nun wieder zu den einfachrechtlichen Grundla-
gen des unionalen Datenschutzrechts, im Wesentlichen folgend aus der
DSGVO, iibergehen.

Ob eine Datenverarbeitung rechtmafiig ist, bemisst sich grundsatzlich
nach Art. 6 DSGVO. Eine Datenverarbeitung ist demnach unter anderem
rechtmiflig, wenn sie auf eine Einwilligung der betroffenen Person gestiitzt
ist (lit. a), zur Erfiillung eines Vertrages, bei dem die betroffene Person Par-
tei ist, erforderlich ist (lit. b), oder wenn die Datenverarbeitung erforderlich
ist, um lebenswichtige Interessen der betroffenen Person oder einer ande-
ren natiirlichen Person zu schiitzen (lit. d). Fiir Gesundheitsdaten ergeben
sich dariiber hinaus zusatzliche strenge Rechtmafligkeitsanforderungen aus
Art. 9 DSGVO. Nach Art. 4 Nr. 15 DSGVO handelt es sich bei Gesundheits-
daten um

»personenbezogene Daten, die sich auf die korperliche oder geistige Ge-
sundheit einer natiirlichen Person, einschliefSlich der Erbringung von
Gesundheitsdienstleistungen, beziehen und aus denen Informationen
iber deren Gesundheitszustand hervorgehen®.

Der Begriff ist weit zu verstehen, er erfasst etwa bereits die Informationen,
die iiber eine Person bei der Anmeldung zu einer Gesundheitsdienstleis-
tung erhoben werden.®” Auf den ersten Blick scheinen die Anforderungen
von Art. 6 und Art. 9 dabei dhnlich zu sein (was natiirlich sinnwidrig wire).

87 Albers/Veit, in: Wolft/Brink/v. Ungern-Sternberg (Hrsg.), BeckOK Datenschutzrecht,
Art. 9 DSGVO Rn. 45.
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So ist etwa eine Verarbeitung von Gesundheitsdaten nach Art.9 Abs.2
lit. a DSGVO ebenfalls zuldssig, wenn die betroffene Person ausdriicklich
hierin eingewilligt hat. Der Unterschied zur Einwilligung aus Art. 6 Abs. 1
lit. a ist subtil, aber vorhanden, indem letztere Norm Einwilligungen auch
konkludent (d. h. durch schliissiges Verhalten) gelten lasst, Art.9 Abs.2
lit. a diese aber eben ,,ausdriicklich“ fordert.8

Ein weiterer, fiir uns sogleich noch wichtiger Grundsatz der DSGVO fiir
die Verarbeitung personenbezogener Daten ist die sogenannte Zweckbin-
dung aus Art. 5 Abs. 1 lit. a. Sie bildet nach Auffassung vieler den eigentli-
chen ,Grundstein des Datenschutzrechts“8 Nach dieser Vorschrift miissen
personenbezogene Daten , fiir festgelegte, eindeutige und legitime Zwecke
erhoben werden und diirfen nicht in einer mit diesen Zwecken nicht zu
vereinbarenden Weise weiterverarbeitet werden®. Der Wortlaut der Norm
lasst schon erkennen, dass die initiale eindeutige Zweckfestlegung nicht in
Stein gemeiflelt und eine Weiterverarbeitung zu anderen Zwecken grund-
satzlich moglich ist. Gewisse Flexibilititen sollten den Datenverarbeitern
nach dem Willen des Unionsgesetzgebers also erhalten bleiben.?® Entschei-
dend fiir eine Weiterverarbeitung sind der Zusammenhang, in welchem die
initiale Datenerhebung stattfand, sowie die Erwartungen der betroffenen
Person, von der die Daten erhoben werden, zum Zeitpunkt der Erhebung.’!

4.2.4.4 Primarnutzung der medizinischen Daten Herrn Miillers

Schauen wir uns vor diesem Hintergrund nun den Fall von Herrn Miiller an.
Herr Miiller hat eine , Datenschutzerkldrung® unterzeichnet, deren Vollstan-
digkeit und inhaltliche Korrektheit wir hier voraussetzen. Im Umfang der
Einwilligung (Stichwort Zweckbindung, siehe soeben) ist die Verarbeitung
seiner Gesundheitsdaten also zunéchst unproblematisch méglich. Zudem
wurde bereits kurz auf die Mdglichkeit hingewiesen, Daten zwecks Vertrags-
erfilllung zu verarbeiten, Art. 6 Abs.11it. b DSGVO. Wie wir im ersten Teil
dargelegt haben, liegt zwischen Herrn Miiller und dem Universitatsklinikum
ein Behandlungsvertrag gem. § 630a BGB vor, fiir dessen Erfiillung die

88 Schiff, in Ehmann/Selmayr (Hrsg.), DSGVO, Art. 9 Rn. 34.

89 Schantz, in: Wolff/Brink/v. Ungern-Sternberg (Hrsg.), BeckOK Datenschutzrecht,
Art.5 DSGVO Rn. 12.

90 Schantz, in: Wolff/Brink/v. Ungern-Sternberg (Hrsg.), BeckOK Datenschutzrecht,
Art.5 DSGVO Rn. 18.

91 Schantz, in: Wolff/Brink/v. Ungern-Sternberg (Hrsg.), BeckOK Datenschutzrecht,
Art.5 DSGVO Rn. 19.
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Erfassung der Daten des Herrn Miiller unbedingt erforderlich sein diirfte.
Hinsichtlich seiner Gesundheitsdaten gentigt dies allein jedoch nicht. Art. 9
Abs. 2 lit. h stellt fiir die Datenverarbeitung im Bereich der individuellen
Gesundheitsversorgung hohere Anforderungen auf.®? Das betrifft Datenver-
arbeitungen im Rahmen , medizinische[r] Diagnostik® der ,Versorgung oder
Behandlung im Gesundheitsbereich- oder Sozialbereich® oder ,aufgrund
eines Vertrages mit einem Angehorigen eines Gesundheitsberufs® Neben der
Erforderlichkeit dieser Verarbeitung sind besondere Bedingungen und Ga-
rantien zu erfiillen, die sich aus Art. 9 Abs. 3 DSGVO ergeben. Danach diirfen
(neben weiteren besonderen Kategorien personenbezogener Daten) Ge-
sundheitsdaten fiir die zuvor genannten Zwecke verarbeitet werden, wenn
diese Verarbeitung unter anderem ,von Fachpersonal oder unter dessen
Verantwortung® geschieht ,,und dieses Fachpersonal nach dem Unionsrecht
oder dem Recht eines Mitgliedstaates oder den Vorschriften nationaler
zustandiger Stellen dem Berufsgeheimnis unterliegt®. Fiir Deutschland und
unseren Fall einschlégig ist hier die drztliche Schweigepflicht. Diese ergibt
sich zum einen aus dem arztlichen Berufsrecht aus § 9 Abs. 1 der Musterbe-
rufsordnung fiir Arztinnen und Arzte (MBO-A), sie folgt aber auch aus dem
Strafrecht, welches die Verletzung der Schweigepflicht sanktioniert, § 203
Abs. 1.1 StGB.?? Daneben ist die Schweigepflicht zwar keine ausdriicklich
niedergeschriebene, jedoch anerkannte Pflicht im Rahmen des Behand-
lungsvertrags.®* Herrn Miillers Behandlung wird hier verantwortet von der
Assistenzarztin Frau Navarro, spéter auch dem Assistenzarzt Herrn Mettin
sowie den zustindigen Oberdrzten und der Chefarztin. Alle unterliegen der
arztlichen Schweigepflicht, in ihre Zustindigkeit fallt auch die Datenverar-
beitung, sodass die Anforderungen der Art.6 und 9 DSGVO als erfiillt
angesehen werden konnen. Fraglich konnte noch die Hinzuziehung des
Medizinstudenten im Rahmen der Erstuntersuchung von Herrn Miiller sein.
Hierzu ist zu sagen, dass Art.9 Abs.3 DSGVO eine Verarbeitung unter
anderem von Gesundheitsdaten auch durch andere Personen als Fachperso-
nal gestattet, wenn diese ,ebenfalls nach dem Unionsrecht oder dem Recht
eines Mitgliedstaats oder den Vorschriften nationaler zustindiger Stellen
einer Geheimhaltungspflicht unterliegt”. Hier darf davon ausgegangen wer-
den, dass der Student im Rahmen seiner Tatigkeit, welche wohl als Praktikum

92 Petri, in: Simitis/Hornung/Spiecker (Hrsg.), Datenschutzrecht, Art.9 DSGVO
Rn. 75.

93 Petri, in: Simitis/Hornung/Spiecker (Hrsg.), Datenschutzrecht, Art. 9 Rn. 88.

94 Kern/Rehborn, in: Laufs/Kern/Rehborn (Hrsg.), Handbuch des Arztrechts, §15 Be-
rufspflichten Rn. 18.
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oder Teil des Praktischen Jahres liegen diirfte, selbst hinreichend auf die
Verschwiegenheit verpflichtet wurde, sodass keine Bedenken bestehen.

4.2.4.5 Sekunddrnutzungen der medizinischen Daten Herrn Miillers

Kommen wir nun zur eigentlich spannenden, namlich unmittelbar KI-bezo-
genen Frage. Wie sieht es mit einer weiterfithrenden Nutzung medizinischer
Daten aus, wenn die Daten, wie hier, nicht nur unmittelbar fiir die individuelle
Behandlung verwendet werden sollen, sondern fiir dariiberhinausgehende,
andere Zwecke, wie etwa die digitale Vernetzung innerhalb des Krankenhau-
ses, das Training von KI-Modellen, Vergleichsdiagnosen etc.?

Wie besprochen ist eine Zweckdnderung nicht komplett ausgeschlossen;
allerdings miissen dabei die gemédfl Art.5 Abs.1 lit. b DSGVO geltenden
Grundsitze beachtet werden, welche von Art. 6 Abs. 4 DSGVO ndher kon-
kretisiert werden. Diese Norm bietet zwei wesentliche Optionen: zum einen,
dass eine Datenverarbeitung durch den fiir die initiale Datenerhebung Ver-
antwortlichen auch zu einem anderen als dem urspriinglichen Zweck zulassig
ist, sofern eine ,Vereinbarkeit” zwischen eigentlichem und neuem Verarbei-
tungszweck besteht;*> und zum anderen, dass, wenn diese Vereinbarkeit nicht
gegeben ist, eine zweckdndernde Verarbeitung dann dennoch mdéglich ist,
sofern sie auf einer Einwilligung oder einer unionalen oder nationalen
Rechtsvorschrift basiert.”® Ergidnzend regelt dann wiederum Art.5 Abs. 1
lit. b, dass eine Weiterverarbeitung unter anderem fiir wissenschaftliche
Zwecke ,nicht als unvereinbar® mit den urspriinglichen Zwecken gilt, wenn
dabei den Anforderungen aus Art. 89 Abs.1 DSGVO gentigt wird. Da es in
unserem Fall primdr um Gesundheitsdaten geht, ist daneben auch noch
Art. 9 Abs. 2 lit. j DSGVO zu beachten, welcher den wesentlichen Inhalt des
Art. 5 Abs.1lit. b DSGVO wiederholt, zusitzlich aber den Hinweis enthalt,
dass die unions- oder nationalrechtliche Grundlage ,in angemessenem Ver-
héltnis zu dem verfolgten Ziel steht, den Wesensgehalt des Rechts auf Daten-
schutz wahrt und angemessene und spezifische Mafinahmen zur Wahrung
der Grundrechte und Interessen der betroffenen Person vorsieht*.

Suchen wir also einmal nach solchen ,unionalen oder mitgliedstaatli-
chen Rechtsgrundlagen’, die hier eine zweckdndernde Weiterverarbeitung

95 Hier ist vieles umstritten, wir machen es uns und Ihnen, liebe Leserinnen und Leser,
einmal - relativ - einfach.
96 Schulz, in: Gola/Heckmann (Hrsg.), DS-GVO BDSG, Art. 6 DSGVO Rn. 134.
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der Daten von Herrn Miiller erlauben kénnten. Und hier ist, wie wir oben
bereits besprochen haben, sowohl Datenschutzrecht auf Bundes- als auch
auf Landesebene vorhanden. Der Féderalismus halt hier durch die Tatsa-
che, dass neben bundesrechtlichen Vorgaben - einerseits aus dem BDSG,
andererseits aber auch aus dem SGBV oder SGBX - auch sechzehn Da-
tenschutzgesetze der Lander existieren, einige Herausforderungen bereit.”
Dabei ist es wichtig festzuhalten, dass Bundes- und Landesgesetzgeber und
EU Sekundérnutzungen von medizinischen Daten mitnichten verhindern
wollen - ganz im Gegenteil wird dieses Anliegen national und unional
mittlerweile mit hoher Prioritdt verfolgt. Es gilt jedoch, je nach Zweck
der Sekunddrnutzung genau zu unterscheiden. Wenn wir noch einmal die
zu Beginn dieser Fallstation ausgemachten Besonderheiten durch die Nut-
zung einer vernetzten Patientenakte mit KI-Funktionalitdt betrachten, dann
konnen wir drei konkrete Bereiche definieren, innerhalb derer jeweils die
Frage im Raum steht, wie sich eine Sekundédrnutzung der medizinischen
Daten von Herrn Miiller (und anderer Patienten) rechtfertigen lasst: die
Vernetzung dieser Akten (1), die Nutzung der enthaltenen Daten zum
Training von KI (2.) und, da wir es hier mit einer Uniklinik zu tun haben,
welche das verwendete KI-System moglicherweise selbst entwickelt, auch
die Nutzung der Daten zu Forschungszwecken (3., wobei es hier auch
Uberschneidungen mit den beiden erstgenannten Bereichen geben kann).

4.2.4.5.1 Rechtsgrundlagen verschiedener Formen einer Akten-Vernetzung

Trifft unsere Annahme zu, dass Frau Navarro - und damit die Uniklinik
- ein eigenes System fiir Patientenakten nutzt, innerhalb dessen die Ak-
ten zum einen miteinander und zum anderen mit externen Informations-
quellen verbunden werden, dann stellt sich die Frage, welche rechtliche
Grundlage es hierfiir gibt. Wir konzentrieren uns hier auf die Suche nach
einer spezifischen gesetzlichen Rechtsgrundlage, die sich von der Patienten-
einwilligung unterscheidet, welche nun einmal immer individuell ist und
keine verldssliche Grundlage einer Datennutzung darstellt, wie sie hier in
Betracht kommt (nicht zuletzt, da sie jederzeit widerrufen werden kann).

97 Werry/Ntanas, MMR 2024, 641 (642); unter anderem deshalb bezeichnet Weichert,
MedR 2025, 500 (500) den Status Quo als ,,[r]egulatorisches Chaos”.
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« Strukturen und Chancen der Vernetzung

Bei der Suche nach der Rechtsgrundlage ist es hilfreich, ein paar Hypothe-
sen dazu aufzustellen, was die technische Grundlage bzw. Ausgestaltung
der Akten-Vernetzung ist bzw. sein konnte. Hier kommt etwa in Betracht,
dass die Akten systematisch auf Grundlage der in ihnen enthaltenen Da-
ten sortiert sind (sei es handisch, sei es durch entsprechende KI automa-
tisiert) und ihnen eine Vielzahl an ,Keywords® zugewiesen werden, die
Bezug auf die Person, Symptomatik/Diagnose (zum Beispiel in Form der
ICD-10-Kodierung®®), Therapie und Outcome des konkreten Patienten
nehmen und anhand derer alle vorhandenen Datensétze durchsucht wer-
den konnen. Als Beispiel konnten die von Herrn Miller zum Zeitpunkt
kurz nach der Anamnese erhobenen Daten in seiner Akte in Form der Key-
words ,Mann; ,Alter: 58; ,Cephalgie/Kopfschmerz (ICD-10: G44, Sonstige
Kopfschmerzsymptome); ,Aphasie/Wortfindungsstérung (ICD-10: R47.0:
Dysphasie und Aphasie); ;Therapie: Ibuprofen, ohne Verbesserung® syste-
matisch aufbereitet und entweder nur im eigenen Krankenhaus- oder gar
in einem mehrere Gesundheitseinrichtungen iibergreifenden System indi-
ziert werden. Anhand einer Suche nach diesen Keywords oder solchen,
die dem jeweils relevanten Datenformat entsprechen — Daten zur Person
liegen etwa in einem anderen Format vor als solche zur Diagnose -,
konnten konkrete Akten gefunden werden, in denen mdglichst viele die-
ser Keywords ebenfalls enthalten sind. Hieraus lieflen sich Riickschliisse
auf in der Vergangenheit vorgenommene und damit auch in diesem Fall
naheliegende Diagnosen und dann gegebenenfalls auch Therapien ziehen.
Bei all den genannten Schritten - Klassifikation von Roh-Patientendaten,
Systematisierung, Suche und Auswertung, Ausarbeitung von Diagnose- und
Therapievorschlagen, Riickfrage-Moglichkeiten - kann KI eine wertvolle
Rolle spielen - vorausgesetzt, die Vernetzung findet tatsichlich statt.

« Rechtliche Initiativen zur Umsetzung auf nationaler und Unionsebene

Unseres Wissens existiert eine so weitreichende und grundlegende Akten-
Vernetzung, wie wir sie soeben beschrieben haben, derzeit noch nicht.
Der deutsche Gesetzgeber hat sich diesem Anliegen jedoch mit dem 2024

98 https://klassifikationen.bfarm.de/icd-10-gm/kode-suche/htmlgm2025/index.htm
(Letzter Aufruf: 11.5.2025).
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in Kraft getretenen Gesundheitsdatennutzungsgesetz®® (GDNG) angenom-
men. § 1 Abs. 1 des GDNG fasst das dahinterliegende Ziel so zusammen:

»Dieses Gesetz dient der Regelung der Nutzung von Gesundheitsdaten
zu gemeinwohlorientierten Forschungszwecken und zur datenbasierten
Weiterentwicklung des Gesundheitswesens als lernendes System. Das
Ziel der Nutzung von Gesundheitsdaten ist, eine sichere, bessere und
qualitdtsgesicherte Gesundheitsversorgung und Pflege zu gewdhrleisten,
Forschung und Innovation zu foérdern und das digitalisierte Gesund-
heitssystem auf Grundlage einer soliden Datenbasis weiterzuentwickeln.”

Um dieses Ziel zu erreichen, soll das GDNG den Zugang zu medizinischen
Daten wie auch deren Verarbeitung zu weiterfithrenden Zwecken verbessern.
Fiir den Datenzugang ist vorgesehen, dass beim Bundesinstitut fiir Arznei-
mittel und Medizinprodukte (BfArM) eine ,zentrale Datenzugangs- und
Koordinierungsstelle fiir Gesundheitsdaten® eingerichtet wird (§ 3 Abs. 1),
welche ,Datennutzende beim Zugang zu Gesundheitsdaten [berat]* (§ 3
Abs. 2). Was diese Beratung im Einzelnen umfasst, ist detailliert in Absatz 2
geregelt.

Hinsichtlich der Datenverarbeitung bietet das GDNG mehrere Neue-
rungen, darunter auch ganz spezifisch eine Verkniipfung medizinischer
Daten aus unterschiedlichen Quellen. So wird es gem. § 4 Abs.1 GDNG
dem Forschungsdatenzentrum Gesundheit!? gestattet, eigene pseudonymi-
sierte Daten mit pseudonymisierten Daten der klinischen Krebsregister der
Léander!®! zu verkniipfen und diese Daten auch fiir Forschungsvorhaben zu
verarbeiten;!%? vorausgesetzt, die gerade erwdhnte Datenzugangs- und Ko-
ordinierungsstelle fiir Gesundheitsdaten genehmigt das. § 4 Abs.2 GDNG

99 Gesetz zur verbesserten Nutzung von Gesundheitsdaten vom 22. Marz 2024,
BGBI. 2024 I Nr. 102.

100 Bei diesem Forschungsdatenzentrum handelt es sich gem. §303a Abs.2 SGBV
um eine der Rechtsaufsicht des Bundesministeriums fiir Gesundheit unterstellte
und ansonsten ,,raumlich, organisatorisch und personell eigenstindig[e]“ 6ffentliche
Stelle des Bundes, welche gemeinsam mit der sogenannte Vertrauensstelle gem.
§303a Abs. 1 SGB V ,,Aufgaben der Datentransparenz wahrnimmt. Die Datentrans-
parenz in diesem Kontext soll vor allem Versicherten und Leistungserbringern eine
~verbesserte Datenbasis fiir gesundheitspolitische Entscheidungen® liefern, wobei
die konkreten Zwecke in § 303e Abs.2 S.1 SGBV aufgefiihrt sind, von Dewitz, in:
Rolfs/Giesen/Meflling/Udsching (Hrsg.), BeckOK Sozialrecht, § 303a SGBV, Rn. 1.

101 Die Klinischen Krebsregister werden auf Grundlage von § 65c SGBV von den Lan-
dern ,,[z]ur Verbesserung der Qualitdt der onkologischen Versorgung® gefithrt.

102 Kritisch anzumerken ist zugleich, dass keine Regelung hinsichtlich der Anbindung
an andere medizinische Register erfolgt, vgl. Weichert, MedR 2025, 500 (500).
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regelt die Voraussetzungen, unter denen eine Genehmigung zu erteilen
ist. Fiir eine Datenverwendung zu Forschungszwecken sind die dafiir stets
geltenden datenschutzrechtlichen Vorgaben zu beachten.!%

§ 6 GDNG wiederum gestattet es ,[d]atenverarbeitende[n] Gesundheits-
einrichtungen® (und dazu gehéren v. a. Kliniken), nach Art.9 Abs. 2 lit.h
und lit. i DSGVO rechtmiflig erhobene Gesundheitsdaten (siehe die An-
forderungen hierzu oben S.116f.) weiterzuverarbeiten zu: Zwecken der
Qualitdtssicherung und Férderung der Patientensicherheit, zur medizini-
schen, rehabilitativen und pflegerischen Forschung sowie zu statistischen
Zwecken, einschliefllich der Gesundheitsberichterstattung; vorausgesetzt,
dass diese Daten pseudonymisiert und, sobald méglich, auch anonymisiert
werden. Auch wenn eine vollstindige Subsumtion unseres Falles unter
diese Vorgaben mangels genauerer Angaben hier nicht mdglich ist, wird
doch erkennbar, dass die rechtliche Ermdglichung innovativer Nutzungen
medizinischer Daten voranschreitet.

Die vielfachen Herausforderungen und, in Zeiten zunehmender Digitali-
sierung, vermehrt auch Probleme hinsichtlich des Umgangs mit medizini-
schen Daten haben auch die EU dazu veranlasst, rechtliche Mechanismen zu
schaffen, die die weitergehende Nutzung solcher Daten vereinfachen und
rechtssicher gestalten sollen. Auf Unionsebene angesiedelt ist das Vorhaben,
einen European Health Data Space (EHDS) ins Leben zu rufen. Er ist Teil der
Europiischen Datenstrategie!®4, soll nach der Begriindung des entsprechen-
den Kommissionsvorschlages ,Herausforderungen im Zusammenhang mit
dem Zugang zu elektronischen Gesundheitsdaten und ihrem Austausch
an|[...]gehen“% und wurde am 5. Mérz 2025 im Amtsblatt der EU veréffent-
licht. Im EHDS geht es neben vielen weiteren vor allem auch um Fragen der
Vernetzung.'%¢ In diesem Zusammenhang regelt der EHDS auch explizit
»System|e] fiir elektronische Gesundheitsaufzeichnungen® bzw. ,EHR-Sys-
tem[e]“ Diese werden in Art. 2 Abs. 11it. kK EHDS definiert als

»jedes System, bei dem die Software oder eine Kombination aus Hard-
ware und Software des Systems es ermdglicht, personenbezogene elek-
tronische Gesundheitsdaten, die zu den durch diese Verordnung ein-

103 Siehe hierzu unten 3. Rechtsgrundlage (sonstige) Forschung.

104 Ein Uberblick iiber die Europiische Datenstrategie findet sich auf: https://commissi
on.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/europ
ean-data-strategy_de (Letzter Aufruf: 11.5.2025).

105 COM(2022) 197 final, S. 1.

106 Siehe allgemein zum EHDS Markschies, in: Gsenger/Sekwenz (Hrsg.), Digital Deca-
de, 2025, S. 425 ff.
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gefithrten prioritdren Kategorien personenbezogener elektronischer Ge-
sundheitsdaten gehoren, zu speichern, zu vermitteln, zu exportieren, zu
importieren, zu konvertieren, zu bearbeiten oder anzuzeigen und das
vom Hersteller zur Verwendung durch Gesundheitsdienstleister bei der
Patientenversorgung oder durch Patienten fiir den Zugang zu ihren elek-
tronischen Gesundheitsdaten bestimmt ist*

Der EHDS regelt sodann ausfiihrlich Fragen der Vernetzung der Akten.
Darunter fallen Vorgaben dazu, unter welchen Bedingungen sogenannte
~Gesundheitsdatennutzer™7 (Art.2 Abs.1 lit. u) auf welche Arten von in
elektronischen Patientenakten enthaltenen Daten (Art. 51) Zugang erhalten
und zu welchen Zwecken diese im Rahmen einer Sekundérnutzung verarbei-
tet werden diirfen (Art. 53). Art. 54 regelt, zu welchen Zwecken eine solche
Sekundérnutzung explizit verboten ist. Als nach Art. 53 Abs. 1 lit. e sublit. ii
EHDS explizit zugelassene Sekunddrnutzung wird das ,Trainieren, Testen
und Bewerten von Algorithmen, auch in Medizinprodukten, In-vitro-Dia-
gnostika, KI-Systemen und digitalen Gesundheitsanwendungen® genannt.

Die praktische Entwicklung und die Auswirkung beider Vorhaben, des
GDNG und des EHDS, bleiben abzuwarten.!8 Kritisch wurde bereits ange-
merkt, dass der deutsche Gesetzgeber {iberhaupt zur Regelung angesetzt
hat, wenn doch schon ein unionales Regelungswerk auf dem Weg war.!%
Insgesamt erscheint gesetzgeberischer Enthusiasmus mit Blick auf die Lo-
sung konkreter Probleme einer Stagnation in nicht zufriedenstellenden
Umstidnden jedoch vorzugswiirdig.

« Insbesondere: sogenanntes Data Mining

Technisch und rechtlich nochmals komplexer wird es bei einer zweiten
moglichen Variante der Aktenvernetzung: Sie kdnnte auch mit bzw. durch
sogenanntes Data Mining erfolgen. Beim Data Mining geht es unter ande-

107 Art.2 Abs.1 lit.u EHDS definiert diese wie folgt: ,;Gesundheitsdatennutzer’ be-
zeichnet eine natiirliche oder juristische Person, einschliefllich der Organe, Einrich-
tungen oder sonstigen Stellen der Union, die aufgrund einer Datengenehmigung,
einer Genehmigung einer Gesundheitsdatenanfrage oder einer Zugangserlaubnis ei-
nes befugten Teilnehmers der HealthData@EU rechtmiflig Zugang zu elektroni-
schen Gesundheitsdaten fiir die Sekundérnutzung erhalten hat® Erfasst sind also
keine typisierten Akteure, vielmehr hangt die Einordnung als Gesundheitsdatennut-
zer maf3geblich von einer Datennutzungserméchtigung ab.

108 Dazu, wie sich diese neuen Regulierungsinstrumente auf das Verhaltnis ,zwischen
Patientensouveranitdt und Forschungsaktivititen“ auswirken werden, siche Buch-
holtz/Schmalhorst/Brauneck, MedR 2024, 4711f.

109 Jikel, PharmR 2024, 287 (289); Roos/Maddaloni, RDi 2023, 225 (232).
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rem darum, mithilfe von KI-Modellen in strukturierten oder auch unstruk-
turierten Datensdtzen Muster und Zusammenhinge sichtbar zu machen,
die sich eher ,unter der Oberfliche’ befinden. So konnte, als hypothetisches
Beispiel, eine Data-Mining-Analyse unter Zuhilfenahme eines KI-Modells
einen Zusammenhang dahingehend herstellen, dass Patienten z. B. als An-
gehorige eines bestimmten Berufes, aufgrund einer bestimmten Wohnlage,
epigenetischer Faktoren oder Besonderheiten in der Familienhistorie ver-
gleichbare Diagnosen und medizinische Outcomes aufweisen, was sich bei
einer Konzentration alleine auf die medizinische Symptomatik so nicht
ohne weiteres gezeigt hitte. Das Besondere am Data Mining ist, dass es
hier nicht primér darum geht, neue Daten zu erhalten, sondern bestehende
Daten auf neue Art und Weise zu untersuchen (weshalb der Name auch
irrefithrend ist und passender vielleicht Mining from Data wire).

Die Praxis des Data Mining hat in jliingerer Zeit vor allem Aufmerksam-
keit im Rahmen nachrichtendienstlicher und polizeilicher und somit si-
cherheitsrechtlicher Sachverhalte erlangt,'” deren sektorspezifische Beson-
derheiten jedoch eine Ubertragung hierzu angestellter Uberlegungen auf
den medizinischen Bereich verbieten.!!! Doch auch in der Medizin wurde
und wird tiber die Nutzung dieser Art von Datenanalyse diskutiert, etwa
schon in einem Aufsatz im Deutschen Arzteblatt von 1999, welcher aus den
USA und dem dortigen ,,Aufbau von gewaltigen Datenbanken mit mog-
lichst vollstdndigen Daten iiber die gesamte Lebenszeit aller versicherten
Patienten” und einem damit einhergehenden mdglichen ,Paradigmenwech-
sel“ der wissenschaftlichen Medizin berichtete.!2

Dieser Paradigmenwechsel blieb bislang zumindest in Deutschland aus.
2023 stellte der Ausschuss fiir Bildung, Forschung und Technikfolgenab-
schitzung des Bundestages in einem Bericht fest, dass weder die bisheri-
ge Form arztgefithrter Patientenakten noch klassische Krankenhausinfor-
mationssysteme fiir eine weitergehende Nutzung im Rahmen komplexer
Datenanalysen oder Data-Mining-Prozesse konzipiert seien.'* Vor einer

110 Siehe im Zusammenhang mit landesrechtlichen Vorschriften in Hessen und Ham-
burg die Entscheidung des BVerfG, NJW 2023, 1196; zum Einsatz auf Bundesebene
siehe BVerfG NVwZ 2021, 226 sowie hierzu die Anmerkungen von Grof§/Konig, RDi
2021, 152 ff. sowie Ruschemeier, Verfassungsblog vom 16.12.2020.

111 Dazu, dass die in der Vergangenheit oft praktizierte Mafstabsmigration aus dem Si-
cherheitsdatenschutzrecht in andere Sachbereiche abzustellen ist, Marsch/Radema-
cher, Generalklauseln im Datenschutzrecht, Die Verwaltung 54 (2021), S.1 (19 ff.).

112 Bothner/Meissner, DABL. 1999, A-1336.

113 Bericht des Ausschusses fiir Bildung, Forschung und Technikfolgenabschitzung (18.
Ausschuss) gem. § 56a der Geschaftsordnung: Technikfolgenabschitzung (TA) Da-
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entsprechenden Nutzung miissten die enthaltenen Daten erst aufwindig
aufbereitet!* und die verschiedenen Arten von Daten in maschinenlesbare
Formate umgewandelt werden, damit Datenanalysetools sie iiberhaupt ver-
arbeiten konnen.!

Grofles Potenzial konnten hingegen Vorhaben wie die patientengefiihrte
elektronische Patientenakte ePA haben, da ein systematisches Zusammen-
fithren von Behandlungs-, Vital- und bei den Krankenkassen gespeicher-
ten Daten sowie deren Nutzung zu Forschungszwecken bereits in deren
Konzeption angelegt ist (wobei der Erfolg hier mit der noch unsicheren
Akzeptanz der Nutzung dieser Form von Patientenakte steht und fallt).!
Der Bericht erwédhnt des Weiteren einige Anwendungsbeispiele, in denen
Data-Mining-Konzepte bereits erfolgreich medizinisch eingesetzt werden.!”

4.2.4.5.2 Rechtsgrundlage eines moglichen KI-Trainings

Niitzlich konnte es sein, die Daten von Herrn Miiller nicht nur fiir dessen
eigene und — durch Vernetzung - auch fiir die Behandlung anderer Patienten,
sondern fiir die (Weiter-)Entwicklung der medizinischen KI-Systeme der
Uniklinik verwenden zu kdnnen (KI-Training). Soweit das Training nicht auf
vollstaindig anonymisierten Datensétzen erfolgen kann, gilt auch insofern das
europdische und deutsche Datenschutzrecht, d. h. die Klinik braucht fiir das
Training eine passende Erlaubnis bzw. Rechtsgrundlage. Wenn wir wieder
davon ausgehen, dass eine Einwilligung von Herrn Miiller fiir diesen Zweck
entweder nicht (mehr) vorliegt oder der Klinik z. B. wegen deren Widerruf-
lichkeit zu unsicher ist, muss auch hier wieder nach einer gesetzlichen
Verarbeitungserlaubnis gesucht werden. Zum einen konnten sogenannte
Forschungsklauseln greifen, welche wir sogleich besprechen. Die For-
schungsprivilegien sind, was ihre Reichweite anbelangt, umstritten, aber es
sprichtviel dafiir, dass sie im Fall des KI-Trainings dann nicht greifen, wenn es

ta-Mining - gesellschaftspolitische und rechtliche Herausforderungen vom 9.1.2023,
BT-Drucks. 20/5149, S. 100.

114 In anderen Sachgebieten ist Data Mining spezifisch fiir die Anwendung auf unstruk-
turierten Daten von Interesse, sicherlich gewinnbringend und wohl auch schon die
Regel; wir bezweifeln aber, dass die damit verbundenen Fehlerrisiken in absehbarer
Zeit im Fall von vernetzten medizinischen Akten/Dateien u.d. akzeptabel sein wer-
den.

115 BT-Drucks. 20/5149, S. 100.

116 BT-Drucks. 20/5149, S.100.

117 BT-Drucks. 20/5149, S. 110 ff.

125

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.2 Station 2: Untersuchung und OP des Primdrtumors

primér darum geht, ein sich bereits im klinischen Einsatz befindliches System
nur zu verbessern oder die Entwicklung eines Systems anhand bekannter und
bewihrter KI-Trainingsmethoden im Vordergrund steht.

Zulassig konnte eine Verarbeitung medizinischer Daten aber auf den
ersten Blick nach Art.10 Abs.5 der KI-VO sein. Art.10 befasst sich mit
dem Bereich ,Daten und Daten-Governance® und stellt Anforderungen an
»Hochrisiko-KI-Systeme, in denen Techniken eingesetzt werden, bei denen
KI-Modelle mit Daten trainiert werden [...] (Abs.1). Solche KI-Systeme
miissen mit Trainings-, Validierungs- und Testdatensdtzen entwickelt wer-
den, an die bestimmte Anforderungen gestellt werden. Im Rahmen dieses
KI-Trainings ist es unter bestimmten Umstédnden nach Absatz 5 auch zulis-
sig, besonders geschiitzte Kategorien personenbezogener Daten, also auch
Gesundheitsdaten, zu verarbeiten.

Das Besondere an dieser Norm ist, dass diese Daten hier zu spezifischen
Zwecken eingesetzt werden sollen, die eine Nutzung zur medizinischen
Behandlung nur mittelbar betreffen. Vielmehr geht es darum, dass auch
solche Daten im Rahmen des KI-Trainings eingesetzt werden kénnen, um
den Anforderungen aus Art. 10 Abs. 2 lit. f und g KI-VO zu geniigen, die sich
damit befassen, Verfahren einzurichten, mit denen ,mogliche Verzerrungen
(Bias), die die Gesundheit und Sicherheit von Personen beeintréachtigen, sich
negativ auf die Grundrechte auswirken oder zur einer nach den Rechtsvor-
schriften der Union verbotenen Diskriminierung fithren kdnnten, erkannt,
verhindert und abgeschwicht werden sollen. Damit dies gem. Absatz 5
~ausnahmsweise“ der Fall ist, muss die Nutzung dieser Daten allerdings
s=unbedingt erforderlich® sein und es miissen ,angemessene Vorkehrungen fiir
den Schutz der Grundrechte und Grundfreiheiten natiirlicher Personen®
getroffen werden. Art. 10 Abs. 5 stellt einen umfassenden Katalog an Anfor-
derungen auf, die alle erfiillt sein miissen, damit eine Verarbeitung besonderer
Kategorien personenbezogener Daten zu Zwecken des KI-Trainings zulassig
ist. Fraglich ist allerdings, ob es sich bei dieser Norm um eine ,echte® Verar-
beitungsermachtigung im Sinne der DSGVO handelt. Anlass, daran zu
zweifeln, bietet Erwédgungsgrund 63 der KI-VO, in dessen Satz 3 es heif3t:

»Diese Verordnung sollte nicht so verstanden werden, dass sie eine
Rechtsgrundlage fiir die Verarbeitung personenbezogener Daten, gegebe-
nenfalls einschliellich besonderer Kategorien personenbezogener Daten,
bildet, es sei denn, in dieser Verordnung ist ausdriicklich etwas anderes
vorgesehen.”
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Nun kdnnte Art. 10 Abs. 5 KI-VO natiirlich eine solche ausdriickliche Aus-
nahme darstellen. Allerdings bestehen in der Systematik der DSGVO be-
griindete Zweifel daran. Zunichst ist festzustellen, dass Art. 10 Abs. 5 KI-VO
ausdriicklich die Verarbeitung besonderer Kategorien personenbezogener
Daten zu bestimmten Zwecken gestattet. Dabei handelt es sich um eine
Rechtfertigung im Sinn des Art.9 Abs.2 lit. g DSGVO.8 Rechtfertigung
deshalb, da Art.9 Abs.2 DSGVO keine eigenen Erlaubnistatbestdnde ent-
hilt, sondern lediglich beschreibt, wann welche Ausnahmen von Art.9
Abs.1 DSGVO, der ein grundsatzliches Verarbeitungsverbot besonderer
Kategorien personenbezogener Daten aufstellt, gelten.!”” Diese Ausnahmen,
so sie gelten, ersetzen deshalb auch nicht das allgemeine Erfordernis einer
Rechtsgrundlage nach Art. 6 DSGVO, sondern treten zu diesem hinzu.!?
Wihrend Art.10 Abs.5 KI-VO somit nur, aber immerhin die ,Sperre® des
Art.9 Abs.1 DSGVO beseitigt, ist weiterhin eine Verarbeitungsgrundlage
nach Art.6 DSGVO erforderlich. Da es sich bei unserer Uniklinik um
eine Offentliche Stelle handelt, konnte sich solch eine Verarbeitungserméch-
tigung freilich aus Art. 6 Abs.1 lit. e DSGVO ergeben, welcher eine Daten-
verarbeitung gestattet, wenn ,die Verarbeitung [...] fiir die Wahrnehmung
einer Aufgabe erforderlich [ist], die im oOffentlichen Interesse liegt [...]%
Art. 6 Abs.3 DSGVO gibt vor, dass eine entsprechende Rechtsgrundlage
aus Unions- oder nationalem Recht stammen kann und dass

sld]er Zweck der Verarbeitung [...] in dieser Rechtsgrundlage festgelegt
oder hinsichtlich der Verarbeitung gemiafl Absatz 1 Buchstabe e fiir die
Erfiillung einer Aufgabe erforderlich sein [muss], die im offentlichen
Interesse liegt [...]“

Und hier konnte der Art. 10 KI-VO insgesamt, als unionale Rechtsgrundla-
ge, womdglich noch einmal helfen, indem er ein solches 6ffentliches Inter-
esse dahingehend begriindet, ,Hochrisiko-KI-Systeme, in denen Techniken
eingesetzt werden, bei denen KI-Modelle mit Daten trainiert werden [...]"
derart zu trainieren, dass die oben genannten Risiken minimiert werden.
Satz1 von Erwigungsgrund 67 zur KI-VO stellt klar, dass es diesbeziig-
lich besonders wichtig ist, ,dass das Hochrisiko-KI-System bestimmungsge-

maf3 und sicher funktioniert und nicht zur Ursache fiir Diskriminierung

118 Braun Binder/Egli, in: Martini/Wendehorst (Hrsg.), KI-VO, Art. 10 Rn. 80.

119 Petri, in: Simitis/Hornung/Spiecker (Hrsg.), Datenschutzrecht, Art. 9 Rn. 2 mit wei-
teren Nachweisen.

120 Petri, in: Simitis/Hornung/Spiecker (Hrsg.), Datenschutzrecht, Art. 9 Rn. 2 mit Ver-
weis auf Erwagungsgrund 51 zur DSGVO, zu beachten dort insbesondere der S. 5.
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wird, die nach dem Unionsrecht verboten ist” Der Verordnungsgeber
stellt also grundsatzlich die Vorgabe auf, dass KI-Training zwar durchaus
durchgefiihrt werden kann, allerdings nur in einer derartigen Weise, dass
bestimmte, dem Training inhdrente Risiken minimiert oder besser sogar
ausgeschlossen werden. Ob ein solches Verstdndnis fiir die Annahme eines
offentlichen Interesses und eine Datenverarbeitung damit nach Art. 6 Abs. 1
lit. e DSGVO geniigt, bleibt abzuwarten.

Eine eindeutige Grundlage fiir eine Nutzung medizinischer Daten, ge-
nauer ,elektronischer Gesundheitsdaten’, zum KI-Training bietet der oben
bereits angesprochene EHDS. Dessen Art. 53 regelt ,,Zwecke, fiir die elek-
tronische Gesundheitsdaten zur Sekundédrnutzung verarbeiten werden kén-
nen‘. Die relevanten ,Mindestkategorien elektronischer Daten fiir die Se-
kundédrnutzung® sind in Art. 51 Abs. 1 geregelt und duferst vielfaltig, enthal-
ten sind nach Abs.1 lit. a dezidiert auch “elektronische Gesundheitsdaten
aus EHR”, wobei es sich, wie wir uns erinnern, bei “EHR” um “Electronic
Health Records”, also digitale Gesundheitsakten handelt. Art. 53 Abs.1 lau-
tet dann wie folgt: ,Die Zugangsstellen fiir Gesundheitsdaten gewdhren
einem Gesundheitsdatennutzer nur dann Zugang zu den in Artikel 51 ge-
nannten elektronischen Gesundheitsdaten fiir die Sekundarnutzung, wenn
die Verarbeitung der Daten durch diesen Gesundheitsdatennutzer fiir einen
der folgenden Zwecke erforderlich ist”, wobei Abs. 1 lit. e sublit. ii als einen
solchen Zweck ausdriicklich anfiihrt:

sIrainieren, Testen und Bewerten von Algorithmen, auch in Medizinpro-
dukten, In-vitro-Diagnostika, KI-Systemen und digitalen Gesundheits-
anwendungen®

Der korrespondierende Erwédgungsgrund 61 zum EHDS trifft ebenfalls
einige fiir uns hilfreiche Aussagen, indem er unter anderem folgendes be-
schreibt:

»Der Begriff der Zwecke wissenschaftlicher Forschung sollte weit ausge-
legt werden und die technologische Entwicklung und die Demonstrati-
on, die Grundlagenforschung, die angewandte Forschung und privat
finanzierte Forschung einschlieflen. Zu den Tétigkeiten im Zusammen-
hang mit der wissenschaftlichen Forschung zahlen Innovationstatigkei-
ten, wie etwa das Trainieren von KI-Algorithmen, die in der Gesundheits-
versorgung oder in der Pflege natiirlicher Personen eingesetzt werden
kénnten, sowie die Bewertung und Weiterentwicklung bestehender Algo-
rithmen und Produkte fiir solche Zwecke. Es ist erforderlich, dass der
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EHDS auch zur Grundlagenforschung beitréagt, und auch wenn die Vor-
teile fiir Endnutzer und Patienten in der Grundlagenforschung weniger
unmittelbar sein konnten, ist diese Forschung fiir den langfristigen ge-
sellschaftlichen Nutzen von entscheidender Bedeutung:“?!

Zu beachten ist hierbei, dass diese Moglichkeit nur ,offentlichen, priva-
ten, nicht gewinnorientierten Einrichtungen sowie einzelnen Forschern®
geboten werden und ,dem allgemeinen Interesse der Gesellschaft dienen®
soll. All diese und weitere Punkte wéren bei einer Nutzung von Herrn
Miillers Daten zum KI-Training zu beachten, wenn dieses auf den EHDS
gestiitzt werden soll. Festhalten kénnen wir, dass unional ganz konkrete
Bestrebungen auf den Weg gebracht wurden, um ein KI-Training auch
mittels Gesundheitsdaten zu ermdéglichen. Wie sich die damit verbundenen
Vorgaben praktisch auswirken werden, bleibt abzuwarten.

4.2.4.5.3 Rechtsgrundlagen zu Forschungszwecken?

Wie schon angedeutet konnte eine passende Rechtsgrundlage zu einer Ver-
arbeitung medizinischer Daten zum Zwecke der krankenhausinternen und
-externen Vernetzung von Patientenakten und deren jeweiligen Inhalten
auch deshalb existieren, da es sich bei dem Herrn Miiller behandelnden
Krankenhaus um eine Uniklinik handelt. Dem Zuschnitt einer solchen
Einrichtung entspricht es, dass die rein kurative Behandlung von Patienten
immer nur ein Teil des Auftrags ist, wobei der andere in der Durchfithrung
von wissenschaftlicher Forschung liegt. Eine Datenverarbeitung konnte
deshalb auf Forschungsklauseln in den diversen Datenschutzgesetzen ge-
stiitzt werden, die vom sogenannten Forschungsprivileg profitieren.

Zwar gilt heutzutage eine Einwilligung des Patienten regelmiaflig als die
zentrale Rechtsgrundlage fiir eine Datenverarbeitung durch forschende In-
stitutionen;'?? teilweise wird, wie uns zu Ohren gekommen ist, von Ethik-

121 Hervorhebung hier.

122 Auch was die Einwilligung angeht, enthilt die DSGVO gewisse Forschungs-Erleich-
terungen mit Blick darauf, dass konkrete Forschungszwecke zum Zeitpunkt der
Datenerhebung héufig noch nicht vollstandig erkennbar sind und betroffene Per-
sonen daher ,fiir bestimmte Bereiche wissenschaftlicher Forschung® einwilligen
kénnen sollen, wobei eine Eingrenzung auf ,bestimmte Forschungsbereiche oder
Teile von Forschungsprojekten® erfolgen soll (Erwagungsgrund 33). Nicht gebilligt
wird hiermit aber wohl das Konzept eines broad consent, also einer weitreichenden
Einwilligung fiir jegliche Arten von Forschungszwecken (kritisch dazu Caspar, in:
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4.2 Station 2: Untersuchung und OP des Primdrtumors

stellen und dhnlichen universitidren Einrichtungen sogar Druck auf For-
schende ausgeiibt, méglichst auf Grundlage von Einwilligungen zu arbeiten
(mit dem auch rechtlich verkleideten Argument, durch sie komme die
informationelle Selbstbestimmung der Patienten!?® auch in der Forschung
am besten zur Geltung). Doch die informationelle Selbstbestimmung ist
eben nicht die alleinige verfassungsrechtliche Maxime, die hier Geltung
beansprucht; vielmehr ist sie in einen Ausgleich zur Freiheit der Forschung
zu bringen, welche oft auf personenbezogene Daten angewiesen ist und
durch ihren antizipierten Nutzen fiir das Gemeinwohl ebenfalls hohes
verfassungsrechtliches Gewicht besitzt.12* Aus diesem Grund gibt es in
den verschiedenen relevanten Rechtstexten Forschungsklauseln, die diesen
Ausgleich vornehmen. Dabei ist zweierlei zu unterscheiden: zum einen die
Frage, ob an/mit personenbezogenen Daten geforscht werden darf (Daten-
verarbeitungserlaubnis), zum anderen die Frage, wie das geschehen darf/
muss.

« Die Frage des ,Ob'

Zum Ob kann hier beispielhaft auf § 13 Abs.1 des Niedersdchsischen Lan-
desdatenschutzgesetzes (NDSG) verwiesen werden. Er regelt Folgendes:

,Offentliche Stellen diirfen personenbezogene Daten einschliefilich Da-
ten im Sinne des Artikels 9 Abs.1 der Datenschutz-Grundverordnung
fiir ein bestimmtes wissenschaftliches oder historisches Forschungsvor-
haben verarbeiten oder an andere Stellen zu diesem Zweck iibermitteln,
wenn die Art und Verarbeitung der Daten darauf schlieflen lassen, dass
ein schutzwiirdiges Interesse der betroffenen Person der Verarbeitung
der Daten nicht entgegensteht oder das offentliche Interesse an der

Simitis/Hornung/Spiecker (Hrsg.), Datenschutzrecht, Art. 89 DSGVO Rn. 40). Teils
kritisch bewertet werden deshalb auch Projekte wie die der Medizininformatik-
Initiative, eines Zusammenschlusses der deutschen Unikliniken, welche eine Mus-
tereinwilligung entworfen hat, die genau solch eine weitreichenden Einwilligung
ermoglichen soll (siehe Frohlich/Spiecker gen. D6hmann, GesR 2022, 346).

123 Siehe hierzu unsere Ausfithrungen oben.

124 Schickhardt/Winkler/Sax/Buchner, Bundesgesundheitsblatt 2023, 160 (163); Wenn
Sie sich erinnern, was wir kurz zuvor zum unionalen Grundrecht auf Datenschutz
aus der EU-GRC geschrieben haben, dann ist diese Auffassung zumindest auf Uni-
onsebene auch gar nicht iiberraschend, da hier ja gerade kein Recht auf informatio-
nelle Selbstbestimmung als Maxime geschaffen werden sollte, dessen mogliche Be-
rithrung besonders rechtfertigungsbediirftig ist, sondern ein konzeptueller Rahmen
fir die Nutzung personenbezogener Daten, in dem das Recht auf Datenschutz im
Sinne eines Abwehrrechts ,nur einen - freilich duflerst gewichtigen — von mehreren
auch konfligierenden Abwagungsgesichtspunkten darstellt.
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4.2.4 Rechtswissenschaftliche Betrachtung

Durchfithrung des Forschungsvorhabens das schutzwiirdige Interesse
der betroffenen Person iiberwiegt. Das Ergebnis der Abwigung und
seine Begriindung sind aufzuzeichnen. Uber die Verarbeitung ist die oder
der Datenschutzbeauftragte nach Artikel 37 der Datenschutz-Grundver-
ordnung zu unterrichten.”

Zuriickhaltender, weil stirker das (vermeintliche) Primat der Einwilligung
betonend, ist § 13 Abs. 1 des Baden-Wiirttembergischen Landesdatenschutz-
gesetzes (LDSG-BW) verfasst. Er gestattet eine Datenverarbeitung zu For-
schungszwecken,

wenn die Zwecke auf andere Weise nicht oder nur mit unverhaltnis-
mifligem Aufwand erreicht werden kénnen und die Interessen der
offentlichen Stelle an der Durchfithrung des Forschungs- oder Statistik-
vorhabens die Interessen der betroffenen Person an einem Ausschluss
iiberwiegen.”

Wichtig ist, dass es sich jeweils um Forschung handeln muss, d.h. es miissen
~wissenschaftliche Methoden zur Anwendung kommen, um einen Erkennt-
nisgewinn zu erzielen'?> Dieser Forschungsbegriff ist denkbar weit, gerade
mit Blickaufunser Thema aber auch nicht grenzenlos: Mit Blick auf das schon
behandelte KI-Training, bei dem - gegebenenfalls — schon bekannte und
bewihrte Methoden Anwendung finden, um einen Algorithmus fiir einen
vordefinierten Zweck zu trainieren - z.B. das Erkennen von Tumoren oder die
moglichst freundliche und sachlich richtige Chat-Aufkldrung eines Patienten
-, ist es zumindest zweifelhaft, ob es hier noch um einen Erkenntnisgewinn
geht oder nicht doch eher um eine rein praktische Anwendung schon gewon-
nener Erkenntnisse (eine hochstrichterliche Rechtsprechung zu dem Thema,
die verbindlich kldren kénnte, ob jedes oder manches KI-Training ,For-
schung® z.B. im Sinn von § 13 NDSG ist, liegt noch nicht vor'?6).127 Liegt

125 So knapp zusammenfassend Koch, in: Wolff/Brink/v. Ungern-Sternberg (Hrsg.),
BeckOK Datenschutzrecht, § 27 BDSG Rn. 15c mw.N. Wichtig ist in diesem Zusam-
menhang ErwGr. 159 zur DSGVO, der einen weiten, richtigerweise auch kommerzi-
elle und Auftragsforschung umfassenden Forschungsbegriff vorgibt.

126 Siehe bis dahin zum Diskussionsstand Caspar, in: Simitis/Hornung/Spiecker
(Hrsg.), Datenschutzrecht, Art. 89 Rn. 18.

127 Zur naheliegenden Frage, ob Big Data Analytics - als Grundlage vieler KI-Anwen-
dungen - den Statistikbegriff der DSGVO erfiillt und deshalb u.U. privilegiert ist,
siehe Koch, in: Wolff/Brink/v. Ungern-Sternberg (Hrsg.), BeckOK Datenschutz-
recht, § 27 BDSG Rn. 26 mw.N. und v.a. ErwGr. 162 S.5: ,Im Zusammenhang mit
den statistischen Zwecken wird vorausgesetzt, dass die Ergebnisse der Verarbeitung
zu statistischen Zwecken keine personenbezogenen Daten, sondern aggregierte Da-
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Forschung vor, dann gilt bei allen Unterschieden im Detail: Alle bundes- und
landesrechtlichen Datenschutzgesetze enthalten Erlaubnisnormen, die ihren
jeweiligen offentlichen Stellen mehr oder weniger breite Forschung an recht-
maflig erhobenen Daten als Sekundédrnutzung erlauben.!?® Und das gilt auch
fiir die besonders geschiitzten Daten i.S. von Art.9 Abs.1 DSGVO, also
namentlich die uns interessierenden Gesundheitsdaten (Art.9 Abs. 2 lit. j)
DSGVO erlaubt eine solche Regelung im mitgliedstaatlichen Recht aus-
driicklich.). Soviel zum - wichtigen - Ob.

« Die Frage des Wie*

Nun zum Wie und dem sogenannten Forschungsprivileg. Die DSGVO
erlaubt es namlich den Mitgliedstaaten der EU fiir den Fall, dass ,,Forschung"
vorliegt, verschiedene Erleichterungen und Ausnahmen von den teils miith-
samen Vorgaben der DSGVO zu gestatten. Z.B. diirfen nach Art. 89 Abs. 2
DSGVO Ausnahmen von den Rechten nach Art.15 DSGVO (Auskunfts-
recht), Art. 16 DGSVO (Recht auf Berichtigung), Art. 18 DSGVO (Recht auf
Einschrankung der Verarbeitung) und Art. 21 DSGVO (Widerspruchsrecht)
gemacht werden, um den Forschenden die Arbeit zu erleichtern. Beispielhaft
hat der niedersichsische Gesetzgeber von diesen Moglichkeiten in § 13 Abs. 5
NDSG Gebrauch gemacht. Als Ausgleich fiir dieses Weniger an datenschutz-
rechtlichen Individualrechten verlangt die DSGVO jeweils, dass das durch ein
besonderes Mafd an technischen und organisatorischen Sicherungen ausge-
glichen wird.’?® In der DSGVO finden sich solche Vorgaben an mehreren
Stellen, z.B. eben in Art. 9 Abs. 2 lit. j, Art. 89 Abs. 1 DSGVO. Wahrend Art. 9
Abs. 2 lit.j ,spezifische Mafinahmen zur Wahrung der Grundrechte und
Interessen der betroffenen Person® fordert, spricht Art. 89 Abs. 1 von ,geeig-
neten Garantien fiir die Rechte und Freiheiten der betroffenen Person und
ytechnische[n] und organisatorische[n] Mafinahmen [...], mit denen insbe-
sondere die Achtung des Grundsatzes der Datenminimierung gewahrleistet

ten sind und diese Ergebnisse oder personenbezogenen Daten nicht fiir Mafsnahmen
oder Entscheidungen gegeniiber einzelnen natiirlichen Personen verwendet werden.
Hervorhebung hier.

128 Zu restriktiv Caspar, in: Simitis/Hornung/Spiecker, Datenschutzrecht, Art.89
DSGVO Rn. 41, unter Verweis auf die sogenannte Petersberger Erkldrung der DSK
V. 24.11.2022, demzufolge ,nur eine Spezialregelung, die das Spannungsverhiltnis
zwischen den Forschungsinteressen im Gesundheitsbereich und den Rechten Be-
troffener angemessen zum Ausgleich [...] bringt, eine rechtssichere Grundlage
schaffen [kann] Warum das so sein soll, erschlief3t sich nicht. Dazu, dass General-
klauseln im Datenschutzrecht zu Unrecht marginalisiert werden, ausf. Marsch/
Rademacher, Die Verwaltung 54 (2021), S. 1ff.

129 Schickhardt/Winkler/Sax/Buchner, Bundesgesundheitsblatt 2023, 160 (163).
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wird. Unterschiede in der Sache diirften hier keine bestehen, die DSGVO ist
hier einfach nicht besonders sauber - i.S. von einheitlich - redigiert. Soweit
Art. 89 Abs.1S. 4 DSGVO eine Konkretisierung dazu enthilt, welche techni-
schen Mafinahmen auf jeden Fall geeignet sind, um die ,Rechte und Interes-
sen usw. von betroffenen Personen®zu wahren, hat das daher auch Bedeutung
fiir Art. 9 DSGVO. Dort heift es: ,In allen Fallen, in denen diese Zwecke
durch Weiterverarbeitung, bei der die Identifizierung von betroffenen Perso-
nen nicht oder nicht mehr moglich ist, erfiillt werden kénnen, werden diese
Zwecke auf diese Weise erfiillt.“ Diese unsaglich sperrige Formulierung meint
im Prinzip nichts anderes als die Anonymisierung der jeweiligen Daten. Die
Landesdatenschutzgesetze spiegeln diese Moglichkeit, nennen die Anonymi-
sierung jedoch erfreulicherweise auch so.13

Anonymisierung ist ein Vorgang, der in der DSGVO nicht legaldefi-
niert wird; sie beschreibt aber anerkanntermaflen den Prozess einer Ver-
anderung personenbezogener Daten dahingehend, ,dass die hinter den
Einzelangaben iiber personliche oder sachliche Verhiltnisse stehende be-
troffene Person nicht oder nicht mehr identifiziert werden kann®, wobei
die ,Gehalte eines Datensatzes weiterhin erhalten bleiben.® Vollstindig
anonymisierte — also anonyme — Daten sind das Gegenteil personenbezoge-
ner Daten, sie enthalten zwar Informationen zu einer bestimmten Person,
diese kann jedoch nicht mehr identifiziert werden und ist auch nicht iden-
tifizierbar.!3 Da anonyme Daten keine personenbezogenen Daten (mehr)
sind, findet auf ihre weitere Verarbeitung das Datenschutzrecht schlicht
keine Anwendung mehr.®3 Aus diesem Grund eignen sie sich zum Beispiel
auch fiir die rechtssichere Verwendung im Kontext der Entwicklung von
KI-Systemen.!** Die Anonymisierung selbst ist zwar eine Datenverarbei-
tung, ihre Durchfithrung diirfte jedoch regelmiafig fiir 6ffentliche Stellen
bei entsprechender Rechtsgrundlage und offentlichem Interesse nach Art. 6
Abs. 1lit. e iV.m. Abs. 3 DSGVO, bei privaten Akteuren mit Verweis auf be-
rechtigte Interessen des Verantwortlichen und fehlende entgegenstehende
Interessen der betroffenen Person gem. Art. 6 Abs. 1 lit.f DSGVO zuléssig
sein.!*> Die Anonymisierung ist in der Theorie also das ideale Instrument,

130 Siehe z.B. § 13 Abs. 2 S. 1 NDSG; § 13 Abs. 2 S. 1 LDSG-BW; § 11 Abs. 2 S. 1 Hamburgi-
sches Datenschutzgesetz.

131 Ernst, in: Paal/Pauly (Hrsg.), DSGVO BDSG, Art. 4 DSGVO Rn. 48.

132 RofSnagel/Geminn, ZD 2021, 487 (487).

133 Man spricht deshalb mitunter auch von einer ,,Flucht aus dem Datenschutzrecht®

134 RofSnagel/Geminn, ZD 2021, 487 (487).

135 RofSnagel/Geminn, ZD 2021, 487 (487).
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um besonders Gesundheitsdaten im Rahmen einer Sekundarnutzung fiir
eine vernetzte Krankenhausinfrastruktur oder auch das Training medizini-
scher KI-Systeme zu nutzen. Praktisch gestaltet sie sich gleichwohl oftmals
schwierig, da der Nachweis der tatsdchlich vollstindigen Anonymisierung
nicht immer einfach zu erbringen ist.!3

4.2.4.6 Ausblick: Grund zum Optimismus

Es lasst sich festhalten, dass die Sekundarnutzung medizinischer Daten
auch zum Zwecke der KI-Entwicklung Stand heute durchaus bereits mog-
lich ist. Das Hauptproblem sind allerdings die fragmentarischen Vorgaben
dazu,¥” wie dies datenschutzkonform erreicht werden kann und die damit
verbundene Unsicherheit, die wohl auch im derzeitigen, durchaus ja noch
vergleichsweise frithen Stadium medizinischer KI-Nutzung dafiir verant-
wortlich ist, dass nur wenige Kliniken in die Entwicklung und Erprobung
solcher Systeme involviert sind.

Key take-aways

« Die Erméglichung einer einfacheren Sekundarnutzung medizinischer Daten ist unter Wah-
rung des Datenschutzes zentrales Anliegen des unionalen und nationalen Gesetzgebers.

Das Recht auf Datenschutz hat zwei grundrechtliche Entsprechungen. National wird das
Recht auf informationelle Selbstbestimmung aus Art. 2 Abs. 1 in Verbindung mit Art. 1 Abs. 1
des Grundgesetzes hergeleitet. Unional existiert ein ausdriickliches Recht auf Datenschutz in
Art. 8 der Charta der Grundrechte der Européischen Union.

Jede Datenverarbeitung bedarf einer Rechtsgrundlage, wobei an die Verarbeitung von Ge-
sundheitsdaten erhohte Anforderungen gestellt werden.

Eine Sekundédrnutzung von Gesundheitsdaten muss den Vorgaben des Grundsatzes der
Zweckbindung entsprechen. Unional und national sind mit dem Europdischen Gesundheits-
datenraum (EHDS) beziehungsweise dem Gesundheitsdaten-Nutzungsgesetz (GNDG) recht-
liche Vorhaben in Arbeit, um die Sekundarnutzung von Gesundheitsdaten zu vereinfachen.

136 Zur zunehmenden Komplexitit erfolgreicher Anonymisierung Jiger/Meier/Moh-
ring/Nida-Riimelin/Peters, ZD 2024, 490.

137 Dazu, wie komplex die Suche nach einschlagigen datenschutzrechtlichen Verarbei-
tungsgrundlagen im medizinischen Bereich bereits vor der DSGVO war, siehe Kin-
green/Kiihling, JZ 2015, 213 (214)
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4.3.1 Soziologische Betrachtung

4.3 Station 3: Bestrahlungs- und Therapieplan zur Behandlung der
Metastasen

In der Strahlenklinik werden erneut Untersuchungen durchgefiihrt, die der dort behandelnde
Assistenzarzt, Herr Mettin, einbezieht, um gemeinsam mit seinem leitenden Oberarzt einen
Therapie- und Behandlungsplan (Bestrahlung) fiir Herrn Miiller auszuarbeiten. Dazu benutzt
Herr Mettin verschiedene KI-Systeme. So hat er zum einen eine KI-Anwendung zur Verfiigung,
die die CT-Aufnahmen automatisch nach Metastasen durchsucht und diese anzeigt. Zum
anderen hilft ihm eine KI-unterstiitzte Software dabei, in den Scans wichtige und sensible
organische Strukturen einzuzeichnen, wie etwa den Sehnerv oder das Kleinhirn. Anschliefend
wird eine detaillierte Bildgebung durchgefiihrt, meist durch CT oder Kernspintomographie
(MRT), um die exakte Position und Grofle der Hirnmetastasen festzustellen. Die bearbeiteten
Scans bespricht Herr Mettin mit der leitenden Cheférztin und erstellt basierend auf diesen
Bildern einen individuellen Bestrahlungsplan, der darauf abzielt, das Tumorgewebe maximal zu
treffen und das umliegende gesunde Gewebe so weit wie moglich zu schonen.

Nicht nur wahrend, sondern schon vor der Behandlung in der Strahlenklinik, die sich tiber
mehrere Sitzungen erstreckt, wird KI tiberdies dazu verwendet, Herrn Mettin zusitzliche In-
formationen iiber die Verfassung seines Patienten zur Verfiigung zu stellen. Zu Beginn der
Untersuchung und im weiteren Verlauf der Therapie werden dazu regelméflig Fotoaufnahmen
von Herrn Miillers Gesicht gemacht und durch eine KI ausgewertet. Das hilft Herrn Mettin,
Aufschluss iiber den gesundheitlichen Zustand von Herrn Miiller zu bekommen. Auflerdem
kann eine neuartige KI-Anwendung, die im Rahmen einer Studie erprobt wird, anhand der
Gesichtsaufnahmen jeweils die Uberlebenswahrscheinlichkeit bzw. die wahrscheinliche restliche
Lebenszeit von Herrn Miiller sowie die Erfolgsaussichten der Therapie berechnen. Diese Infor-
mationen helfen Herrn Mettin, den Therapieverlauf zu bewerten und die jeweils folgenden
Schritte zu planen, etwa weitere Mafinahmen einzuleiten oder auszusetzen.

Anhand der anfallenden Daten aus der Anamnese sowie dem ausgefertigten Therapieplan
errechnet eine KI zudem den Betreuungsbedarf von Herrn Miiller und kann davon auch den
Bedarf an weiteren Behandlungen ableiten. Die KI unterbreitet Herrn Mettin Vorschlage zur An-
passung der laufenden Therapie oder empfiehlt Schritte zur weiteren, langfristigen Betreuung.

4.3.1 Soziologische Betrachtung: KI in der Praxis — zwischen Entlastung
und Entfremdung

Stephan Grafimann und Sabine Pfeiffer

4.3.1.1 Einleitung

In der vorliegenden dritten Station unseres Planspiels wird der Einsatz
von KI-Systemen in der Strahlenklinik beschrieben, wobei insbesondere die
Diagnostik und Therapieplanung fiir den Patienten Herrn Miiller im Fo-
kus stehen. Die dritte Station unseres Patientenverlaufs verdeutlicht damit,
wie verschiedene KI-Anwendungen in Arbeitsprozesse rund um die The-
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4.3 Station 3: Bestrahlungs- und Therapieplan zur Behandlung der Metastasen

rapieplanung und Behandlung eingebunden werden konnten. In diesem
Abschnitt wollen wir uns vorrangig auf eine Analyse der verwendeten KI-
Systeme konzentrieren. Die im Nachfolgenden dargelegten Uberlegungen
sollen so einen Einblick in einige der wichtigsten aktuellen Entwicklungen
und zukiinftigen Tendenzen rund um die Transformation medizinischer
Praxis im Zuge der Digitalisierung und des Einsatzes von KI geben. Dabei
werden einzelne arbeits- und techniksoziologische Aspekte moderner me-
dizinischer Arbeitsprozesse betrachtet, die aber nur einen Teil der Gesamt-
komplexitat berticksichtigen.

Abb. 1: Verbreitung von KI an Arbeitsplitzen im Gesundheitswesen

Bei weiteren 13% ist

das konkret geplant

14% haben KI
schon am
Arbeitsplatz

Der Einsatz von KI ist in meinem Arbeitsumfeld noch kein Thema.
KI wird noch nicht eingesetzt, der Einsatz wird aber schon diskutiert
KI wird noch nicht eingesetzt, ist aber konkret geplant

KI wird bereits an meinem Arbeitsplatz eingesetzt

Betrachten wir zunéchst detaillierter die zum Einsatz kommenden KI-An-
wendungen. Dabei geht es uns nicht in erster Linie um die technische
Funktionsweise, sondern um die Rolle von KI innerhalb der im Fallbeispiel
beschriebenen Arbeitsprozesse. Und es geht uns in diesem Zusammenhang
auch darum, das handelnde medizinische Personal mit ihrer Professiona-
litat, ihren subjektiven Erfahrungen und ihrer Arbeitssituation ernst zu
nehmen.

Vor diesem Hintergrund tritt ein weiterer zentraler Punkt in den Fokus
unserer Betrachtung: Die mit der voranschreitenden digitalen Durchdrin-
gung der Medizin zunehmende Abhidngigkeit des medizinischen Handelns
von technischen und digitalen Systemen. Zwar bildet Kiinstliche Intelligenz
(noch) nicht im gleichen Mafle das Fundament medizinischer Praxis wie
andere digitale Systeme, es ist jedoch davon auszugehen, dass sich die
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4.3.1 Soziologische Betrachtung

Rolle von KI mit dem Grad ihrer Reife in Zukunft von einer peripher-er-
ganzenden hin zu einer zentral-essenziellen wandeln wird. Aktuell geben in
unserer Umfrage im Gesundheitswesen 14% der Beschiftigten an, dass KI
bereits an ihrem Arbeitsplatz angekommen ist und bei weiteren 13% ist der
Einsatz von KI bereits konkret geplant (vgl. Abbildung 1).

Daher mochten wir in diesem Abschnitt die damit verbunden Auswir-
kungen auf die Titigkeits- und Arbeitsprofile und die daraus hervorgehen-
den Anpassungsanforderungen hinsichtlich der Fihigkeiten und Kompe-
tenzen des medizinischen Personals thematisieren. Dazu gehort u.a. das
immer wieder befiirchtete Phdnomen eines ,Deskilling“ - also der tech-
nisch bedingten Abnahme bzw. Verlust von Kompetenzen (Braverman
1998). Im Kontext des Spannungsfeldes zwischen technologischer Abhéin-
gigkeit und menschlicher Verantwortung treten auch Fragen hinsichtlich
der zukiinftigen Rolle KI-basierter Entscheidungsunterstiitzung und ihrer
Folgen fiir die Handlungsautonomie medizinischen Personals in den Vor-
dergrund.

4.3.1.2 Arbeit mit KI und KI in der Arbeit

Fiir das weitere Vorgehen ist zundchst eine Unterscheidung der drei im
Beispiel beschriebenen KI-Anwendungen wichtig. Im Diagnoseprozess hilft
Herrn Mettin zunéchst eine automatisierte KI dabei, Metastasen in den
angefertigten CT-Scans zu finden. Derartige Anwendungen Kiinstlicher In-
telligenz befinden sich aktuell bereits vielerorts in der Erprobung. Hierbei
iibernimmt die KI in der Regel eine Voranalyse und markiert verdachtige
Bereiche, die anschlieflend von einem Arzt oder einer Arztin iiberpriift
werden. Arbeitspraktisch ist es dabei essenziell, in welcher Form derartige
KI-Anwendungen in die Arbeitsabldufe integriert werden. Denn schon klei-
ne Unterschiede kénnen grofie Auswirkungen nach sich ziehen: Werden
die KI-Ergebnisse angezeigt, bevor die Arztin oder der Arzt den Scan zu
Gesicht bekommen hat? Oder dienen die Ergebnisse der KI als ,Backup;
um am Ende die vom Arzt oder der Arztin markierten Stellen zu iiberprii-
fen und ggf. weitere Stellen anzuzeigen, die vom Menschen méglicherweise
tibersehen wurden? 138

138 Die Unterscheidung, ob KI-Ergebnisse vorab oder lediglich als unterstiitzendes
Backup angezeigt werden, ist auch fiir die die rechtswissenschaftliche Bewertung
der Umsetzung gesetzlicher Vorgaben zur menschlichen Aufsicht von Bedeutung.
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Bekommt der Arzt oder die Arztin das Ergebnis noch vor der eigenen
Auswertung, besteht die Gefahr eines sogenannten confirmation bias,*® d.h.
es kann die meist unbewusste Tendenz entstehen, nur noch die Bereiche zu
Uberpriifen, die bereits von der KI als kritisch identifiziert wurden. So
konnten bspw. weitere medizinisch relevante Nebeninformationen {iberse-
hen werden. Grundlegend miisste sich im Zuge dieser Praxis dazu verhalten
werden, dass ob oder wie die untersuchende Arztin bzw. der untersuchende
Arzt méglichst (un-)voreingenommen an das Material herantritt.

Zeigt das System hingegen erst nach der menschlichen Auswertung die
Ergebnisse der maschinellen Priifung, wire der Effizienzgewinn derartiger
KI-Anwendung nur noch marginal oder sogar defizitir. Zudem konnte dieses
Verfahren vom medizinischen Personal als eine Art Kontrolle des eigenen
Handelns empfunden werden und als zusétzlicher Arbeitsschritt sogar zu
einer Erh6hung der Auswertungszeit fithren. Im sowieso hektischen Klinik-
alltag unter hohem Kostendruck und bei stark belastetem Personal wire das
keine gute Option. In diesem Fall kénnte sich der entstehende Mehraufwand
letztlich negativ auf die Akzeptanz derartiger Anwendungen auswirken. So
haben viele der von uns interviewten Arztinnen und Arzte vor allem den
subjektiv beigemessenen Nutzen der jeweiligen KI-Systeme als entscheidend
tir die Akzeptanz und Verwendung derartiger Systeme angegeben - d.h.
entsteht fiir ihr eigenes medizinisches Handeln ein Mehrwert oder nicht? Ein
Mehrwert kann dabei unterschiedlich definiert werden und beispielsweise
einen Nutzen oder Gewinn fiir das eigene Arbeitshandeln, eine Reduktion der
Arbeitsbelastung, die Entlastung von als ldstig wahrgenommenen Aufgaben
oder eine Zeitersparnis bedeuten. Wie grof§ diese bemessen werden, hangt
letztlich davon ab wie genau die betreffende KI konzipiert ist, wie gut sie an die
realen Arbeitsbedingungen angepasst ist und wie gut sie zu den jeweiligen
individuellen Vorlieben und Arbeitsablaufen passt.

Vor diesem Hintergrund, insbesondere im Hinblick auf die Praxisreife
und Anwendbarkeit von KI im medizinischen Arbeitsalltag und in Bezug

139 Der confirmation bias bezeichnet eine Form kognitiver Verzerrung, bei der Men-
schen eher dazu neigen, Informationen so auszuwihlen und zu interpretieren, dass
sie ihre Uberzeugungen oder Erwartungen bestitigen. Im hier geschilderten Kon-
text liele sich etwa davon sprechen, wenn der Arzt bzw. die Arztin sich (zu) stark
auf die von der KI markierten Bereiche konzentriert und andere potenzielle Auffal-
ligkeiten iibersieht. Dieses Verhalten liefle sich auch als eine Form der positiven
Teststrategie verstehen, dabei handelt es sich um eine spezifische Auspragung des
confirmation bias, bei der gezielt nach Belegen gesucht wird, die eine vorgegebene
Hypothese — hier die von der KI nahegelegte Diagnose — stiitzen, anstatt systema-
tisch nach potenziellen Widerlegungen oder alternativen Diagnosen zu suchen.
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auf die Entwicklung von KI-Systemen mochten wir hier das Spannungsver-
héltnis zwischen Sensitivitit'®® und Spezifitit'! kurz ansprechen um auf
die Herausforderungen hinzuweisen, die sich aus der unterschiedlichen Ge-
wichtung dieser Kennzahlen fiir die klinische Entscheidungsfindung und
die praktische Anwendung von KI im téglichen Berufsalltag ergeben.

Beide Kennzahlen sind essenzielle Leistungsmetriken diagnostischer KI-
Systeme, deren unterschiedliche Schwerpunktsetzung in der Praxis zu einem
Spannungsverhiltnis bzw. einem Zielkonflikt fiithrt. Denn die Verbesserung
der einen Metrik verschlechtert die andere tendenziell. Sensitivitit und
Spezifitit eines KI-Systems miissen dementsprechend sorgsam gegeneinan-
der abgewogen werden, um ein mdglichst gutes Ergebnis zu erzielen. In
unserem Beispiel hief3e das, zundchst durch eine Maximierung der Sensitivi-
tat moglichst viele echte Metastasen zu identifizieren. Werden die Schwellen-
werte fiir die Erkennung jedoch zu niedrig eingestellt, werden zwar mehr
vermeintliche Metastasen erkannt, simultan fiithrt dies jedoch zu einem
Anstieg von falsch-positiven Ergebnissen (es werden in gesundem Gewebe
falschlicherweise Metastasen detektiert). Arbeitspraktisch wiren ein erhoh-
ter Arbeitsaufwand sowie die stete Unsicherheit, ob ein Befund korrekt ist, die
Folgen.

Auf der anderen Seite fiithrt eine Fokussierung auf eine moglichst hohe
Spezifitit der Detektion dazu, dass sich der Anteil falsch-positiver Ergebnis-
se zundchst verringert — dabei wiéchst aber gleichzeitig die Gefahr, dass
tatsachlich positive Befunde durch das Raster fallen. Es erhoht sich also
die Wahrscheinlichkeit sogenannter falsch-negativer Befunde mit der ggf.
lebensbedrohlichen Folge, dass vorhandene Metastasen unentdeckt bleiben.
Arbeitspraktisch wiére hier wiederum einer Unsicherheit zu begegnen, ob
die KI auch alle positiven-Befunde korrekt anzeigt.

In der Praxis erweist sich das Tarieren dieser beiden Metriken als ein
herausfordernder Balanceakt, insbesondere in Anbetracht der jeweiligen
potenziellen Folgen. Das Erreichen einer praktikablen Balance zwischen
Sensitivitit und Spezifitat setzt eine Vielzahl getroffener Entscheidungen
hinsichtlich der verwendeten Datenbasis, Algorithmen, Verfahren und Ge-

140 Die Sensitivitat misst den Anteil der tatsichlich positiven Befunde (z.B. Metasta-
sen), die korrekt als solche erkannt wurden. Eine hohe Sensitivitit bedeutet folglich,
dass das System besonders zuverldssig pathologische Befunde erkennt bzw. vice
versa wenige Falle tibersieht.

141 Die Spezifitit misst hingegen den Anteil der tatsichlich negativen Falle (z.B. ge-
sundes Gewebe), die korrekt als solche identifiziert werden. Eine hohe Spezifitat
bedeutet, dass das System erfolgreich, gesunde Bereiche als solche erkennt und nicht
falschlicherweise als pathologisch kennzeichnet.
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wichtung der Daten voraus. Das Beispiel derartiger KI-Systeme verdeutlicht,
dass diese nicht als rein objektive, IT-technische Funktionssysteme betrachtet
werden konnen, sondern dass ihre Ausrichtung und Funktionsweise maf3-
geblich durch menschliche Eingriffe und Wertungen geformt werden.

Die Funktion der zweiten KI-Anwendung im Fallbeispiel besteht darin,
den Assistenzarzt Herrn Mettin bei der Vorbereitung der Bestrahlungspla-
nung zu unterstiitzen. Dazu markiert die KI in den Scans gesundes Gewebe
und insbesondere sensible Bereiche (z.B. Risikoorgane), die bei der spateren
Bestrahlung moglichst ausgespart werden sollen. Dabei treten die gleichen
Problematiken wie bei der Metastasendetektion auf den Plan. Denn auch hier
stellen sich dhnliche Fragen: Wer entscheidet zuerst? Sind Sensitivitdt und
Spezifitit perfekt austariert? Da beide KI-Anwendungen aufeinander folgen,
konnte es bei nicht korrekten Ergebnissen der KI im schlimmsten Fall zu einer
Aufschichtung von Fehlentscheidungen kommen. Herr Miiller wiirde ggf. an
den falschen Stellen bestrahlt. Im besten Fall konnte der zweite KI-Schritt
indirekt zur Qualitdtssicherung des ersten beitragen. In den beiden KI-An-
wendungen auf Basis bildgebender Verfahren kommt zudem hinzu, dass die
eigentlichen Entstehungsbedingungen der Scans auch Einfluss auf das Funk-
tionieren oder Nicht-Funktionieren der auswertenden KI haben: Welche
Auflosung liefert die verwendete Technik? Ist diese noch mit der Technologie
kompatibel, mit der die Scans produziert wurden, auf deren Basis die KI
initial gelernt hat? Inwiefern miissen oder werden bestimmte Parameter
extrapoliert oder abgeleitet? Gab es bspw. bei der letzten Wartung des CT-
Gerits durch den Hersteller einen Wechsel der eigentlichen Bildgenerie-
rungstechnik, usw.? Auch das Zusammenspiel der unterschiedlichen Tech-
nologien beeinflusst folglich die Giite der Ergebnisse der KI.

Kommen wir nun zur dritten und wohl ungewdhnlichsten KI-Anwen-
dung in unserem Fallbeispiel: Diese blickt nicht in den Kérper von Herrn
Miiller, sondern liefert auf der Basis von Fotos des Gesichts des Patienten
Informationen zu dessen Gesundheitszustand, Therapieerfolg und Uber-
lebenswahrscheinlichkeit. Die im Folgenden als Gesundheitsdiagnose-KI
(GHD) bezeichnete KI unterscheidet sich kategorial von den zuvor be-
schriebenen Bildver- bzw. Bildbearbeitungs-KIs. Der fiir uns zentrale Un-
terschied liegt dabei jedoch weniger in den verarbeiteten Daten'#?, sondern
in der Zielsetzung und Funktionsbestimmung der KI.

142 Die beiden zuerst behandelten KIs verwenden direkte, diagnostische Bilddaten
in Form von detaillierten anatomischen und physiologischen Informationen, die
unmittelbare pathologische Zustinde (z.B. Tumorwachstum, Metastasen) abbilden.

140

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.3.1 Soziologische Betrachtung

So zielen die beiden Bildverarbeitungs-KIs in erster Linie darauf ab, be-
stehende Arbeitsschritte zu (teil-)automatisieren bzw. das handelnde medi-
zinische Personal dabei zu unterstiitzen, diagnostisch und therapeutisch die
richtigen Entscheidungen zu treffen. Dabei geht es immer um Wissens- und
Erfahrungswerte, die bereits ohne KI im Umgang mit technisch produzier-
ten und digital verarbeiteten Informationen zu verorten sind. Substituiert
werden hier somit vor allem Tatigkeiten und Arbeitsinhalte, die im Kontext
technischer Abbildungen, der Abstraktion von Wirklichkeit und der daran
anschlieflenden menschlichen Interpretation dieser maschinellen Outputs
nétig sind.*3 Die menschliche Auswertung dieser Scans erfordert oftmals
eine spezielle Vorbereitung und Vorprozession der Daten, um anschlieflend
die relevanten anatomischen Strukturen und pathologischen Anomalien
aus dem Scan interpretieren zu konnen. KI hingegen ist in der Lage, die
gesamten Daten des CT-Scans in ihrer Rohform direkt zu verarbeiten, sie
kann so das gesamte Bilddatenvolumen gleichzeitig analysieren — mit allen
Vor- und Nachteilen, die damit einhergehen.

Dementgegen enthdlt das Gesicht als Datenquelle in erster Linie dufierliche Indi-
katoren, aus denen Informationen zum Gesundheitszustand extrapoliert werden
(z.B. Gewichtsverlust, Hautveranderungen). Die Verkniipfung von dufierlichen Ge-
sichtsmerkmalen zur Berechnung der Uberlebenswahrscheinlichkeit und des Be-
handlungserfolges ist dementsprechend weniger direkt und basiert auf statistischen
Korrelationen, die aus klinischen Studien abgeleitet werden konnten, jedoch nicht
notwendigerweise auf einem klaren pathophysiologischen Mechanismus beruhen.
143 Das Ergebnis eines CT-Scans stellt kein unmittelbares Abbild der Wirklichkeit dar,
sondern ist das Produkt einer Vielzahl technischer Prozesse. So basiert die von
Arztinnen und Arzten ausgewertete digitale Darstellung der CT-Ergebnisse bereits
auf einer algorithmischen Verarbeitung der elektromagnetischen Originaldaten und
reprasentiert somit ein technisch verarbeitetes Produkt, das in ein Format tiberfithrt
wurde, welches fiir den Menschen interpretierbar und handhabbar ist. Wahrend
dieses Vorgangs werden zunichst die Strahlungsmuster der erzeugten Rontgenstrah-
len detektiert und technisch verarbeitet, um die erhaltenen Daten anschlieflend
in eine visuelle Form zu tberfiithren. Eine Vielzahl von Einstellungsmdéglichkeiten,
wie die Anzahl der Querschnitte, der Abstand zwischen den Schnitten und die
Auflosung, beeinflussen das Endergebnis. Der fertige Scan ist daher ein im hochsten
Mafle technisches und stark verarbeitetes Produkt, das dem Betrachter bzw. der
Betrachterin letztlich nur ein entweder reduktives oder extrapoliertes Abbild der
urspriinglichen Daten présentiert, deren Darstellung bereits die Integration der
zuvor stattgefundenen Datenverarbeitungsprozesse voraussetzt. Durch die digitale
Darstellung der Scans wird letztlich ein Faktum konstituiert, das in den folgenden
Behandlungs- und Arbeitsprozessen wirklichkeitswirksam ist und in diesem Sinne
auch als ein Wissen generierendes Instrument zu verstehen ist (vgl. dazu auch die
erkenntnistheoretischen Uberlegungen in Kap. 4.3.2, S. 156ft.).
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Entgegen der CT-Auswertungs- und Bearbeitungs-KIs zielt die GHD
darauf ab, eine bislang menschliche Fihigkeit zu ersetzen. Dabei handelt
es sich um die (fachlich fundierte und erfahrungsgeleitete) menschliche
Intuition. Diese genuin menschliche Fahigkeit bildet sich nicht isoliert
im Kontext einzelner medizinischer Diagnose- und Behandlungsschritte
heraus, sondern basiert oft auf dem Zusammenspiel unterschiedlicher In-
teraktionsformen und Informationskandle. Etwa durch den internen Aus-
tausch des medizinischen Personals sowie einer Kontextualisierung medi-
zinischer Befunde durch eine Fiille von Aussagen von Patient:innen und
der Angehérigen.!** Durch den Einsatz pridiktiver Analysetools soll also
ein — iblicherweise iiber Jahre gewonnener und subjektiv geprigter -
Erfahrungswert algorithmisch objektiviert werden.'*> In Form der GHD
wird so nicht nur eine neue (vermeintlich objektive) Informationsgrundla-
ge in den Behandlungsprozess integriert, sondern es wird auch versucht,
eine menschliche Interpretationsleistung zu technifizieren. Es geht also um
die Ersetzung spezifischer menschlicher Interpretationsleistungen, die sich
auf Erfahrungswerte und Intuition stiitzen und sich als Facetten eines ,le-
bendigen Arbeitsvermogens 46 (Pfeiffer 2004) einer Formalisierung bisher
weitestgehend entziehen.

Durch KI-Systeme wie die GHD wird letztlich versucht, Teile dieses
(impliziten) Erfahrungswissens durch methodische Objektivierung und For-
malisierung zu externalisieren, um es fiir technologische Systeme zugénglich
und verwertbar zu machen. Dabei stellt sich hier verstéirkt die Frage nach der
Transparenz und Kontrollierbarkeit der durch Algorithmen generierten
Outputs. So ist die menschliche Intuition und Erfahrung zwar subjektiv
geprdgt und im strengeren Sinne nicht reproduzierbar, doch bleibt sie stets
reflektierbar und verhandelbar. In der Arbeitspraxis konnte das etwa so

144 Dieser ,kleine aber feine® Unterschied steht hier gleichzeitig beispielhaft fiir einen
bedeutenden Wandel hinsichtlich des unterschiedlichen Ersetzungspotenzials von
Kiinstlicher Intelligenz.

145 Die genannten KIs lassen sich somit sowohl hinsichtlich ihres Grades an Autonomi-
tat, ihrer Rolle im Arbeitsprozess und der Funktion ihres Surrogats differenzieren.

146 Arbeitsvermogen bezeichnet die Gesamtheit der Fihigkeiten, Kenntnisse und Er-
fahrungen, die Menschen in ihre Arbeit einbringen. Das Arbeitsvermdgen umfasst
somit neben der Arbeitskraft insbesondere subjektiv veranlagte Fahigkeiten und
Kompetenzen, implizites Wissen oder korperlich gebundene, sinnliche Erfahrungs-
werte. Damit geht Arbeitsvermogen weit iiber formal erlernbares und objektivierba-
res Wissen hinaus. Arbeitsvermogen zeigt sich dementsprechend oftmals insbeson-
dere in Formen der Kreativitit und intuitiven Problemlosungskompetenz, sowie
in der Fahigkeit, mit Unsicherheiten und Unwiégbarkeiten addquat umzugehen zu
konnen.
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aussehen, dass ein Pfleger der Nachtschicht dem Assistenzarzt morgens
moglicherweise berichten wiirde, dass Herr Miiller schlecht schlaft und sich
in Bezug auf den Erfolg der Behandlung sehr negativ und fatalistisch auflert.
Herr Mettin wiirde vor diesem Hintergrund die aktuellen Vitalwerte des
Patienten vielleicht konkreter priifen oder sich Zeit fiir ein Gespriach mit ihm
nehmen und sich bei Gelegenheit eventuell zur Einschétzung des Gesamtzu-
stands des Patienten mit dem Pflegepersonal der Tagschicht erneut austau-
schen (immer vorausgesetzt, Personalschliissel und Bettenbelegung lassen im
Klinikalltag fiir solche Interaktionen die notige Zeit...).

Demgegeniiber entzieht sich der Weg der Entscheidungsfindung bei KI-
Systemen weitgehend der Nachvollziehbarkeit oder Rekonstruktionsmog-
lichkeit. Durch KI wird hier ein scheinbar objektives Beobachtungs- und
Evaluationsinstrument eingefiihrt. Scheinbar - denn die Ergebnisse sind
technisch erzeugt und basieren auf der statistischen Verarbeitung von Daten
durch Algorithmen. Damit einher geht ein Objektivitdtsanspruch, der aus der
vermeintlichen Neutralitat der Daten, standardisierten und reproduzierbaren
Verfahren der Auswertung und dem Aussparen menschlicher Einflussnahme
in Form von kognitiven Verzerrungen, subjektiven Einschitzungen oder
sozialen Faktoren, herriihrt. Gleichzeitig stiitzt sich die Funktion des GHD
jedoch auf eine wahrscheinlichkeitsbasierte Auswertung von Gesichtsfotos,
auf deren Grundlage eine Einschitzung generiert wird — man weif$ nur, dass
die Vorhersage des Systems mit einer gewissen Wahrscheinlichkeit richtig
liegt, ohne aber die dahinter liegenden Zusammenhénge zu kennen.

Natiirlich ist das Erfassen des optischen Zustands von Patient:innen
nichts Neues in der medizinischen Praxis. Jedoch bilden sich diese Eindrii-
cke im Laufe des Untersuchungs- und Behandlungsprozess subjektiv heraus
und basieren dementsprechend auf einer Vielzahl unterschiedlicher Erfah-
rungen, Wahrnehmungen, Empfindungen, Interaktionen und erhobener
Daten. Der aus dieser komplexen zwischenmenschlichen Interaktion her-
vorgehende Gesamteindruck ist im Kern subjektiv und abhingig von den
individuellen und subjektiven Hintergriinden der Beteiligten. Wie dieser
Eindruck zustande kommt, ist selbst ein Kriterium fiir die Validitdt und
Aussagekraft der Wahrnehmung und somit auch fiir den Stellenwert, den
diese Interpretationsleistung innerhalb einer Behandlungsplanung oder
-anpassung einnimmt. Mit einer KI wie der GHD kénnte durch eine
vermeintliche Objektivierung dieses Interpretationsvermogens solcher Ein-
schédtzungen u.U. ein hoherer Stellenwert fiir den Behandlungsprozess ein-
geraumt werden. Es stellt sich also die dringende Frage, in welcher Form
vergleichbare Anwendungen in die Behandlungs- und Entscheidungspro-
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zesse eingebunden werden: Bildet die KI-Prognose eine weitere Facette fiir
den beschriebenen subjektiven und aus vielen Quellen gespeisten Gesamt-
eindruck? Oder tritt die errechnete Prognose anstelle der zuvor subjektiv
abhingigen Einschdtzung, sodass KI die intuitive und erfahrungsbasierte
Urteilsbildung vollstandig ersetzt? Und was passiert, wenn menschliche
(also drztliche und pflegerische) Intuition und Kl-basierte Prognose zu
unterschiedlichen Einschitzungen kommen?

Daran anschliefSend stellt sich die Frage, welche Auswirkungen die Prog-
nosen einer KI wie der GHD auf die Behandlung von Patient:innen haben
(konnte). Gerade hinsichtlich der Aufkldrung und Transparenz (Van Cals-
ter et al. 2019) wire es bei derartigen Systemen wichtig, Patient:innen eine
klare Vorstellung davon zu vermitteln, inwiefern die gewonnenen Erkennt-
nisse ihrer individuellen Behandlung zutréglich (Dahm et al. 2020) sind
und ob bzw. wie sie davon profitieren. Da es hier allerdings um die Progno-
se von Genesungs- und Uberlebenswahrscheinlichkeiten geht - einem im
hochsten Mafle sensiblen und privaten Themenbereich - ist in jedem Fall
davon auszugehen, dass die Anwendung derartiger Systeme mitunter auf
Akzeptanzhiirden unter den Patient:innen stof3en kdnnten.!

Auch Riickwirkungen des KI-Outputs auf das drztliche Handeln konnen
problematisch werden: Wenn der Arzt Mettin etwa die Bestrahlungsbehand-
lung rein medizinisch betrachtet als hochst aussichtsreich einschitzen und
daher eigentlich eine entsprechend positive Kommunikation mit Herrn
Miiller und seiner Frau wihlen wiirde, dann aber eine negative Einschitzung
der GHD-KI erhalt, die Herrn Miiller auf Basis seines Gesichtsfotos eine
geringe Uberlebenswahrscheinlichkeit prognostiziert: Wie wiirde dies —
bewusst oder unbewusst — zum einen das drztliche Handeln und zum anderen
die Kommunikation mit Herrn Miiller beeinflussen? Und wer weif3: vielleicht
kommt die negative Einschitzung der KI nur daher, dass im Lerndatensatz
nur Gesichter und Krankengeschichten von Patient:innen in den USA verar-
beitet wurden und aufgrund der nicht flichendeckend vorhandenen Kran-
kenkassen Menschen mit einem beruflichen Hintergrund wie dem des
Lagerarbeiters Herr Miiller unterdurchschnittlich vertreten waren? Das unter
Umstdnden schlicht von lebenslanger harter, korperlicher Arbeit stirker
gepragte Gesicht von Herrn Miiller interpretiert die GHD-KI dann mégli-
cherweise nur deswegen negativer im Hinblick auf die Behandlungsprognose.

147 Die Funktion der GDH-KI beriihrt letztlich auch den Diskurs um das Recht auf
Nichtwissen, das Individuen davor bewahren soll, unerwiinschte Informationen
zu erhalten - insbesondere, wenn deren Kenntnis die persénliche Lebensfithrung
negativ beeinflussen kénnte.
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Dieses hypothetische Beispiel zeigt: Gerade weil KI-Algorithmen immer
nur eine Prognose auf Basis von Wahrscheinlichkeiten abgeben, wire es
wiinschenswert, die Wirkungs- und Funktionsweise der verwendeten Algo-
rithmen offen zu legen. Das wire allerdings voraussetzungsvoll, von der
Herstellerseite auch nicht immer gewollt und zudem nur bedingt hilfreich,
denn die Ergebnisse von auf Wahrscheinlichkeiten basierenden Systemen
lassen sich im Einzelnen nicht immer bis ins Letzte nachvollziehen. Das
medizinische Personal, das KI nutzt, sollte sich aber dieser grundlegenden
Charakteristik der verwendeten Systeme bewusst sein.!*8 Zum anderen geht
es um einen reflektierten Umgang mit den Grenzen und den Folgen KI-
basierter Ergebnisse und der Fahigkeit, dies auch in verantwortlicher Weise
mit Patient:innen und Angehdrigen zu kommunizieren. Dies wiirde neue
Anforderungen auch an diese Kompetenzen in der medizinischen Ausbil-
dung nach sich ziehen.

Letztlich lassen sich die tatsichlichen Folgen einer solchen Prognose
jedoch nur unzureichend abschitzen. So mag das Ergebnis formal in
den Behandlungsablauf integriert und leitlinienkonform umgesetzt werden,
welche Auswirkungen sich durch das erlangte Wissen aber auf die Einstel-
lung der Beteiligten ergeben, kann wohl nie mit Sicherheit abgeklart wer-
den. Schmeifit Herr Miiller innerlich schon vor Beginn der Behandlung
das Handtuch, weil seine Prognose schlecht ausfillt? Oder entwickelt er
eine innerliche Reaktanz gegen das Ergebnis? Wie beeinflusst dies das
Engagement von Herrn Mettin? Wie prigen personliche Erfahrungen mit
einer solchen KI-Anwendung iiber Monate und Jahre hinweg das subjektive
Erfahrungsbild von Arztinnen und Arzten? Gleichen sich KI-Empfehlung
und subjektive Bewertungsmuster mit der Zeit an oder klaffen sie zuneh-
mend auseinander? Und wie soll mit moglichen Differenzen individuell
und organisational verfahren werden?

Dieser Umstand der Unklarheit und Kontingenz ist ein zentrales und
unvermeidbares Charakteristikum von derartigen KI-Systemen, weil diese
letztlich immer nur eine Prognose abgeben. Das dahinterstehende Problem
besteht nicht zuletzt in der Unméglichkeit einer Verifikation bzw. Falsi-
fizierung der produzierten Ergebnisse!® und miindet letztlich in einem
Paradox. Denn jede Prognose - ist sie erst einmal gemacht - setzt einen

148 Art. 14 KI-VO versucht diesen Umstand direkt zu adressieren.

149 Die fehlende Méglichkeit zur Falsifikation fithrt dazu, dass die erzielten Ergebnisse
strenggenommen den wissenschaftlichen Standards nicht geniigen, da sie weder
iiberpriifbar noch widerlegbar sind. Ohne die Moglichkeit, Hypothesen durch em-
pirische Tests zu bestatigen oder zu widerlegen, fehlt es aber an wissenschaftlicher
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Rahmen fiir mégliche Handlungsweisen. Frau Navarro oder Herr Mettin
konnen die KI-Prognose nicht ungehért machen. Sie miissen sich auf sie
beziehen sobald sie von der KI gemacht wurde — selbst ein bewusstes
Ignorieren der Prognose ist letztlich eine Reaktion auf sie. Es sind prak-
tisch dann nur noch zwei alternative Szenarien moglich: die KI-Prognose
wird entweder zur selbst-erfiillenden (self-fullfilling, Merton 1948) oder zur
selbst-verleugnenden (self-denying) Prophezeiung.

Prognosen sollten nicht als Ankiindigung eines unvermeidlichen Ereig-
nisses missverstanden werden, sondern es gilt, ihre soziale und psychologi-
sche Wirkmichtigkeit zu verstehen und mit den sich daraus ergebenden
sozialen Dynamiken auch umgehen zu kénnen. Prognosen schaffen allein
durch ihre Existenz soziale Realititen (bzw. verandern diese) und erzeugen
Erwartungen, die sich auf das Verhalten von Menschen auswirken (Merton
1948; Hong 2022). Die Paradoxie besteht somit darin, dass eine Progno-
se sich auf die eigene Kontingenz bzw. auf das Potenzial ihrer Erfiillung
auswirkt. Diese Riickbezogenheit erhoht gleichermafien die Unsicherheit
und den Bedarf an weiteren Prognosen. Zukunftsannahmen veréndern
den Gegenstand ihrer Prognose. Insofern greifen sie reflexiv in jene sozia-
len Prozesse ein, die sie antizipieren mochten. Sie entfalten dabei eine
performative Wirkmacht, die entweder in einer selbsterfiillenden oder in
einer selbstverhindernden Dynamik resultiert — und damit zur Paradoxie
jeder Zukunftsbeschreibung beitragen: Dass sie durch ihre Artikulation die
Bedingungen ihrer eigenen (Un)Wahrscheinlichkeit mitgestaltet.!>0

Die drei im Fallbeispiel beschriebenen Anwendungsfille von KI zeigen
hinsichtlich ihrer Auswirkungen auf die Tatigkeits- und Kompetenzprofi-
le in der Medizin ein grundlegendes Unterscheidungsmerkmal. Gerade
KI-Anwendungen, deren Funktion auf die Ersetzung von im Kern mensch-
lichen Fahigkeiten und Kompetenzen zielt, fiihren nicht ,nur zu Veriande-
rungen von Arbeitsprozessen, sondern werfen grundsitzliche Fragen nach
der Rolle des Menschen in der medizinischen Praxis auf. Es geht also
letztlich um das Verhiltnis zwischen Mensch und Technik in der Medizin,
dem wir uns nun im dritten Abschnitt widmen.

Belastbarkeit und methodischer Nachvollziehbarkeit, wodurch ihre Aussagekraft
erheblich eingeschrankt wird.

150 Gemeint ist, dass durch das Treffen einer Prognose die Handlungsmoglichkeiten
in der Gegenwart verandert werden. Das heift, die getroffene Annahme tber die
Zukunft kann die Zukunft so beeinflussen, dass sie nicht mehr der urspriinglichen
Prognose entspricht. Eine Prognose konnte zum Beispiel Erwartungen wecken,
die dann durch (angepasstes) Verhalten zu einem anderen Ergebnis fithren als
urspriinglich erwartet.
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4.3.1.3 Die Rolle von Technik (und KI) in der medizinischen Praxis

Die moderne Medizintechnik ermdglicht prézisere Diagnosen und innova-
tive Behandlungsmethoden, die frither undenkbar waren, wie etwa Organ-
transplantationen oder minimalinvasive Chirurgie. Neben einer Verbesse-
rung der Behandlungsqualitdt sind diese technischen Fortschritte jedoch
auch ein Faktor einer zunehmenden Okonomisierung der Medizin (Grof3
et al. 2021; Bér 2011). So sind viele technische Weiterentwicklungen in der
Medizin lingst zu einem zentralen Wettbewerbsfaktor avanciert. Gerite
und Technologien sind demnach nicht nur Mittel zur Verbesserung der
Patientenversorgung, sondern auch wettbewerbsrelevante Statussymbole,
die sich durch ihre Reputation als Unique Selling Proposition (USP) mitun-
ter auf den wirtschaftlichen Erfolg von Kliniken und Praxen auswirken
konnen. Die Okonomisierung der Medizin, also die zunehmende Ausrich-
tung und Steuerung medizinischer Einrichtungen, Praktiken und Entschei-
dungen durch Kriterien wie Kosten, Effizienz und Rentabilitdit miindet
so in einer Art ,technischem Wettriisten, wodurch es erschwert wird, zwi-
schen sinnvoller Digitalisierung und Digitalisierung als Selbstzweck zu
unterscheiden. Wie bereits erldutert ist aber der Einsatz gerade von KI
stark mit dem subjektiv empfundenen Nutzen verkniipft, der sich selbst
innerhalb eines Funktionsspektrums stark unterscheiden kann. Dies zeigt
sich auch in den Daten unserer Befragung: So bewerteten die von uns
befragten Beschiftigten die Sinnhaftigkeit von KI fiir eine Therapieempfeh-
lung (62% sinnvoll/ sehr sinnvoll) mehrheitlich als sinnvoll, und mit 61%
sehen fast ebenso viele den KI-Einsatz als (sehr) sinnvoll bei der Therapie-
durchfiihrung an; gianzlich anders als hinsichtlich der Entscheidung iiber
einen Therapieabbruch (66% kaum sinnvoll/ gar nicht sinnvoll).

Der Einsatz von moderner Technik und KI im Gesundheitssystem ist
dementsprechend nicht allein auf den Wunsch einer qualitativ besseren
Gesundheitsbehandlung zuriickzufiihren, sondern ist mitunter auch Aus-
druck wirtschaftlicher Interessen und 6konomischen Kalkiils. Mit anderen
Worten verlangt allein die Markt- und Wettbewerbslogik immer weitere
Investitionen in Technik, um konkurrenzfahig zu bleiben. Die 6konomische
Steuerung verstédrkt indes die Orientierung an wirtschaftlichen Zielen und
birgt dadurch die Gefahr zu Lasten einer patientenzentrierten Versorgung
voranzuschreiten.
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Abb. 2: Wie sinnvoll sehen Beschdftigte im Gesundheitswesen den Einsatz

von KI in der Therapie?
W gar nicht sinnvoll
u k.aum sinnvoll e
sinnvoll
sehr sinnvoll manchmal
B oft
Bl sehroft
22%
. 5% 33%
34%
I 31%

30%

Personalentlastung bei Diagnose- Diagnose-

Patient/in Angehérige

Gleichzeitig ist die Verwendung von Technik ein entscheidender Faktor fiir
die unmittelbare Arbeitsgestaltung in der Medizin. Technik wirkt sich hier
nicht nur auf die Gestaltung und Organisation von Arbeitsprozessen aus
(Herrmann & Pfeiffer 2022), sondern auch auf die Arbeitsanforderungen
an das medizinische und pflegerische Personal. Diese Veranderung der
Arbeitsprofile geht haufig mit einer Flexibilisierung und Intensivierung der
Arbeit einher, die von Beschiftigten im Gesundheitswesen schon lange
zunehmend technisches Wissen sowie eine erweiterte Verantwortungsiiber-
nahme und Selbstmanagementfahigkeiten verlangt (Pongratz & Vof3 1998;
Brockling 2019). Dies fiihrt zu einer neuen Dynamik in der Arbeitsteilung
und beeinflusst die Rolle von Mediziner:innen und Pflegenden in der me-
dizinischen Versorgung nachhaltig.

In der Beziehung zwischen Arzt bzw. Arztin und Patient:innen tritt Tech-
nik nicht nur, wie in unserem Beispiel, als Vermittlungsinstanz einer dem
Menschen nicht zuginglichen Wirklichkeit in Erscheinung, sondern sie
fungiert auch als Vermittler zwischen der Arztin bzw. dem Arzt und den Pa-
tient:innen. Unter dem Stichwort Apparatemedizin werden z.B. schon seit
lingerer Zeit die Auswirkungen des zunehmenden Einsatzes technischer
Geritschaften auf die zwischenmenschlichen Interaktionen in der Gesund-
heitsversorgung diskutiert. Dabei stehen Prozesse wie die Digitalisierung
und der Einsatz von KI im Verdacht, technische Handlungen (bzw. digitale
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Abldufe) auf Kosten kommunikativer (zwischenmenschlicher) Elemente
zu begiinstigen, wodurch die Qualitit der Arzt:in-Patient.in-Beziehung
nachhaltig beeintrachtigt werden konnte (Merl 2011). Die Technisierung
der Medizin birgt schliefSlich auch ohne KI das Potenzial einer Uberge-
wichtung technischer, ,objektiver® Rationalitdt gegeniiber dem subjektiven
menschlichen und empathischen Handeln.!!

Digitale Technologien wirken sich allerdings weit mehr als nur auf die
Gestaltung der medizinischen Praktiken aus. Insbesondere hinsichtlich der
zunehmenden Verbreitung von KI gilt, dass sich nicht allein die Arbeitshand-
lungen und Titigkeiten des Gesundheitspersonals verdndern, vielmehr be-
findet sich das gesamte Gesundheitssystem in einem Wandel, der sich nicht
zuletzt auf die Patient:innen und ihre Rolle in Vorsorge-, Diagnose- Behand-
lungs- und Nachsorgeprozessen auswirkt. Dieser Aspekt soll hier nur kurz
erwahnt werden; ausfiihrlicher wollen wir uns dieser Dynamik in Kap. 4.5.1
zuwenden. Mit zunehmender Technisierung und Digitalisierung, inklusive
des Einsatzes von KI, steht jedoch besonders das Verhiltnis zwischen arztli-
cher Profession und dem Handlungs- und Verantwortungsbereich der Pati-
ent:innen unter starkem Verdnderungsdruck. Einerseits wird die Dynamik
einer Subjektivierung der Gesundheitsversorgung verstarkt (Lupton 2018),
wodurch sich u.a. die Art und Weise verdndert, wie wir und das medizinische
System unseren Kdrper wahrnehmen und mit ihm umgehen. Andererseits
wandeln sich die Rollen im Verhiltnis zwischen Arzt:in und Patient:in.!*2 Die
Zunahme digitaler Gesundheitsdienstleistungen wie Telemedizin, KI-basier-
ter Gesundheitsapps und tragbarer Gesundheitsgerite (Wearables) ermdg-
licht es Patient:innen, ihre Gesundheitsversorgung zunehmend unabhéngig
(und raumlich wie auch zeitlich flexibel) zu organisieren. KI-gestiitzte (se-
mantische) Suchmaschinen, Chatbots und virtuelle KI-Assistenzen eroffnen
indes immer weitreichendere und verldsslichere Méglichkeiten, an medizini-
sches Fachwissen zu gelangen. Patient:innen kénnen so zunehmend Aufga-
ben iibernehmen, die frither im Kompetenzbereich des Gesundheitsperso-
nalslagen. Die zunehmenden Mdglichkeiten, Gesundheitsdaten eigenstandig
(bzw. digital erméglicht) erfassen und analysieren zu kénnen, um auf Grund-

151 Nicht zuletzt spiegelt sich diese Entwicklung auch in dem Vergiitungssystem, in
dem technische Leistungen gegeniiber dem arztlichen Gesprich bevorzugt werden
und so zu einer Entwicklung in Richtung einer ,stummen Medizin' beitragt.

152 In Verbindung mit der oben skizzierten und sich weiter verscharfenden 6konomi-
schen Durchdringung des Gesundheitssystems ldsst sich im Verhéltnis zwischen
Arzt bzw. Arztin und Patient:in schon linger eine Verschiebung in Richtung eines
Dienstleistungsverhaltnisses (Dienstleister:in und Kund:in) beobachten (Rogler
2008).
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lage dieser Daten unabhingig(ere) Entscheidungen zu treffen, ldsst sich als
eine Form der Emanzipation begreifen.

Zugleich setzen diese Méglichkeiten Dynamiken frei, durch die der:die
Einzelne zunehmend in die Verantwortung fiir die eigene Gesundheit ge-
nommen wird. Denn unter einer kommerziellen Marktlogik und unter
6konomischen Anreizstrukturen férdern Skalierbarkeit und Kosteneffizienz
die Expansion digitaler Gesundheitsdienstleistungen, wobei Patient:innen
zunehmend als aktive Konsument:innen adressiert werden. Zugleich be-
giinstigt der Wettbewerbsdruck im Gesundheitssektor die Verlagerung medi-
zinischer Aufgaben auf automatisierte Systeme und in die individuelle Ver-
antwortlichkeit. Die zunehmende Verschiebung der Verantwortung fiir das
gesundheitliche Wohlergehen auf die Patient:innen ldsst sich als eine Form
zunehmender Individualisierung (Beck 2016) begreifen. Eine weitreichende
Individualisierung der Gesundheitsverantwortung kann jedoch problemati-
sche Folgen haben: Sie verschiebt etwa Risiken und Kosten auf den:die
Einzelne:n, sodass Gesundheit weniger als eine kollektive Aufgabe verstanden
wird, sondern mehr als personliche Leistung — mit der Konsequenz, dass
Erkrankungen potenziell als individuelles Versagen gewertet werden.

In Anlehnung an die Theorie des ,Arbeitskraftunternehmers” (Pongratz
& Vof3 1998) lieflen sich Patient:innen immer mehr als Manager:innen
ihrer eigenen Gesundheit verstehen. In einer zunehmend digitalisierten
Gesundheitslandschaft werden Patient:innen vermehrt von einer passiven
,Konsument:innenrolle® in die Rolle eines/einer aktiven Manager:in ihrer
Gesundheit gedringt.!>® Inwiefern Patient:innen in Zukunft auch im Be-
reich der Diagnose stirker involviert werden oder aus dem ,Konnen' ein
,Sollen’ oder ,Miissen’ wird, hangt allerdings von vielen Faktoren ab.

Die Rollen von Arzten und Patientinnen unterliegen somit einem Wan-
del, der zu einer Verschiebung der traditionellen Grenzen fiihrt. Patient:in-
nen iibernehmen vermehrt Aufgaben, die frither ausschlief3lich in den Ver-
antwortungsbereich der Professionellen fielen, wihrend Arzt:innen neue
Bereiche erschlieflen, die technologische und datenbasierte Expertise erfor-
dern. Diese, durch den Einsatz von KI weiter zunehmenden Entwicklun-
gen betreffen folglich Arzt:innen und Patient:innen gleichermafien. Fiir
Arzt:innen sind diese Verinderungen sogar mit einer doppelten Herausfor-

153 In dieser Entwicklung spiegelt sich nicht zuletzt die Tendenz wider, dass dkono-
mische Prinzipien wie Selbstmanagement und Effizienzsteigerung in immer mehr
gesellschaftliche Spharen durchdringen, wobei die Grenze zwischen professioneller
Expertise und individueller Verantwortung zunehmend verschwimmt.
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derung verbunden. Zum einen verlagern sich ihre Tatigkeitsprofile und
wandeln sich damit ihre Rollen in der Gesundheitsversorgung,'>* zum an-
deren resultiert das in verschiedenen Anforderungen hinsichtlich professio-
neller Fort- und Weiterbildungen. Sie miissen nicht nur auf professioneller
Ebene ihre Kenntnisse und Fahigkeiten, sondern auch im Umgang mit den
Patient:innen ihre kommunikativen und Sozialkompetenzen erweitern.
Dies beinhaltet auf der Ebene der professionellen Expertise den Umgang
mit einer Vielzahl neuer Daten, Programmen und Apparaturen und auf
der sozialen Ebene die Intensivierung und Diversifizierung des Patienten-
kontakts (etwa virtuell, digital und analog) sowie die Entwicklung neuer
Wege der Interaktion und Betreuung. Die damit verbundenen Herausforde-
rungen erfordern von den Arzt:innen eine ausgeprigte Fahigkeit, soziale
und kommunikative Kompetenzen in den veranderten Kontaktstrukturen
einzubringen (Tretter et al. 2024).

4.3.1.4 Upskilling, Reskilling und Deskilling

Die Verlagerungen von Tétigkeitsprofilen und der Wandel der Rolle von
Arztinnen und Arzten im Behandlungsprozess ziehen somit weitreichende
Auswirkungen auf den Arbeitsinhalt und die Arbeitsausgestaltung medizini-
schen Personals nach sich. In diesem Kontext stellt sich die Frage, wie genau
sich diese Verdnderungen auf die damit verbundenen Kompetenzen und
Fahigkeiten auswirken. Kompetenzen und Wissen sind eng mit den spezifi-
schen Bedingungen und Kontexten ihrer Bezogenheit verbunden. Mit ande-
ren Worten konnen in einem bestimmten Arbeitsprozess spezifische Kom-
petenzen und mit diesem speziellen Prozess verbundenes Wissen herausge-
bildet werden. Neue Arbeitsprozesse und -inhalte erfordern mitunter andere
Voraussetzungen und fithren folglich zur Herausbildung neuer Kompetenzen

154 Ein Wandel von einem asymmetrischen, paternalistischen Modell der Arzt:in-Pati-
ent:innen-Beziehung, in dem die Entscheidungsgewalt primér bei der zustindigen
Arzt:in lag, hin zu einer kooperativen, partizipativen Gesundheitsversorgung, bei
der die Patient:innen vermehrt und weitreichender in Entscheidungsprozesse ein-
bezogen werden.
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und anderen Wissens (Reskilling!> bzw. Upskilling!>®). Dabei konnen aber
auch Fihigkeiten verloren gehen, die im Kontext eines ehemaligen Arbeits-
prozesses herausgebildet werden konnten (Deskilling'>’). Der Wandel von
Arbeitsinhalten ist somit immer eine ambivalente Angelegenheit, die gleich-
zeitig Chancen fiir den Erwerb neuer Kompetenzen und Entwicklungen
bietet, dabei jedoch das Risiko birgt, dass wichtiges prozess- oder inhaltsbe-
zogenes Wissen (resp. Kompetenzen) in neuen Arbeitsabldufen/Té4tigkeits-
profilen nicht mehr oder nur ungeniigend herausgebildet werden kann.

Key take-aways

KI als Unterstiitzung statt als Verzerrung nutzen: Die Integration von KI in Arbeitsabldufe
beeinflusst drztliche Entscheidungen. Wird eine KI-Analyse vor der eigenen Auswertung pré-
sentiert, besteht die Gefahr eines confirmation bias. Gleichzeitig kann eine spéte KI-Einbin-
dung den Effizienzgewinn minimieren oder ins Gegenteil verkehren. Der subjektiv empfun-
dene Nutzen entscheidet mafigeblich iiber die Akzeptanz. Pradiktive KI ersetzt menschliche
Intuition durch scheinbar objektive Vorhersagen — dies erfordert ein kritisches Verstandnis
ihrer Wirkmacht.

Technik verdndert Arbeit — aber nicht nur positiv: Die Digitalisierung flexibilisiert und inten-
siviert die Arbeit in der Medizin. Sie erfordert auf drztlicher Seite vermehrt technisches Wis-
sen und bei Patient:innen mehr Selbstmanagement und Verantwortungsiibernahme. Gleich-
zeitig droht eine Verschiebung des arztlichen Fokus: Menschliche Interaktion kann zugunsten
technischer Prozesse verdringt werden, wodurch die Qualitdt der Arzt:in-Patient:in-Bezie-
hung leidet.

Kompetenzgewinne und Deskilling im Gleichgewicht halten: Wihrend neue Technologien
Weiterentwicklung und neue Kompetenzen ermdoglichen, besteht auch die Gefahr des Des-
killing: Elementare Fahigkeiten konnen durch Automatisierung und Umstrukturierung von
Arbeitsprozessen verloren gehen. Ein bewusster Umgang mit Technik ist notwendig, um
fachliche Erfahrungswerte und menschliche Expertise langfristig zu erhalten.

155 Reskilling beschreibt den strategischen Prozess der Neuzuweisung von Qualifikatio-

nen, um Arbeitskrifte in die Lage zu versetzen, ganzlich neue Aufgabenfelder oder
Positionen einzunehmen. Theoretisch kann Reskilling als eine Reaktion auf techno-
logische Disruptionen, sich wandelnde Marktbedingungen oder den verénderten
Bedarf an Expertise verstanden werden, die eine Transformation des Kompetenz-
spektrums erforderlich machen. Es umfasst somit insbesondere den Erwerb neuer,
nicht im bisherigen Profil vorhandener Fahigkeiten.

156 Upskilling hingegen impliziert eine vertiefte Erweiterung und Optimierung beste-

hender Fahigkeiten und Wissensbestinde innerhalb des aktuellen beruflichen Kon-
texts. Dieser Prozess wird oft als Teil einer adaptiven Kompetenzentwicklung ver-
standen, die darauf abzielt, die Fahigkeiten des Individuums an kontinuierlich stei-
gende fachliche und technologische Anforderungen anzupassen.

157 In der heutigen Diskussion wird Deskilling oft im Zusammenhang mit der Art und

Weise verhandelt, wie durch den Einsatz von Technologien Aufgaben fragmentiert
und automatisiert werden. In Folge dieser Entwicklungen lassen sich Dequalifizie-
rungen beobachten, etwa in dem zuvor qualifizierte Arbeitskrafte aufgrund von
technologischen oder strukturellen Verdnderungen in ihrem Arbeitsbereich ihre Fa-
higkeiten und Kompetenzen nicht mehr effektiv einsetzen konnen.
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4.3.2 Erkenntnistheoretische Betrachtung: Epistemisches Vertrauen und
Paternalismus

Rico Hauswald

4.3.2.1 Kann man medizinischen KI-Anwendungen ,vertrauen?

In der Strahlenklinik wird Herr Miiller unter Verwendung verschiedener
KI-Systeme untersucht, u.a. einer Anwendung, die CT-Aufnahmen automa-
tisch nach Metastasen durchsucht, einer Anwendung, die in diese Aufnah-
men organische Strukturen einzeichnet, und einer Anwendung, die anhand
von Gesichtsaufnahmen die Uberlebenswahrscheinlichkeit bzw. die wahr-
scheinliche restliche Lebenszeit von Herrn Miiller sowie die Erfolgsaussich-
ten der Therapie berechnet. Der vermehrte Einsatz von KI in der klini-
schen Praxis provoziert hiufig die Frage, ob diese Technik denn iiberhaupt
~vertrauenswiirdig” sei (fiir eine Analyse der verbreiteten ,Vertrauens“-Rhe-
torik im Zusammenhang mit KI vgl. Reinhardt 2023). Diese Frage wird
in der Philosophie héufig skeptisch betrachtet und als Kategorienfehler -
als begrifflich falsch gestellt — zuriickgewiesen. Vertrauen, so heifit es oft,
sei ein genuin interpersonaler Zustand, der voraussetzt, dass die Person,
der vertraut wird, tiber emotionale Zustinde verfiigt oder in einem starken
Sinn normative Verantwortung tibernehmen kann. Da KI-Systeme aber wie
andere technische Gerdte weder Emotionen haben noch Verantwortung
ibernehmen kénnen, konne man ihnen auch nicht vertrauen; bestenfalls
kénne man sich auf sie ,verlassen® (vgl. z.B. Ryan 2020).1® Wie in Haus-
wald (2024b) ausfithrlich dargelegt wird, ist diese Konklusion aber nicht
schliissig. Es gibt genuine Formen von Vertrauen, die auch gegeniiber KI-
Systemen bestehen konnen, insbesondere eine Form, die wir in Anlehnung
an Nguyen (2023) ,Vertrauen als Einstellung nicht-hinterfragender Akzep-
tanz“ bezeichnen konnen. Einem KI-System (oder auch einer Person) in
diesem Sinne zu vertrauen, heifit, die Performance des Systems zu akzep-
tieren, ohne seine Funktionstiichtigkeit aktiv infrage zu stellen (Nguyen
spricht von einer ,attitude of not questioning®). Fiir den Spezialfall, dass
das KI-System als epistemisches Instrument fungiert, also die Funktion hat,

158 Die Debatte iiber den Vertrauensbegriff im Hinblick auf KI ist kontrovers gefiihrt
worden u.a. bei Alvarado (2022; 2023a), Braun/Bleher/Hummel (2021), Duran/
Jongsma (2021), Ferrario/Loi/Vigano (2021), Freiman (2023), Hatherley (2020),
Kerasidou et al. (2022) und von Eschenbach (2021).
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bestimmte Informationen iiber die Welt bereitzustellen (dieser Fall liegt im
Beispiel von Herrn Miiller vor), ldsst es sich so formulieren, dass einem
solchen System zu vertrauen, heiflt, seine Outputs zu akzeptieren, ohne
diese Outputs aktiv infrage zu stellen oder noch einmal gegenzupriifen.

Wenn man diesen Uberlegungen bis hierhin gefolgt ist, liegt der Ein-
wand nahe, dass nach wie vor unklar ist, ob man medizinischen KI-Sys-
temen wie denen, die uns im Beispiel von Herrn Miiller begegnen, nun
auch tatsdchlich vertrauen kann bzw. sollte. In der Tat haben wir bislang
lediglich argumentiert, dass die Rede von ,Vertrauen gegeniiber KI* sinn-
voll ist und nicht auf einen Kategorienfehler hinauslduft. Um die Frage
zu beantworten, ob bzw. unter welchen Bedingungen man medizinischen
KI-Systemen vertrauen kann oder sollte, seien zunéchst zwei Klarstellungen
formuliert, worauf Vertrauen im Sinne einer nicht-hinterfragenden Einstel-
lung nicht hinauslauft. Erstens schliefSt Vertrauen nicht (oder zumindest
nicht zwangsldufig) aus, dass man das KI-System (oder allgemeiner: das
technische Gerit oder auch die Person) zunéchst griindlich auf seine (bzw.
ihre) Zuverldssigkeit hin gepriift hat. Verniinftiges Vertrauen diirfte sogar
in der Regel voraussetzen, dass man eine solche Priifung durchgefiihrt und
mit positivem Ausgang abgeschlossen hat. Vertrauen heifSt, dass man, nach-
dem eine solche Priifung durchgefiihrt wurde, das System verwendet, ohne
es auch weiterhin permanent zu hinterfragen und zu priifen. Zweitens darf
Vertrauen nicht mit blindem Vertrauen verwechselt werden, wobei man
unter blindem Vertrauen verstehen kann, schlichtweg jede Performance
oder jeden Output bedenkenlos hinzunehmen. Vertrauen ist kompatibel
mit epistemischer Wachsamkeit, worunter man eine Disposition verstehen
kann, im Falle des Fehlens einer gewissen Minimalplausibilitat der Perfor-
mance oder des Outputs des KI-Systems die nicht-hinterfragende Einstel-
lung (voriibergehend) zu suspendieren und das System gegebenenfalls er-
neut auf seine Funktionstiichtigkeit hin zu priifen. Epistemische Wachsam-
keit an den Tag zu legen, konnte fiir Herrn Mettin beispielsweise bedeuten,
dem KI-System, das die Uberlebensdauer von Herrn Miiller vorhersagt,
nicht einfach blind Glauben zu schenken, wenn es einen absurd kurzen
oder absurd langen Zeitraum prognostiziert (z.B. wenige Minuten oder
hundert Jahre).

Nach diesen Vorbemerkungen sollte sich die Frage, ob man medizini-
schen KI-Systemen vertrauen kann bzw. sollte, so beantworten lassen, dass
ein Vertrauen im Sinne einer nicht-hinterfragenden Akzeptanz angebracht
sein kann, sofern das System hinreichend griindlich auf seine Zuverléssig-
keit hin gepriift wurde und sofern die benutzenden Personen auch wah-
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rend des Gebrauchs des Systems ein hinreichendes Mafl an epistemischer
Wachsamkeit an den Tag legen. Diese Einschdtzung ist zugegebenermafien
recht pauschal und allgemein, angesichts des breiten Spektrums existieren-
der und in absehbarer Zeit vermutlich entstehender Systeme ldsst sich
eine prézisere Charakterisierung an dieser Stelle allerdings auch schwerlich
formulieren.

Worauf aber noch hingewiesen sei, ist der Unterschied zwischen der
Frage, ob man KI-Systemen vertrauen kann bzw. sollte, und der Frage, ob
die beteiligten Personen - Verantwortliche im Gesundheitswesen, medizi-
nisches Personal, Patienten - ihnen de facto vertrauen. Ein Gerit (dasselbe
gilt fiir Personen) kann vertrauenswiirdig sein, ohne dass ihm vertraut
wird; umgekehrt ist der Fall moglich, dass einem Gerit vertraut wird,
obwohl es nicht vertrauenswiirdig ist. Wenn beispielsweise Verantwortli-
che im Gesundheitswesen zu der Einschitzung gelangen, dass KI-Systeme
sehr viel vertrauenswiirdiger sind als menschliche Mediziner, konnte das
vielleicht mittel- oder langfristig dazu fithren, dass Bestrebungen unter-
nommen werden, letztere durch erstere in toto zu ersetzen. Eine solche
Entwicklung ist tatsidchlich von einigen Autoren antizipiert worden, mit
Blick auf die Radiologie etwa von Hinton (2016). Alvarado (2022) hat
diesen Vorschlag allerdings mit der Begriindung zuriickgewiesen, medizini-
sche KI-Systeme seien bis auf weiteres nicht zuverldssig genug, um ihnen
gerechtfertigterweise vertrauen zu konnen.

Aber auch wenn Mediziner in absehbarer Zukunft nicht komplett durch
KI-Systeme ersetzt werden, steht doch zu erwarten, dass sie verstarkt zur
Unterstiitzung des menschlichen Personals eingesetzt werden. In diesem
Zusammenhang stellt sich dann die Frage, ob die Systeme aus Sicht des
Personals hinreichend vertrauenswiirdig sind. Andernfalls werden sie ver-
mutlich zdgerlich sein, sie zu verwenden oder ihre Verwendung ablehnen
- selbst dann, wenn die Systeme objektiv eigentlich vertrauenswiirdig sein
sollten. In diesem Kontext zeichnen sich ganz neue Problemkonstellationen
ab. Wie sollte sich ein Mediziner beispielsweise verhalten, wenn er bei
der Betrachtung eines Falls zu einer bestimmten Einschitzung gelangt,
wohingegen die Outputs des verwendeten KI-Unterstiitzungssystems eine
gegenteilige Schlussfolgerung nahelegen?'>®

Eine relevante Gruppe sind natiirlich ferner auch die Patienten. Was,
wenn Patienten kein hinreichendes Vertrauen in medizinische KI-Systeme
haben? Eine mogliche Antwort auf diese Frage haben Ploug/Holm (2020)

159 Diese Fallkonstellation wird von Kempt/Heilinger/Nagel (2023) diskutiert.
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und de Miguel Beriain (2020) formuliert. Sie argumentieren, dass Patienten
ein Recht eingeraumt werden sollte, durch KI erstellte Diagnostik und
Behandlungsplanung zu verweigern. Hier diirfte allerdings der Einwand
naheliegen, dass selbst wenn sich fiir ein solches Recht argumentieren ldsst,
fraglich erscheint, ob es praktisch realisierbar wire. Denn in dem Mafle,
in dem KI-Systeme zunehmend in den medizinischen Alltag integriert
werden, diirfte es schwieriger werden, den Wiinschen von Patienten zu
entsprechen, die eine ,KI-freie Medizin“ in Anspruch nehmen mdochten.
Die Unterhaltung zweier paralleler Medizinsysteme — eines mit KI und ein
»KI-freies” — diirfte auf Dauer 6konomisch und logistisch unpraktikabel
sein.

4.3.2.2 Recht auf (Nicht-)Wissen und epistemischer Paternalismus

Eine grundlegende Problematik der Epistemologie der Medizin betriftt die
Frage, in welchem Umfang dem Patienten bestimmte Informationen gege-
ben oder auch vorenthalten werden diirfen oder sogar sollten. Im Falle von
Herrn Miiller errechnet die KI anhand von Gesichtsaufnahmen regelmaf3ig
seine Uberlebenswahrscheinlichkeit bzw. seine wahrscheinliche restliche
Lebenszeit sowie die Erfolgsaussichten der Therapie. Sollten diese Ergeb-
nisse Herrn Miiller mitgeteilt oder nicht mitgeteilt werden? Um diese Frage
zu beantworten, miissen komplexe Erwédgungen angestellt und gegenldufige
Aspekte abgewogen werden.

Wissen wird in der Erkenntnistheorie hdufig als Gut von potentiell ho-
hem Wert betrachtet, der sowohl instrumentell als auch intrinsisch sein
kann. Wissen ist instrumentell wertvoll in dem Sinne, dass es zur Errei-
chung unserer Ziele wichtig ist, bestimmte Dinge zu wissen. Wenn man z.B.
das Ziel hat, eine bestimmte Krankheit zu heilen, dann hat das Wissen, dass
X ein effektives Mittel zur Heilung dieser Krankheit ist, instrumentellen
Wert: Um das Ziel zu erreichen, braucht man dieses Wissen. Wissen hat
nach Meinung vieler Erkenntnistheoretiker aber auch einen intrinsischen
Wert. Als Menschen haben wir eine tief verwurzelte, anthropologisch ver-
ankerte Disposition, nach Wissen zu streben. Daher hat Wissen fiir uns
auch einen Wert an sich. Wir wollen Wissen erwerben, auch wenn es
nicht unmittelbar instrumentell ,anwendbar® ist (vgl. ausfithrlicher Prit-
chard/Turri/Carter 2022). Umgekehrt erscheint dadurch Unwissenheit als
Unwert - und zwar ebenfalls in instrumenteller wie in intrinsischer Hin-
sicht (fiir eine Diskussion vgl. Meylan 2020).
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Diese Uberlegungen scheinen nahezulegen, dass es fiir Herrn Miiller von
Wert ist, moglichst viel Wissen iiber seinen medizinischen Zustand, seine
Prognose, mogliche Therapieaussichten usw. zu erwerben. Dass die Sache
nicht ganz so einfach ist, zeigt sich aber recht schnell, wenn man bedenkt,
dass es viele Dinge gibt, die zu wissen duflerst negative Konsequenzen
haben kénnte und die man entsprechend lieber nicht wissen mochte. Ange-
nommen beispielsweise, die KI erstellt fir Herrn Miiller die zuverldssige
Diagnose, dass er nur noch eine kurze Zeitspanne zu leben hat. Weiter
angenommen, dieses Wissen sei nicht instrumentell wertvoll in dem Sinne,
dass Herr Miiller mithilfe dieses Wissens irgendwelche Therapieentschei-
dungen treffen konnte, die seine verbleibende Lebensspanne verlingern
oder seinen bevorstehenden Zustand verbessern konnte. In einer solchen
Situation erscheint es vielleicht, dass dieses Wissen unter Umstanden eine
deutlich negative Auswirkung auf Herrn Miillers Leben haben konnte. In
medizinischer Hinsicht ware es irrelevant, aber er wirde das Wissen um
sein bevorstehendes Ende in seinen verbleibenden Monaten oder Jahren
womdglich als schwerwiegende Belastung empfinden. Seine Lebensqualitit
wire wesentlich hoher ohne dieses Wissen. Herr Miiller konnte in einer
solchen Situation also ein Interesse daran haben, dieses Wissen nicht zu
haben.

Einerseits haben Personen also in der Regel ein Interesse daran, be-
stimmtes Wissen zu erlangen, insbesondere wenn es ihre eigene medizi-
nische Konstitution betrifft, andererseits kann es Situationen geben, in
denen sie ein Interesse daran haben, bestimmte Wissensinhalte nicht zur
Kenntnis zu nehmen. Daraus ergeben sich schwierige Herausforderungen
fir die klinische Praxis, die unter Stichworten wie dem des ,Rechts auf
Wissen', des ,Rechts auf Nichtwissen“ und des ,epistemischen Paternalis-
mus® diskutiert worden sind. Grundsatzlich haben Patienten nach verbrei-
teter medizintheoretischer Meinung ein Recht darauf, Informationen zu
bekommen, die bei drztlichen Untersuchungen anfallen und die sie selbst
betreffen, woraus sich eine Pflicht fiir das medizinische Personal ergibt,
diese Informationen mitzuteilen. Haufig wird angenommen, dass Patienten
dariiber hinaus aber auch ein ,Recht auf Nichtwissen® haben und dass die-
sem eine Pflicht seitens des medizinischen Personals entspricht, bestimmte
Informationen zuriickzuhalten, es sei denn, der Patient hat ausdriicklich
zugestimmt, dass er diese Informationen erhalten mdchte (fiir eine Diskus-
sion vgl. z.B. Davies 2020). Hier ergeben sich freilich nicht unerhebliche
Schwierigkeiten, denn es fragt sich, wie genau diese Rechte bzw. Pflichten
in der Praxis realisiert werden konnen. Herr Mettin kann Herrn Miiller
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schliellich schlecht fragen, ob er wissen mdchte, dass er laut KI nur noch
so-und-so lange zu leben hat, denn mit dem Stellen dieser Frage erhilt Herr
Miiller ja bereits genau die Information, deren Ubermittlung zur Dispositi-
on steht. Sicherlich lasst sich die Frage auch auf andere Weisen stellen, die
diese Information nicht bereits enthalten (z.B. ,Mochten Sie wissen, wie
Thre Prognose ist?*), aber es ist keineswegs klar, ob dies in allen denkbaren
Situationen moglich ist.!60

In diesem Zusammenhang wird auch die Problematik des epistemischen
Paternalismus relevant (vgl. dazu die Beitrage in Bernal/Axtell 2020, insbes.
Bandini 2020 und Respess 2020). Epistemischer Paternalismus lasst sich
ndherungsweise als Verhaltensweise einer Person A charakterisieren, die
in die epistemische Aktivitit einer anderen Person B interveniert (Interven-
tions-Bedingung), ohne dazu Bs Zustimmung eingeholt zu haben (Nicht-
Zustimmungs-Bedingung), mit dem Ziel, Bs epistemischen Zustand zu
verbessern (Verbesserungs-Bedingung). Diese Bedingungen sind beispiels-
weise dann erfullt, wenn ein Arzt sich dazu entschlief}t, eine bestimmte
medizinische Information gegeniiber einem Patienten zuriickzuhalten, um
dadurch dessen Wohl zu beférdern. Der klassische medizinische Paternalis-
mus wurde lange Zeit mit der epistemischen Autoritdt des Arztes begriindet
(»Doctor knows best“). In den letzten Jahrzehnten ist das paternalistische
Paradigma zunehmend einem Ideal des ,Shared Decision Making® gewi-
chen, bei dem die Autonomie des Patienten so weit wie moglich gewahrt
werden soll (vgl. Brock 1991) und Behandlungen von dessen informierter
Zustimmung abhingig gemacht werden, was aber voraussetzt, dass er auch
tatsdchlich umfassend informiert wird. Ob und inwieweit unter diesen Vor-
aussetzungen der epistemische Paternalismus gleichwohl noch gerechtfer-
tigt werden kann, wird kontrovers diskutiert. Relativ unkontrovers diirfte
die Einschitzung sein, dass paternalistische Eingriffe umso eher gerecht-
fertigt werden konnen, je ,sanfter” sie sind, wobei ein ,sanfter Eingriff
(»soft paternalism®) Personen betrifft, von denen angenommen wird, dass
sie ohnehin keine oder nur bedingt eigene informierte Entscheidungen
beziiglich ihrer epistemischen Aktivitit treffen konnen (z.B. kleine Kinder).
Demgegeniiber betrifft ein ,harter” Eingriff (,hard paternalism®) Personen,

160 Man denke etwa an Zufallsfunde. Wenn bei einer medizinischen Untersuchung
zufallig eine beunruhigende Entdeckung gemacht wird, lisst sich das dem Patienten
kaum anders vermitteln als durch eine Formulierung wie ,Wir haben eine beunru-
higende Entdeckung gemacht. Méchten Sie wissen, welche?’, womit dem Patienten
unweigerlich bereits eine Information mitgeteilt wird, die er womdglich gar nicht
haben mochte.
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von denen angenommen wird, dass sie sehr wohl eigene informierte Ent-
scheidungen beziiglich ihrer epistemischen Aktivitdt treffen konnen (vgl.
zu dieser Unterscheidung Hanna 2018; vgl. auch Bullock 2018a, 2018b).
Bemerkenswert ist auch, dass sich paternalistisches Verhalten, selbst wenn
man es wollte, womdglich gar nicht in jedem Fall vermeiden ldsst. Wir
haben gesehen, dass es Fille gibt, in denen sich das Einholen der Zustim-
mung gar nicht anders gestalten ldsst als so, dass dem Patienten mit der
Fragestellung bereits gewisse Informationen vermittelt werden, die dieser
vielleicht gar nicht haben méchte. Das medizinische Personal steht somit
vor einem Dilemma: Entweder es versucht, die Zustimmung einzuholen,
und geht damit das Risiko ein, dem Patienten Informationen zu vermitteln,
die dieser nicht haben mdochte. Oder es holt die Zustimmung nicht ein,
handelt in diesem Fall aber ebenfalls paternalistisch.

Key take-aways

« Eine Haltung des Vertrauens gegeniiber einem medizinischen KI-System - verstanden als
Einstellung nicht-hinterfragender Akzeptanz — kann unter bestimmten Voraussetzungen legi-
tim sein, insbesondere dann, wenn die Zuverldssigkeit des Systems hinreichend griindlich
gepriift wurde und das Vertrauen mit epistemischer Wachsamkeit einhergeht.

« Die Beantwortung der Frage, in welchem Umfang Patienten iiber diagnostische Ergebnisse
informiert werden sollten, wird erschwert durch den Umstand, dass sie sowohl ein Recht auf
Wissen als auch ein Recht auf Nichtwissen haben.

« Epistemisch paternalistisches Verhalten seitens des medizinischen Personals diirfte zumindest
in manchen Situationen unvermeidlich sein, da sich eine Abwégung zwischen dem Recht auf
Wissen und dem Recht auf Nichtwissen nicht immer auf nicht-paternalistische Weise treffen
lasst.

4.3.3 Medizinethische Betrachtung: Zuverldssigkeit, Verantwortlichkeit und
die Wiirde der Person

Kathi Beier und Martin Hahnel

4.3.3.1 Einleitung

Das Fallbeispiel beschreibt in diesem Abschnitt den Einsatz von KI-Syste-
men in einer Strahlenklinik zur Unterstiitzung von Diagnose, Therapiepla-
nung und Patienteniiberwachung. Dies wirft eine Vielzahl von ethischen
Fragestellungen und Problemen auf, die in mehrere Kategorien unterteilt
werden konnen: Genauigkeit und Zuverldssigkeit der KI, Transparenz und
Nachvollziehbarkeit, Verantwortlichkeit und Haftung sowie weitere soziale
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und ethische Implikationen. Wir werden diese Kategorien im Folgenden
nacheinander niher beleuchten.

Auch in dieser Station sind dariiber hinaus Fragen des Datenschutzes
und der Sicherung der Privatsphire virulent. So erfordert der Einsatz von
KI zur Analyse von CT-Aufnahmen und Gesichtsaufnahmen den Zugang
zu sensiblen Gesundheitsdaten, wobei das Risiko besteht, dass diese Daten
missbraucht oder unzureichend geschiitzt werden. Diesbeziiglich wird in
dem Fallbeispiel nicht erwéhnt, ob und wie die Daten anonymisiert und
sicher gespeichert werden, um die Privatsphire von Herrn Miiller zu schiit-
zen. Auch darauf gehen wir im Folgenden néher ein.

4.3.3.2 Akkuratesse der Diagnose und Prognose von medizinischen KI-
Systemen

Die KI-Anwendung, die CT-Aufnahmen nach Metastasen durchsucht und
sensible Strukturen einzeichnet, muss eine hohe Genauigkeit aufweisen.
Falsch-negative oder falsch-positive Ergebnisse konnten schwerwiegende
Konsequenzen fiir die Therapieplanung und damit fiir Herrn Miiller ha-
ben. Die in dieser Station vorgestellte KI, welche anhand von Gesichts-
aufnahmen die Uberlebenswahrscheinlichkeit und den gesundheitlichen
Zustand berechnet, muss ebenfalls zuverldssig sein. Fehlerhafte Prognosen
konnen zu falschen Entscheidungen tiber die Therapie fiihren.

Aus ethischer Perspektive ldsst sich feststellen, dass eine KI-Anwendung
nur dann genau und zuverldssig arbeiten kann, wenn die Menge der Trai-
ningsdaten ausreichend und deren Qualitdt gut ist. Ist dies nicht der Fall,
gilt das Prinzip: garbage in, garbage out (GIGO): Miill produziert nur wie-
der Miill. Allerdings ist es bei sensiblen Gesundheits- bzw. Patientendaten
aufgrund hoher Datenschutzanforderungen duflerst schwierig, immer die
gewiinschte Menge an Daten in der geforderten Qualitdt zu bekommen.
Bleibt die Menge an Trainingsdaten zu gering, kann es passieren, dass
das KI-System zu wenige Muster aus den Trainingsdaten erlernt und bei
der Metatastasen-Erkennung fehlerhafte Ergebnisse erzeugt (underfitting).
Aber selbst eine grofie Menge an Trainingsdaten ist noch keine Garantie
fiir gute Ergebnisse, denn wenn in den Daten zahlreiche irrelevante Infor-
mationen enthalten sind, kann es zu einer Uberanpassung (overfitting)
kommen, die algorithmische Diskriminierung bedingen kann (Nazer et al.
2023). Gerade bei dem Versuch, Prognosen iiber Herrn Miillers Krankheits-
verlauf zu erstellen, muss darauf hingewiesen werden, dass die Ergebnis-
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se klinischer KI-Vorhersagemodelle bislang noch nicht verallgemeinerbar
sind (Chekroud et al. 2024). Daher gilt, dass auch die ethischen Regeln
nicht allgemein gelten kénnen, sondern kontextabhéngig, d.h. von Fall zu
Fall, herausgearbeitet werden miissen.!®! Hinzu kommt, dass der (Gesund-
heits-)Zustand von Herrn Miiller niemals genau vorhersehbar sein wird,
da uniiberschaubar viele Faktoren diesen bestimmen und der Mensch auf-
grund seiner unhintergehbaren Personalitit ein individuum ineffabile ist
und bleibt (vgl. Eickhoff und Heinrichs 2021).

Sicherlich wird es in Zukunft technisch moglich sein, die Genauigkeit
und Zuverldssigkeit von medizinischen KI-Systeme weiter zu erhdhen.
Bedeutet das aber gleichzeitig, dass Herr Miiller diesen Systemen auch
in Bezug auf deren Rolle als epistemische Autorititen und klinischen Ent-
scheidungsgehilfen immer mehr vertrauen kann? Keineswegs, denn dass
KI-Systeme verlésslich arbeiten, sagt noch nichts dariiber aus, dass man
ihnen auch vertrauen kann. Vertrauen ist vielmehr als ein interpersonales
Phanomen zu betrachten, das sich nicht auf das Kriterium der Verlasslich-
keit eines Systems bei der Erfiillung seiner Funktion(en) reduzieren lédsst
(Budnik 2021). Es sollte deshalb bei der Anwendung ethischer Kriterien fiir
medizinische KI-Systeme, die fiir Diagnose- und Prognosezwecke bestimmt
sind, stets darauf geachtet werden, dass der Begriff des Vertrauens nicht
als Label oder Markenzeichen verwendet wird, um den Marktwert von be-
stimmten Medizinprodukten zu erhdhen, aber letztlich mit der Technologie
selbst bzw. dem Verhiltnis zu ihr wenig zu tun hat (Miiller/Héahnel 2024,
58).

4.3.3.3 Transparenz und Nachvollziehbarkeit

Das Fallbeispiel zeigt in aller Deutlichkeit, dass etwaige Entscheidungen
und Empfehlungen des KI-Systems fiir die Arzte verstindlich und nach-
vollziehbar sein miissen, damit sie diese iiberpriifen und gegebenenfalls
anpassen konnen. Hier wird das in Kap. 4.1.2 erwéhnte ethische Prinzipien
der Erklarbarkeit relevant (Amann et al. 2020). Als zusitzliches fiinftes

161 Die von uns in Kap. 4.1.2 vorgestellten vier ethischen Prinzipien von Beauchamp
und Childress liefern hierzu keine konkreten und situationsbezogenen Handlungs-
empfehlungen, sondern bieten allenfalls eine ethische Orientierungshilfe, deren
Fehlen dazu fithren kann, dass das in diesen Situationen notwendige Problembe-
wusstsein und der fiir gutes Handeln erforderliche Verantwortungssinn nicht so gut
ausgebildet sind.
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medizinethisches Prinzip wirkt es sich auch auf das Verstdndnis und die
Anwendung der anderen vier Prinzipien der Autonomie, Wohltitigkeit,
des Nicht-Schadens und der Gerechtigkeit aus: Die Patientenautonomie
wird beispielsweise gesichert, wenn Erklarbarkeitsstandards in den Prozess
der informierten Einwilligung einfliefflen. Dazu gehort es auch, dass Herr
Miiller sein Recht behdlt, nicht unbedingt wissen zu miissen, wie das
KI-System, mit dessen Hilfe er untersucht wird, funktioniert. Dementspre-
chend sollte er aber auch auf sein Recht bestehen, sofort mitgeteilt zu
bekommen, wenn KI-Entwickler:innen und &rztliche Entscheider:innen
selbst nicht wissen, wie das verwendete KI-System einen bestimmten Out-
put generiert.

Fiir Herrn Miiller und die verantwortlichen Arzte, auf deren Expertise
im Umgang mit dem System er prima facie vertrauen sollte, miissen dem-
nach KI-gestiitzte Verfahren zur Unterstiitzung von Diagnose, Therapiepla-
nung und Patienteniitberwachung jederzeit transparent und nachvollzieh-
bar bleiben, d.h. Moglichkeiten zur Intervention bieten, um Entscheidungs-
prozesse zu teilen und kritisch zu verfolgen. Die Erkldrbarkeit ist zudem
ein wichtiges Kriterium, um das Verhiltnis von Wohltitigkeit und Nicht-
Schaden genauer zu bestimmen. Sie kann Arzte nimlich davor bewahren,
das gesundheitliche Wohl von Herrn Miiller zugunsten eines Nachgebens
gegeniiber den vielfaltigen ,Verfithrungen®, die mit der zuverlassigen Besta-
tigung der herausragenden Effizienz eines KI-Systems oft einhergehen, aufs
Spiel zu setzen. Die Forderung nach Transparenz und Nachvollziehbarkeit
dient daher eher dem Prinzip des Nicht-Schadens und lasst damit mensch-
liche Entscheider:innen nicht so leicht ihre epistemische Autoritét an tech-
nische Systeme delegieren (Grote/Behrens 2019).

Erklarbarkeit in Bezug auf das Prinzip der Gerechtigkeit kann KI-Ent-
wickler:innen und Arzte also dabei unterstiitzen, darauf zu achten, dass
algorithmische Verzerrungen als Quelle von Ungerechtigkeiten schneller
identifiziert und korrigiert werden. Wie so ein Prozess, der im Einklang
mit grundlegenden ethischen Prinzipien steht, idealtypisch aussehen kann,
zeigt folgende Darstellung:
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Abb. 3: Idealtypische Implementierung von medizinischer XAI (nach Reddy

2022)
Aas
Increased Easier comprehension Reasonable and Evidence-based Higher quality
interpretability for end users data-driven decisions medicine care

4.3.3.4 Verantwortlichkeit und Haftung

Trotz der Unterstiitzung durch KI-Systeme tragen die behandelnden Arzte
die letztendliche Verantwortung — wenn sie sich vorab darauf haben festle-
gen lassen - fiir die Diagnose und die Therapieentscheidungen.!®> Es muss
namlich klar geregelt sein, wer haftet, wenn die KI-Systeme in irgendeiner
Weise Herrn Miiller schidigen. Es scheint bis heute unumstritten, dass
weder die KI-Systeme selbst noch Einzelpersonen noch die Gesellschaft
bzw. Gemeinschaft als ganze je fiir sich allein fiir die Fehler verantwort-
lich gemacht werden kdnnen, sondern dass auch diejenigen identifizierba-
ren Personengruppen mitverantwortlich sind, die dafiir zustandig waren,
dass das System entwickelt, getestet, angeschafft und eingesetzt werden
konnte.!®® Sicher erschwert das sogenannte ,,problem of many hands® eine
genaue Zuschreibung der verantwortlichen und haftenden Personen bzw.
Personengruppen — das ist aber auch bei Prozessen der Fall, in der KI keine
Rolle spielt (z.B. bei der Verursachung von Umweltschiden). 164

Sowohl fiir den Einsatz von KI-Systemen als auch fiir andere nicht
risikoarme Technologien gilt, dass sogenannte ,Verantwortungsliicken® (re-

162 Natiirlich muss es hier auch Mdglichkeiten der Verantwortungsentlastung geben,
so z.B. im Kontext des shared decision making, wo die Arzte nicht die alleinige
Verantwortung fiir Therapieentscheidungen tragen, wenn der Patient vorher seine
informierte Einwilligung geben muss.

163 Die Frage, ob man fiir finanzielle Entschadigungen bei von KI-Systemen verursach-
ten Schadigungen die Gemeinschaft als Kollektivsubjekt, die auch von den Vorteilen
des KI-Einsatzes profitiert, zur Kasse bittet, ist nicht an die moralische Frage nach
der individuellen Verantwortungszuschreibung gekoppelt. Sicherlich konnen anfal-
lende Kosten fiir Schadensersatz vergemeinschaftet werden. Aber die Frage nach der
individuellen moralischen Verantwortung, z.B. der Hersteller, die nolens volens fiir
ihr KI-Produkt haften, darf hier nicht ausgeblendet oder {ibersprungen werden.

164 Vgl. dazu unsere Ausfithrungen in Kap. 4.2.2., S.105-107.
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sponsibility gaps) nicht zu vermeiden sind (Matthias 2004). Damit stellt sich
aus Sicht der Ethik insbesondere die Frage, wie man mit diesen Liicken
umzugehen habe. So kénnten Frau Navarro oder Herr Metin retrospektiv
und prospektiv die Verantwortung fiir die Schddigung von Herrn Miiller
durch das KI-System iibernehmen, obwohl sie streng genommen gar nicht
die alleinige Schuld an seiner zukiinftig moglichen Schadigung haben wer-
den. Solche Akte ,erzwungener Supererogation® (Lang et al. 2023) mogen
zwar Verantwortungsbereiche aktiv verkleinern, konnen aber nicht jede
Verantwortungsliicke schlieflen, da es gerade aus deontologischer und auch
tugendethischer Perspektive niemals geboten sein kdnne, jemanden wie
Frau Navarro oder Herrn Mettin zu iiberpflichtgemidflem Handeln zu
zwingen. Realistischer scheint es dagegen, auf eine vollstindige Fiillung
dieser Liicken von vornherein zu verzichten und stattdessen alles daran zu
setzen, deren Ausmafle zu begrenzen (Miiller 2016), sodass ein zumutbares
Restrisiko iibrigbleibt. Sicherlich kénnen Verantwortungsliicken, egal wie
grof oder klein sie sind, nicht verhindern, dass neue Technologien irgend-
wann verwendet werden. Der ethische Diskurs kann sich also nicht allein
auf die Frage nach der Verantwortung bzw. Verantwortungszuschreibung
beschrianken, sondern muss stets in Abwagung mit anderen, teilweise kon-
kurrierenden ethischen Giitern (z.B. Forschungsfreiheit, wissenschaftlicher
Fortschritt) geschehen.

Bevor es aber {iberhaupt zu der Frage der Verantwortungszuschreibung
kommt, sollten Arzte zunichst in die Lage versetzt werden, die verschie-
denen ethischen Implikationen des Einsatzes von KI-Systemen zu verste-
hen und in ihren Entscheidungsprozess zu integrieren. Dazu gehort es
auch, dass sie ethisch geschult werden, um wirklich verantwortungsvolle
Entscheider:innen zu werden. Allgemeine und professionsspezifische Tu-
genden, insbesondere wihrend des Implementierungsprozesses eines KI-
Systems, spielen hier eine wichtige Rolle (Beier et al. 2024; Hahnel/Pfeiffer/
Grassmann 2024; Beier 2025).

4.3.3.5 Weitere ethische Implikationen

Der Einsatz von KI kann zweifellos die traditionelle Beziehung zwischen
Arzt:in und Patient:in, hier zwischen Herrn Miiller auf der einen Seite
und Frau Navarro und Herrn Metin auf der anderen Seite, verandern. Es

ist dabei wichtig, dass die empathische und menschliche Komponente der
medizinischen Versorgung erhalten bleibt und geklart wird, wie mit mehr
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oder weniger vorhersagbaren Machtverschiebungen, die durch den Einsatz
von KI-Systemen entstehen, umgegangen werden kann (Hahnel/Pfeiffer/
Grassmann 2024).

Die Verwendung von KI zur Prognose der Lebenszeit und zur Beurtei-
lung des gesundheitlichen Zustands anhand von Gesichtsaufnahmen wirft
zudem generelle Fragen zur Wahrung der menschlichen Wiirde auf. Es
muss sichergestellt werden, dass solche Technologien Herrn Miiller nicht
auf eine statistische Grofle reduzieren. Es ist also nicht nur entscheidend zu
fragen, wie KI-Systeme an menschliche Bediirfnisse und Werte angepasst
werden konnen (value alignment; vgl. Kellmeyer 2024), sondern es ist
auch umgekehrt wichtig zu verstehen, wie neue digitale Technologien das
Menschenbild und den daran gekniipften Wiirdebegrift verandern (vgl.
Vallor 2016, 231-237; Teo 2023; Grimm 2024) und welche Riickschliisse
wir aus diesen Erkenntnissen fiir die Technologie selbst wie auch fiir uns
Menschen ziehen konnen. Folgende Fragen werden hier relevant: Wie kon-
nen Personen, insbesondere vulnerable, vor Instrumentalisierung — durch
KI-Systeme oder mit deren Hilfe — geschiitzt werden? Befordern oder ver-
hindern KI-Systeme die Anerkennung von Personen als selbstzweckhafte
Wesen? Was machen KI-Systeme mit unserer Selbstwahrnehmung, mit
unseren leiblichen, wiirderelevanten leiblichen Erfahrungen (Fuchs 2020)?
usw.

Die Wiirde des Menschen kann als eine rechtliche und ethische Schranke
dienen, wenn es darum geht, Aufgaben an ein KI-System zu iibertragen, um
die Achtung der Menschenrechte zu unterstiitzen. Im Bereich der KI sorgt
der Grundsatz der Menschenwiirde fiir die Herstellung eines spezifischen
Gleichgewichts zwischen konsequentialistischen, tugendethischen und de-
ontologischen Ansitzen, wobei eine Kombination der beiden letztgenann-
ten Ansdtze im Zweifelsfall und ungeachtet der potenziell hohen Effizienz
und Ergebnisse, die durch KI erreicht werden konnten, stets bevorzugt
werden sollte. Die Menschenwiirde als deontologisch-tugendethisches Pro-
jekt verstanden (vgl. Hahnel 2014) stellt namlich sicher, dass KI-Systeme
keine ungerechtfertigten Ergebnisse liefern. Damit setzt sie — als ein unab-
leitbares Prinzip — einen Standard eigener Art fiir die sie achtenden und in
ihrem Sinne handelnden Anwendergruppen. Ferner spielt sie auch in Ent-
scheidungsprozessen eine wichtige Rolle, indem sie einen Rahmen bietet,
innerhalb dessen Schidigungs- gegeniiber Nutzenpotentialen abgewogen
werden konnen. Diese und andere Punkte, die grundlegender anthropolo-
gisch-ethischer Natur sind und in vielen Hinsichten Fragen nach der richti-
gen Anwendung von KI-Systemen in der Medizin transzendieren, sollten in
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einen umfassenden Reflexions- und Bewertungsprozess der Entscheider:in-
nen einbezogen werden, damit verantwortliches Handeln auch tatsachlich
geschehen kann.

4.3.3.6 Fazit

Es wurde betont, dass trotz der Unterstiitzung durch KI die Autonomie der
Patient:innen gewahrt bleiben muss. Zudem wurden Bedenken beziiglich
des Datenschutzes und der Wahrung der menschlichen Wiirde diskutiert.
Es ist aus ethischer Sicht unbedingt geboten, dass Herr Miiller umfassend
tiber den Einsatz der KI-Systeme, die Art der erhobenen Daten und die
Art und Weise, wie diese Daten verwendet werden, informiert wird. Dies
beinhaltet auch mogliche Risiken und Unsicherheiten der KI-Diagnosen
und -prognosen. Die Entscheidungen, die auf Basis der KI-Empfehlungen
getroffen werden, diirfen nicht seine Autonomie untergraben; Herr Miiller
sollte in der Lage sein und bleiben, jederzeit informierte Entscheidungen
iber seine Behandlung zu treffen. In der dritten Station seines Patienten-
weges liegt der Fokus insbesondere auf ethischen Fragen der Genauigkeit
und Zuverlédssigkeit der KI. Insgesamt wurde auf die Notwendigkeit einer
ethischen Reflexion und Schulung der Arzte und anderer Stakeholder hin-
gewiesen, um verantwortungsvolles medizinisches Handeln zu gewahrleis-
ten. Die ethische Betrachtung zeigt einmal mehr, dass der Einsatz von KI in
der Medizin sorgfiltig abgewogen und geregelt werden muss, denn nur so
kann sichergestellt werden, dass er zu Herrn Miillers Wohl beitrégt.

Key take-aways

KI-Systeme in der Strahlenklinik unterstiitzen Diagnose, Therapieplanung und Patient:innen-
iiberwachung. Ethisch relevant ist hier einmal mehr der Datenschutz, aber auch die Genauig-
keit der KI-Systeme sowie die Verantwortlichkeit und Haftung der Arzt:innen im Umgang mit
der KL

KI-Entscheidungen miissen fiir Arzt:innen nachvollziehbar und erklirbar sein. Vertrauen
darf nicht nur auf technische Zuverldssigkeit reduziert werden.

Arzt:innen bleiben trotz KI-Unterstiitzung fiir ihre Entscheidungen verantwortlich. So ge-
nannte Verantwortungsliicken miissen minimiert, kénnen aber nicht immer vollstindig be-
seitigt werden.

KI darf Patient:innen nicht auf statistische Groflen reduzieren oder ihre Autonomie untergra-
ben.

Die Schulung von Arzt:innen mit Blick auf eine ethisch reflektierte Nutzung von medizini-
scher KI ist entscheidend fiir deren verantwortungsvollen Einsatz.
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4.3.4 Rechtswissenschaftliche Betrachtung: Anforderungen an Anbieter
und Betreiber von Hochrisiko-KI-Systemen und Grenzen der
Zuldssigkeit

Timo Rademacher und Raphael Schaarschmidt

4.3.4.1 Einleitung

In der dritten Station finden nun fiir und an Herrn Miiller diverse KI-Syste-
me Einsatz, die nicht nur organisatorische oder dokumentarische Aufgaben
tibernehmen, sondern sich in den Kernbereich der &rztlichen Tatigkeit,
die Diagnostik und Therapie hineinwagen. Zwar wurde bereits in der vor-
herigen Station ein diagnostisches KI-Tool eingesetzt, um CT-Bilder von
Herrn Miiller zu analysieren, doch hatten wir uns dort auf Fragen der
Datennutzung fokussiert. Die spezifischen Anforderungen der KI-VO an
solche Systeme im Einsatz sollen nun in dieser Station folgen.

Wie wir in der ersten Station bereits besprochen haben, ergibt sich aus
einer Anwendung sowohl der KI-VO als auch der MP-VO, dass medizini-
sche KI-Systeme, die dem Bereich medizinischer Entscheidungsfindung
zugeordnet sind, in aller Regel als sogenannte Hochrisiko-KI-Systeme zu
Kklassifizieren sind. Fiir diese Arten von KI-Systemen halt die KI-VO die
meisten Vorgaben bereit (Art. 6 bis 49). Zu beachten sind dabei einerseits
Anforderungen an die Systeme selbst, also solche, die auf technischer Ebene
zu realisieren sind, sowie Anforderungen an die Anbieter solcher Systeme
- gemeint sind meist die Entwickler - und die Stellen, die sie letztendlich
nutzen. Wir wollen uns an dieser Stelle iiberblicksartig dem Anforderungs-
katalog zuwenden, der nun technisch fiir Hochrisiko-KI-Systeme gilt, eini-
ge der Pflichten anschneiden, die die Uniklinik im Rahmen der KI-VO
treffen werden, und schlieflich auch ein paar kritische Uberlegungen zu
den im Fall verwendeten Systemen anstellen.!6>

4.3.4.2 Rolle der Uniklinik und der behandelnden Arztinnen und Arzte

Hinsichtlich der Rollenverteilung bei der Nutzung eines medizinischen
KI-Systems ist es erforderlich, zundchst Klarheit zu schaffen. Einfach her-
untergebrochen haben wir es im medizinischen, hier: klinischen Kontext

165 Ein ausfiihrlicherer Uberblick findet sich bei Genske/Schulz-Grofe, GuP 2024,177 ff.
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wohl regelméfig mit mindestens zwei Parteien zu tun. Auf der einen Seite
steht die Klinik/die behandelnde Arztin/der behandelnde Arzt, die das
KI-System einsetzen bzw. seinen Einsatz anregen/fordern/nahelegen; auf
der anderen Seite steht der Patient. Meist wird es auch noch als dritte
Partei den Entwickler des KI-Systems geben, unter Umstédnden fallt dieser
allerdings auch mit der Klinik zusammen, sofern diese selbst das System
entwickelt hat.

Die KI-VO spricht, weil sie, wie gesagt, ein ,Horizontalrechtsakt“ fiir
ganz verschiedene Anwendungsszenarien von der Verkehrskontrolle iiber
den Einschulungstest bis hin zum KI-gestiitzten-OP-Roboter sein will,
nicht von Arzten, Kliniken, Patientinnen usw. Sie unterscheidet grundle-
gend und verallgemeinernd zwischen ,,Anbietern® und ,,Betreibern® von KI-
Systemen. Der ,, Anbieter” ist nach Art.3 Nr. 3 KI-VO ,.eine natiirliche oder
juristische Person, Behorde, Einrichtung oder sonstige Stelle, die ein KI-
System oder ein KI-Modell mit allgemeinem Verwendungszweck entwickelt
oder entwickeln lasst [...].“ ,Betreiber® ist nach Art.3 Nr. 4 ,eine natiirliche
oder juristische Person, Behorde, Einrichtung oder sonstige Stelle, die ein
KI-System in eigener Verantwortung verwendet, es sei denn, das KI-System
wird im Rahmen einer personlichen und nicht beruflichen Tatigkeit ver-
wendet®. Gehen wir davon aus, dass in unserem Fall die von Frau Navarro
und Herrn Mettin verwendeten KI-Systeme nicht aus eigener Entwicklung
der Uniklinik stammen, dass es aber die Uniklinik bzw. konkreter: deren
Leitungspersonen waren, die den KI-Einsatz allgemein angeordnet haben,
dann ist die Klinik hier die Betreiberin der KI-Systeme. Ist sie tatsdchlich
selbst auch Entwicklerin der verwendeten Systeme, dann ist sie zudem als
Anbieter(in) zu kategorisieren.

4.3.4.3 Allgemeine Anforderungen an Hochrisiko-KI-Systeme

Wie schon gesagt, regelt die KI-VO die Hochrisiko-KI-Systeme mit einem
eigenen Kapitel (dem dritten) und insgesamt 43 Artikeln besonders aus-
fuhrlich - leider aber nicht besonders tibersichtlich: Abschnitt 1 (Art. 6 und
Art.7) enthilt die wichtigen Regeln zur Einstufung eines KI-Systems als
Hochrisiko-KI-System. Abschnitt 2 (Art. 8 bis 15) enthalt dann die techni-
schen Anforderungen an diese KI-Systeme, wiahrend Abschnitt 3 (Art. 16
bis 27) normiert, welche Verhaltenspflichten fiir Anbieter und Betreiber
von Hochrisiko-KI-Systemen und gegebenenfalls andere Beteiligte gelten.
Die Abschnitte 4 und 5 enthalten zahlreiche verfahrensrechtliche Vorgaben,
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etwa dazu, wer auf welche Weise die schon erwihnten'®® Konformitétsbe-
wertungen durchfithrt und wie die vielen sehr unbestimmten Vorgaben
der KI-VO im Wege von z.B. technischen Normen konkretisiert werden
kénnen. Wichtig, aber fiir uns allzu technisch-juristisch an dieser Stelle.
Wir konzentrieren uns im Folgenden auf Abschnitt 2, d.h. auf diejenigen
technischen Mindestanforderungen, welche Hochrisiko-KI-Systeme von
Gesetzes wegen erfiillen miissen. Es wird sich zeigen, dass zahlreiche der
rechtspolitischen Forderungen, die im Laufe des jiingsten KI-Sommers an
eine ,ethische® oder ,verantwortungsvolle® KI gestellt wurden, sehr deutli-
che Spuren auch im Rechtstext hinterlassen haben.

+ Risikomanagement

Hochrisiko-KI-Systeme miissen geméfl Art. 9 KI-VO iiber ein Risikoma-
nagementsystem verfiigen, verstanden als ,kontinuierlicher iterativer Pro-
zess, der wiahrend des gesamten Lebenszyklus eines Hochrisiko-KI-Systems
geplant und durchgefiihrt wird und eine regelmifige systematische Uber-
prifung und Aktualisierung erfordert.” Hierzu gehdren unter anderem
»die Ermittlung und Analyse der bekannten und verniinftigerweise vor-
hersehbaren Risiken, die vom Hochrisiko-KI-System fiir die Gesundheit,
Sicherheit oder Grundrechte ausgehen kdnnen, wenn es entsprechend sei-
ner Zweckbestimmung verwendet wird“ (Art.9 Abs.2 lit.a) sowie ,die
Abschitzung und Bewertung der Risiken, die entstehen konnen, wenn
das Hochrisiko-KI-System entsprechend seiner Zweckbestimmung oder im
Rahmen einer verniinftigerweise vorhersehbaren Fehlanwendung verwen-
det wird® (Art. 9 Abs. 2 lit. b).

Der Unionsgesetzgeber stellt hier erkennbar hohe Anforderungen, indem
er verlangt, dass auch hypothetische Fehlnutzungen antizipiert werden. Der
Tatsache, dass KI-Systeme im Unterschied zu herkdmmlichen Softwaresys-
temen regelmaflig nicht auf einem technisch statischen Level ausgeliefert
werden, sondern sich fortentwickeln konnen, wird damit Rechnung getra-
gen, dass Anbieter von Hochrisiko-Systemen ein ,,System zur Beobachtung
nach dem Inverkehrbringen, das im Verhéltnis zur Art der KI-Technik und
zu den Risiken des Hochrisiko-KI-Systems steht, einrichten und dokumen-
tieren” miissen (Art.72 Abs.1 KI-VO). Die Erkenntnisse dieses Systems
miissen im Rahmen des Risikomanagements beriicksichtigt und dadurch
erkennbare Risiken kontinuierlich bewertet werden (Art.9 Abs.2 lit.c).

166 Vgl. hierzu auch schon oben, S. 691f.
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Diesen Risiken muss dann durch ,die Ergreifung geeigneter und gezielter
Risikomanagementmafinahmen® (Art. 9 Abs. 2 lit. d)) begegnet werden.

« Daten- und Daten-Governance

Eine weitere bedeutende Vorgabe bezieht sich auf den Bereich ,,Daten und
Daten-Governance“ (Art. 10 KI-VO). Diese Vorschrift, welche wir bereits in
Station 2 kennengelernt haben,!¢” regelt detailliert die qualitativen Anforde-
rungen, die an Trainings-, Validierungs- und Testdatensatze zu stellen sind,
mit denen Hochrisiko-Systeme trainiert werden. Darunter fallen beispiels-
weise Vorgaben hinsichtlich der Datenprovenienz, der Relevanz der Daten,
ihrer Représentativitat, Freiheit von Fehlern, Vollstindigkeit, Freiheit von
Biases sowie zum Vorhandensein bestimmiter statistischer Merkmale.!68

+ Aufzeichnungspflichten

Hochrisiko-KI-Systeme miissen auf technischer Ebene die Fahigkeit besit-
zen, automatisch bestimmte Ereignisse wihrend ihres gesamten Lebenszy-
klus aufzuzeichnen (Art.12 KI-VO). Gemeint sind nach Absatz 2 lit. a etwa
»Situationen, die dazu fithren konnen, dass das Hochrisiko-KI-System ein
Risiko im Sinne des Artikels 79 Abs. 1'® birgt oder dass es zu einer wesent-
lichen Anderung kommt* Fiir eine sinnvolle Uberwachung des Systems
muss erkennbar sein, welche Prozesse es genau vornimmt. Als Mindestin-
halte fiir die Protokollierung werden etwa genannt, wann genau das System
benutzt wird, mit welchen Daten das System welche eingegebenen Daten
abgleicht, sowie die Identitit bestimmter Personen, die im Rahmen der
menschlichen Aufsicht, zu der wir sogleich kommen, beteiligt sind.

o Transparenzpflichten

Gemaf$ Art. 13 KI-VO sind Hochrisiko-KI-Systeme so zu entwickeln, dass
ihr Betrieb ,hinreichend transparent ist, damit die Betreiber die Ausgaben
eines Systems angemessen interpretieren und verwenden kénnen® Dazu
miissen detaillierte Betriebsanleitungen entworfen werden, die unter an-
derem ,Merkmale, Fahigkeiten und Leistungsgrenzen® enthalten miissen,
was etwa Angaben zur Zweckbestimmung, der Genauigkeiten und weitere
Informationen umfasst.

167 Siehe S.126f.

168 Siehe hierzu Steinrotter/Markert, RDi 2024, S. 400 ff.; zu den verschiedenen von der
KI-VO angesprochenen Arten von Daten siche Braun, KIR 2024, S. 43 ff.

169 Nach Art. 79 Abs.1 KI-VO meint dies ,Risiken fur die Gesundheit oder Sicherheit
der Grundrechte von Personen’.
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« Menschliche Aufsicht

Die Vorgaben zur menschlichen Aufsicht in Art.14 KI-VO gehéren zu
den wohl relevantesten und im Gesetzgebungsverfahren meistdiskutierten
der KI-VO, da sie sich mit einigen grundlegenden Fragen zum Wesen
kiinstlich-intelligenter Systeme befassen und insbesondere damit, inwieweit
Menschen in der Lage sein miissen (oder konnen), KI-Systeme trotz deren
vielfach beschworenen ,Black-Box‘-Charakters!”? durchschauen zu kénnen.
Ein Recht auf menschliche Aufsicht wurde sogar als ,zur digitalen DNA
der EU“ gehorig bezeichnet.””! Daneben sei es Ausdruck eines Verstdndnis-
ses von moralischer Verantwortlichkeit und der Fahigkeit zur Verhaltenszu-
rechnung, die nur Menschen zukomme.1”2

Absatz 1 der Norm stellt die allgemeine Anforderung auf, dass Hochri-
siko-KI-Systeme so zu konzipieren und zu entwickeln sind, ,dass sie wah-
rend der Dauer ihrer Verwendung - auch mit geeigneten Instrumenten
einer Mensch-Maschine-Schnittstelle — von natiirlichen Personen wirksam
beaufsichtigt werden konnen®. Sinn und Zweck der menschlichen Aufsicht
ist nach Absatz 2 die Minderung oder bestenfalls sogar Vermeidung von
Risiken fiir Gesundheit, Sicherheit oder Grundrechte, die entweder da-
durch entstehen konnen, dass das KI-System so verwendet wird wie vor-
gesehen, oder ,im Rahmen einer verniinftigerweise vorhersehbaren Fehl-
anwendung® Die entsprechenden Aufsichtsmafinahmen sind nach Absatz
3 dynamisch zu gestalten, sie richten sich nach den ermittelten oder zu
erwartenden Risiken, dem Autonomiegrad der Systeme oder dem Kontext
der Nutzung dieses Systems. Sie sind entweder technisch in das System zu
integrieren oder in Form von Vorkehrungen, die dann vom Betreiber des
Hochrisiko-KI-Systems umgesetzt werden miissen.

Kern der Norm sowie Gegenstand der bereits angesprochenen Diskus-
sionen sind die konkreten und vielféltigen Anforderungen daran, was die
menschliche Aufsicht leisten kénnen soll. Die Vorgaben hierzu finden sich
in Absatz 4 von Art. 14 KI-VO. Wenig umstritten waren und sind Vorgaben
dazu, dass das Hochrisiko-KI-System so zur Verfiigung gestellt werden soll,
dass dessen Ausgaben etwa richtig interpretiert werden konnen (lit. ¢) oder
dass auch beschlossen werden kann, das System nicht zu nutzen, dessen
Ausgaben zu ignorieren, zu stoppen oder riickgangig zu machen (lit.d),

170 Allg. hierzu Wischmeyer, in: Wischmeyer/Rademacher (Hrsg.), Regulating Artificial
Intelligence, 2020, S. 75 ff. Siehe auch Martini, Blackbox Algorithmus, 2019, S. 28 ff.

171 Gassner, MPR 2023, 5 (7).

172 Dienes, MMR 2024, 456 (457).
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wobei das Stoppen im laufenden Betrieb technisch auch etwa dadurch
sichergestellt werden kann, dass in das System eine ,Stopptaste“ oder ein
ahnliches Verfahren integriert wird, welches eine Unterbrechung des Sys-
tembetriebs gestattet.

Hochumstritten war im Gesetzgebungsverfahren hingegen lit. a der Vor-
schrift. In der finalen Fassung verlangt dieser nun, dass der Mensch, dem
die Aufsicht {ibertragen wurde, in der Lage sein muss,

»die einschldgigen Fihigkeiten und Grenzen des Hochrisiko-KI-Systems
angemessen zu verstehen und seinen Betrieb ordnungsgemifd zu tiber-
wachen, einschliellich in Bezug auf das Erkennen und Beheben von
Anomalien, Fehlfunktionen und unerwarteter Leistung®

Im ersten Kommissionsentwurf war diese Vorschrift noch so gefasst, dass
die mit der Aufsicht beauftragten Personen die Fahigkeiten und Grenzen
des Hochrisiko-Systems ,vollstindig” verstehen (konnen) mussten. Hieran
entziindete sich massive Kritik. Zutreffend wurde festgestellt, dass ein voll-
standiges Verstandnis der Fahigkeiten von KI-Systemen vollkommen unrea-
listisch sei und diese Leistung weder kognitiv erbracht werden kdnne noch
praktisch handhabbar sei.l”? Eine wirksame menschliche Aufsicht setze
voraus, dass sie auch tatsachlich erfolgen konne."”* Mit der durch das Tri-
log-Verfahren gednderten Fassung der Vorschrift wurde hier zumindest der
Versuch unternommen, die Anforderungen auf ein realistisches Fundament
zu setzen.

Besonders beachtenswert bleibt fiir uns ein Einwand Ulrich Gassners
mit Blick auf die besonderen Fihigkeiten KI-gestiitzter Medizinprodukte
und deren ,relevante[r] gegenldufige[r] Faktoren Risiko und Performanz*
Gemeint ist damit, dass besonders in Bereichen der Prazisionsmedizin —
also namentlich auch in unserem Szenario - mit steigender Leistung der
Systeme Risiken gerade durch diese Leistung und die Einbeziehung mul-
tifaktorieller Entscheidungsgrundlagen abnehmen kénnen, was allerdings
teilweise ein Ausbleiben menschlichen Eingreifens voraussetzen kann,
wenn ein ebenbiirtiges menschliches Erfassen dieser komplexen Entschei-
dungsgrundlagen nicht sichergestellt ist."”> Durch die Fassung des Art. 14
Abs. 4 lit. a, wie sie nun verabschiedet wurde, besteht aber zumindest die
Moglichkeit, das Verstdndnis von KI-Systemen adaptiv vorauszusetzen;

173 Gassner, MPR 2023, 5 (9).

174 Gassner, MPR 2023, 5 (9).

175 Gassner, MPR 2023, 5 (9f.) mit dem Beispiel eines Kl-gestiitzten Roboters fiir
Augenchirurgie, Hervorhebung hier.
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auch dadurch, dass ,die einschldgigen Fahigkeiten und Grenzen des Hoch-
risiko-KI-Systems angemessen“’¢ verstanden werden sollen, kann und soll
hiermit wohl auch die Moglichkeit erfasst werden zu verstehen, in welchen
Situationen eine menschliche Aufsicht in Form eines Eingreifens eher zu-
riickhaltend ausgeiibt werden sollte.

Ein weiteres wichtiges Element der menschlichen Aufsicht ergibt sich aus
Art. 14 Abs. 4 lit. b KI-VO. Diese Norm befasst sich mit dem sogenannten
Automatisierungsbias, welchen die KI-VO als ,mogliche [...] Neigung zu
einem automatischen oder iibermafligen Vertrauen in die von einem Hoch-
risiko-KI-System hervorgebrachte Ausgabe“ definiert. Ein solches iiberma-
iges Vertrauen kann vielfache Griinde haben, wie etwa fehlende Aufmerk-
samkeit, die unklare Verteilung von Verantwortlichkeiten oder auch die
schlichte Annahme einer Uberlegenheit automatisierter Systeme.'”” Uber-
mafliges Verlassen auf die Richtigkeit der Ausgaben automatisierter Systeme
kann dann schnell dazu fiihren, dass falsche Ausgaben nicht mehr hinter-
fragt werden, mit allen denkbaren negativen Konsequenzen, die sich daraus
ergeben.”8 Noch zu kldren ist, wie dem Automatisierungsbias in der Praxis
tatsdchlich mit welchen Mafinahmen begegnet werden soll.””?

« Genauigkeit, Robustheit, Cybersicherheit

Schliefllich stellt die KI-VO Anforderungen an Hochrisiko-KI-Systeme be-
treffend deren Genauigkeit, Robustheit und Cybersicherheit in Art.15 auf.
So miissen etwa Angaben dahingehend erfolgen, welches Mafl an Genauig-
keit von einem System erwartet werden kann und worauf diese Einschit-
zung basiert (Absatz 3). Die Robustheit erfasst die Widerstandsfahigkeit
eines Systems

»gegeniiber Fehlern, Storungen oder Unstimmigkeiten [...], die innerhalb
des Systems oder der Umgebung, in der das System betrieben wird,
insbesondere wegen seiner Interaktion mit natiirlichen Personen oder
anderen Systemen, auftreten konnen®

176 Hervorhebung hier.

177 Skitka/Mosier/Burdick, International Journal of Human-Computer Studies (1999)
51, 991 (993).

178 Die Ergebnisse einer explorativen Studie zur Auswirkung einer KI-Unterstiitzung
bei der Bewertung von Hassrede-Kommentaren in sozialen Netzwerken finden sich
bei Gier-Reinartz/Kenning/ Zimmermann, KIR 2024, 170.

179 Erste Uberlegungen hierzu bei Martini, in: Martini/Wendehorst (Hrsg.), KI-VO,
Art. 14 KI-VO Rn. 87 ff.
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Den Anbietern kommt die Pflicht zu, technische und organisatorische
Mafinahmen zu ergreifen, die diese Widerstandsfihigkeit sicherstellen (Ab-
satz4 S.1u.2).

Fiir Hochrisiko-KI-Systeme, die nach dem Inverkehrbringen oder der
Inbetriebnahme weiterhin dazulernen, ist sicherzustellen, dass sogenannte
Riickkopplungsschleifen, die ,das Risiko méglicherweise verzerrter Ausga-
ben, die kiinftige Vorgange beeinflussen® mit sich bringen, minimiert oder
ganzlich vermieden werden (Absatz 4 S. 4). Die Vorgaben zur Cybersicher-
heit umfassen dann im Wesentlichen den Schutz vor unbefugter Manipula-
tion durch Dritte (Absatz 5).

4.3.4.4 Betreiberpflichten

Wir nehmen wie gesagt fiir unseren Fall an, dass es sich bei dem Unikli-
nikum ,lediglich’ um die Betreiberin der durch Frau Navarro und Herrn
Mettin genutzten KI-Systeme handelt, nicht jedoch deren Anbieterin (i.e.
Entwicklerin). Die wesentlichen Pflichten fiir das Klinikum richten sich
dann nach den Art.26 und 27 der KI-VO. Das sieht prima facie nach
einem schlanken Regelwerk aus, aber der Eindruck tduscht: Die Normen
sind lang, namentlich Art. 26 mit seinen zwolf Absitzen, und v.a. nimmt
Art. 26 zahlreiche der zuvor genannten technisch-organisatorischen Anfor-
derungen der Art. 8 ff. in Bezug. Freilich: Die Vorgaben an die Anbieter der
KI-Systeme sind und bleiben um ein Vielfaches linger und vielfaltiger. Sie
haben sicherlich die regulatorische Hauptlast zu tragen. Aber nun zu den
Betreiberpflichten.

o Technische und organisatorische Mafinahmen

Nach Art.26 KI-VO sind die Betreiber von Hochrisiko-KI-Systemen u.a.
dazu verpflichtet, technische und organisatorische Mafinahmen zu treffen,
damit diese entsprechend der jeweiligen Betriebsanleitungen verwendet
werden konnen (Absatz 1). Diese Betriebsanleitungen miissen die Anbieter
der KI-Systeme zur Verfiigung stellen (vgl. den schon erwdhnten Art.13
KI-VO zu den Transparenz- und Informationsbereitstellungs-Pflichten).
Betreiber miissen des Weiteren sicherstellen, dass die Personen, denen
sie die soeben besprochene menschliche Aufsicht tiber die Hochrisiko-
Systeme iibertragen (Art.14 KI-VO), die dazu erforderliche Kompetenz,
Ausbildung und Befugnis besitzen (Absatz 2). Denkbar und naheliegend
scheint in unserem Falle, dass die beauftragten Personen zugleich diejeni-
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gen sind, die die KI-Systeme auch praktisch im medizinischen Einsatz
anwenden, also die Arztinnen und Arzte, hier konkret Frau Navarro und
Herr Mettin.

Die Klinik hat gem. Art. 26 Abs. 4 KI-VO sicherzustellen, dass die Daten,
welche in die verwendeten KI-Systeme eingegeben werden, anhand wel-
cher diese also ihre jeweiligen Zweckbestimmungen erfiillen sollen, dieser
Zweckbestimmung auch entsprechen und ausreichend reprisentativ sind.
So ist beispielsweise sicherzustellen, dass im Rahmen der Nutzung des ,Me-
tastasen-Erkennungs-Systems’ die eingepflegten Daten, hier also etwa CT-
Bilder sowie denkbar auch verbundene Diagnostikreports oder Arztbriefe,
derart aussagekriftig sind, dass das KI-System mit ihnen umgehen kann.
Ein ganz basales Beispiel hierfiir: Wird etwa von der KI ein bestimmtes Da-
teiformat vorausgesetzt, so muss auch sichergestellt sein, dass Eingabedaten
in diesem Format erfolgen.

Die Uniklinik als Betreiberin muss dariiber hinaus den Betrieb laufend
anhand der Betriebsanleitung tiberwachen und bei Anomalien oder im
Fall des Auftretens neuer Risiken den Anbieter in einem bestimmten For-
mat (Art.72 KI-VO) informieren. Weitere Pflichten betreffen besonders
die jederzeitige Zusammenarbeit mit den zustindigen Aufsichtsbehorden
(Art. 26 Abs. 12 KI-VO).

+ Grundrechte-Folgenabschitzung

Nach Art. 27 KI-VO miissen bestimmte Arten von Betreibern zudem eine
sogenannte Grundrechte-Folgenabschétzung durchfithren. Das gilt einmal
fiir Betreiber, bei denen es sich um Einrichtungen des 6ffentlichen Rechts
handelt, das gilt aber auch fiir private Einrichtungen, die 6ffentliche Dien-
ste erbringen. Sie miissen vor der Inbetriebnahme eines Hochrisiko-KI-Sys-
tems eine Abschitzung dahingehend durchfithren, welche Auswirkungen
fiir Grundrechte die Verwendung ihres Systems haben kann.

Wihrend unser Uniklinikum als Einrichtung des o6ffentlichen Rechts
ohnehin erfasst sein diirfte, gilt diese Vorgabe aber auch fiir private Kran-
kenhéuser, da diese mit dem Bereich der Gesundheitsversorgung Aufgaben
im offentlichen Interesse erbringen.!8°

Die Folgenabschitzung muss Informationen enthalten hinsichtlich des
Verfahrens, in dem das KI-System Einsatz erfahren soll, Angaben zum
Zeitraum und der Haufigkeit seines Einsatzes, Kategorien der Personen
und Personengruppen, die von seiner Verwendung im spezifischen Kon-

180 Siehe Erwédgungsgrund 96 zur KI-VO.
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text betroffen sein konnten, eine Identifizierung ,spezifische[r] Schadens-
risiken’; eine Beschreibung und natiirlich auch Umsetzung der menschli-
chen Aufsicht sowie eine Angabe dahingehend, welche Mafinahmen zu
ergreifen sind, wenn Risiken tatsdchlich konkret werden. Diese Angaben
sind in einem vorgegebenen Musterformat an die sogenannte Marktiiber-
wachungsbehorde (vgl. hierzu Art. 70 KI-VO) weiterzuleiten.

4.3.4.5 Zulassigkeit des Einsatzes der KI-Systeme im Fall ,,Herr Miiller®

Nach diesen allgemeinen Uberlegungen wollen wir abschlieffend auch
noch auf die Zuléssigkeit des Einsatzes der im Fall konkret beschriebenen
KI-Systeme eingehen, soweit wir das mit den vorliegenden Informationen
konnen. Kurz gesagt: Gegen die Zuldssigkeit im Bereich der Bilderkennung
und -auswertung diirfte grundsitzlich wenig sprechen, solange eben alle
Vorgaben der KI-VO betreffend die technische Ausgestaltung und das
Vorhalten technischer und (menschlicher) organisatorischer Mafinahmen
eingehalten werden. Diese Vorgaben sind erfiillbar, tatsdchlich hatte der
Unionsgesetzgeber beim Erlass der KI-VO radiologische und @hnliche KI-
Anwendungen als zwar regelungsbediirftige, aber grundsatzlich gesellschaft-
lich dezidiert erwiinschte Anwendungen sicherlich vor Augen.!®!

Schwieriger zu bewerten ist die Zuldssigkeit des Systems, welches re-
gelmaflige Fotos von Herrn Miillers Gesicht aufnimmt. Die KI-VO ist
grundsitzlich streng, wenn es um den Umgang mit biometrischen Daten
geht, ebenso wie die DSGVO es ist. So ist in bestimmten Konstellationen
etwa die Nutzung von Systemen zur Emotionserkennung untersagt, wobei
freilich fiir medizinische Zwecke Ausnahmen bestehen.!82 Gleichwohl, wir
haben Zweifel, dass das beschriebene System bereits aktuell tatsachlich
im Klinikalltag eingesetzt werden diirfte (Forschungsvorhaben sind gege-
benenfalls anders zu beurteilen!®?):

181 Das sehen wir schon daran, dass die medizinische Diagnostik der erste Einsatz-
zweck von KI ist, den die EU-Kommission in ihrem WeifSbuch zur Kiinstlichen
Intelligenz, COM(2020) 65 final, S.1 erwdhnt hat. Zu praktischen Einsatzzwecken
siehe Jahn/Weif$/Bamberg/Kotter, Die Radiologie 2024, 752 ff.

182 Siehe Art. 5 Abs. 1 lit. f KI-VO. Auch Erwagungsgrund 44 zur KI-VO.

183 Zu speziellen Forschungsausnahmen von den strengen Anforderungen der KI-VO
siche u.a. Art. 57 ff. (auch zu den vieldiskutierten KI-Reallaboren). Siehe mit Blick
auf das Datenschutzrecht hierzu auch schon oben, Fn. 130.
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4.3.4.5.1 Zweifel tatsdchlicher Natur (und eine Kritik am Stil europaischer
Rechtsetzung)

« Hinreichende Genauigkeit?

Diese Zweifel werden zum einen aufgrund fehlender derzeitiger Plausibi-
litat der Performanz eines solchen Systems angemeldet (Art.15 KI-VO).
Zwar liegt tatsdchlich schon eine Studie vor, die sich dieser Frage grund-
satzlich annimmt. Allerdings sind die Ergebnisse noch nicht allzu aussage-
kraftig. Die Rede ist lediglich davon, dass das erstellte KI-Modell eine ,,good
interpretability” aufweist und dass es ,comparable survival prediction accu-
racy to a state-of-the-art model using clinical record data“ aufweise.’* Das
diirfte allerdings nicht ausreichen, um den Anforderungen an die Genauig-
keit eines solchen Systems, wie sie aus Art. 15 KI-VO folgen, zu geniigen. So
gibt Absatz 1 dieser Norm vor, dass ein ,angemessenes Maf} an Genauigkeit
[...]* erreicht werden muss. Was dies genau bedeutet, lasst die Norm offen
und wir koénnen an diesem Beispiel kurz und kritisch aufzeigen, wieso
es fiir Nicht-Juristen zum jetzigen Zeitpunkt nur mit enormem Aufwand
zu bewerkstelligen ist, herauszufinden, was genau unter ,angemessener
Genauigkeit® eines Hochrisiko-KI-Systems zu verstehen ist.

Dass die zentralen Vorgaben der KI-VO bei genauerem Hinsehen derart
vage gefasst sind, ist Absicht, sozusagen ,Rechtsunsicherheit by design’
Grund hierfir ist nicht etwa, dass der Verordnungsgeber den ,Erstauf-
schlag® hinsichtlich der Auslegung des KI-VO-Texts in die Hiande der
Rechtsanwender legen und alles weitere der Rechtsprechung iiberlassen
wollte. Die KI-VO folgt einem von der EU entwickelten Rechtsrahmen,
welcher das unionsweit geltende Format zur Schaffung technischer, soge-
nannter harmonisierter Normen regelt, dem sogenannten New Legislative
Framework. Bedeutsam sind diese Normen vor allem fiir die ebenfalls
durch diesen Rechtsrahmen etablierten Konformititsbewertungsverfahren,
in welchen ex ante die Ubereinstimmung bestimmter Arten von Produkten
mit den fiir sie geltenden Sicherheitsanforderungen tberprift wird (fiir
Medizinprodukte haben wir dieses Verfahren in Grundziigen bereits in
der ersten Station beschrieben). Galt frither der - aufgrund des damit ver-
bundenen immensen Detailaufwandes nicht erfolgreiche!8> — Versuch, dass
solche Vorgaben moglichst detailliert in der jeweiligen Norm selbst geregelt
werden sollen, gestaltet sich das Vorgehen mittlerweile so, dass die in den

184 Hagag et al., arXiv:2306.14596v3, 25.7.2024.
185 Siehe hierzu Klindt, EuZW 2002, 133.
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Unionsrechtsakten aufgestellten Normen nur noch grundlegende Anforde-
rungen angeben und die Detailregelungen durch private Normungsorgani-
sationen erlassen werden, welche hierzu durch die Kommission beauftragt
werden.’¥¢ Die EU-Kommission muss einen solchen Auftrag fiir die kiinfti-
ge Regulierung von Hochrisiko-KI erlassen, das ergibt sich ausdriicklich
aus Art.40 Abs.2 S.1 KI-VO. Tatsdchlich erteilte die Kommission den
Normungsauftrag!®” bereits vor Verabschiedung der KI-VO am 22.5.2023
mittels eines sogenannten Durchfithrungsbeschlusses. Die européischen
Normungsorganisationen CEN und CENELEC sind nun also mit der Aus-
arbeitung der harmonisierten Normen zu Hochrisiko-KI-Systemen beauf-
tragt.188

Nun bleibt allerdings noch zu klaren, welche Wirkung diese harmoni-
sierten Normen entfalten. Die Antwort gibt Art.40 Abs.1 KI-VO, nach
welchem eine Vermutung dahingehend entsteht, dass Hochrisiko-KI-Syste-
me, welche mit den Abschnitt 2 des dritten Kapitels der KI-VO konkre-
tisierenden harmonisierten Normen (gemeint sind die oben genannten
allgemeinen Anforderungen an Hochrisiko-KI-Systeme) iibereinstimmen,
diese Anforderungen auch erfiillen. Freilich ergibt sich daraus zweierlei:
Eine Vermutung kann widerlegt werden und die Verwendung der harmoni-
sierten Normen ist nicht zwingend, wenn auch empfehlenswert. Wir wollen
nach diesem kurzen Exkurs, der am Beispiel des Begriffs der ,Genauigkeit*
vielleicht einen ersten Eindruck des komplexen Weges iiber verschiedenste
Arten von Rechtstexten, der fur Rechtsanwender zu beschreiten ist, um
vom allgemein gefassten Verordnungstext zur tatsachlich konkret notwen-
digen Information zu stoflen (wobei diese Information absolute Sicherheit

186 Kapoor/Klindt, EuZW 2008, 649 (649 f.). Die grundsitzliche Befugnis der Kommis-
sion zum Erlass eines solchen Normungsauftrages ergibt sich aus Art.10 der soge-
nannten Normungsverordnung (EU) Nr.1025/2012 des Européischen Parlaments
und des Rates vom 25. Oktober 2012.

187 Wie Sie merken, ist die Regelungstechnik alles andere als ,straightforward:

188 Art.1 Durchfithrungsbeschluss der Kommission vom 22.5.2023 {iber einen Nor-
mungsauftrag an das Europdische Komitee zur Normung und das Europdische
Komitee fiir elektrotechnische Normung zur Unterstiitzung der Unionspolitik
im Bereich der kiinstlichen Intelligenz, C(2023) 3215 final, mit Anhidngen abruf-
bar unter: https://ec.europa.eu/transparency/documents-register/detail?re
f=C(2023)3215&lang=de (Letzter Aufruf: 11.5.2025). Als wire das Regelungssystem
bis hierher noch nicht komplex genug, sind die konkreten Bereiche, zu denen
harmonisierte Normen entworfen werden sollen, wiederum separat, in Anhang I
des Durchfithrungsbeschlusses angegeben. Fiir die Ausarbeitung dieser Normen
haben CEN und CENELEC das sogenannte ,Joint Technical Committee 21 (JTC
21)“ eingerichtet, https://jtc2l.eu (Letzter Aufruf: 11.5.2025).
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auch nicht bieten kann), nun wieder zuriick zum Fall kommen.!¥® Die
Genauigkeit des Gesichts-Scan-Systems muss angemessen sein — eine An-
forderung, die, wie wir erldutert haben, Stand heute bereits in formeller
Hinsicht schwer zu bestimmen ist.

+ Gesichts-Scan als geeigneter Parameter?

Auch praktisch diirfte die Genauigkeit kaum in hinreichendem Mafle ge-
geben sein. Richtig ist, dass erfahrene Arztinnen und Arzte regelmifig
anhand des dufleren Erscheinungsbildes ihrer Patienten relativ zuverldssige
Riickschliisse auf deren Gesundheitszustand ziehen kénnen. Diese arztli-
che Intuition existiert durchaus, allerdings ist sie einerseits, wie Hagag
et al. selbst schreiben, ,inherently subjective and can therefore exhibit
a high degree of intra- and inter-rater variance!'®* andererseits entbehrt
sie oftmals einer rationalen Erklirungsgrundlage, es fehlt also an einer
nachvollziehbaren und einheitlichen explainability. Uns begegnet hier auf
,menschlich-analoger’ Ebene die Entsprechung eines der Hauptprobleme
im Rahmen eines Einsatzes kiinstlich-intelligenter Systeme: Wenn nicht
erkldrt werden kann, wie ein KI-System zu einer Einschitzung beziehungs-
weise einem Ergebnis gekommen ist, konnen oder wollen wir ihm dann
dennoch unser Vertrauen schenken? Und wie verhdlt sich dies eigentlich
bei der menschlichen Entsprechung?®! Der Expertise einer seit 30 Jahren
in ihrem Fachgebiet titigen Arztin wird sicherlich grofieres Vertrauen ent-
gegengebracht als einer Maschine, auch dann, wenn das Urteil der Arztin
nur oder zumindest zu einem guten Teil auf ihrem Bauchgefiihl (engl.:
,gut feel’) basiert. Gleichzeitig muss auch zugestanden werden, dass dieses
Vertrauen nicht grenzenlos ist. Wir sprechen hier iiber die Frage, inwieweit
arztliche Intuition, manifestiert in der Bewertung des duflerlichen Erschei-
nungsbildes eines Patienten, geeignet ist, eine Uberlebenswahrscheinlich-
keit zu kalkulieren. In der Praxis diirfte sie hier an ihre Grenzen stofien.
In Zeiten einer stetig zunehmenden Zahl von Arzthaftungsprozessen und
steigender Anforderungen an die drztliche Dokumentation wird sich kaum
ein Arzt ohne die nachvollziehbare Angabe handfester medizinischer Pa-
rameter darauf einlassen, Uberlebenswahrscheinlichkeiten anhand seines

189 Fiir weitere Erlauterungen zum Bereich unionaler Normung am Beispiel der KI-VO
siehe McFadden/Jones/Taylor/Osborn, Harmonising Artificial Intelligence, 2021.

190 Hagag et al., 25.7.2024, S. 2.

191 Vgl. zu dieser Frage auch die Ausfithrungen des erkenntnistheoretischen Teilpro-
jekts oben in Kap. 4.3.2 und des medizinethischen Teilprojekts in Kap. 4.3.3.
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Bauchgefiihls anzugeben.!? Hinzuzufiigen ist, dass eine solche Analyse nie
ohne weiterfithrende Griinde erfolgt — ein Faktor, der gleich noch fiir
die dezidiert rechtlichen Vorbehalte gegeniiber dem Einsatz eines solchen
Systems wichtig wird.

Prima facie konnte es deshalb durchaus zu begriifien sein, dass der Ver-
such unternommen wird, den Bereich prognostischer Aussagen alleine auf
visueller Grundlage, der im menschlichen Zugriff an fehlender explainabili-
ty leidet, durch den Einsatz eines kiinstlich-intelligenten Systems einer Ob-
jektivierung zuzufithren und verallgemeinerbare Aussagen zu ermdglichen.

4.3.4.5.2 Zweifel rechtlicher Natur: Art. 22 DSGVO

Die rechtlichen Zweifel an der Zuldssigkeit des Gesichtserkennungssystems
ergeben sich mit Blick auf die Folgen, die die Berechnung eines survival
scores fiir Patienten in fernerer Zukunft mit sich bringen kénnte. An dieser
Stelle gehen wir im Gegensatz zu den vorherigen Ausfithrungen - for the
sake of the argument — einmal davon aus, dass das System hochperformant
lauft und survival scores mit hoher Zuverldssigkeit berechnen kann. Selbst
wenn wir dabei sagen, dass ein survival scoring durch Maschinen ein Vor-
gang ist, den wir an sich als legitim anerkennen und dessen Durchfiithrung
wir akzeptieren oder sogar — um es weniger defensiv zu formulieren —
wiinschen, dann sollte immer noch die Frage gestellt werden, wozu wir das
eigentlich tun.

In unserem Fall stellen die Berechnung der ,Uberlebenswahrscheinlich-
keit bzw. die wahrscheinliche restliche Lebenszeit von Herrn Miiller sowie
die Erfolgsaussichten der Therapie“ prognostische Entscheidungsgrundla-
gen fiir den Assistenzarzt Herrn Mettin dar, nach welchen dieser u.a.
entscheidet, ob bestimmte medizinische Mafinahmen vorgenommen oder
unterlassen werden sollen. Ein iibergrofes Vertrauen auf die Aussage des
Gesichts-Scan-Systems konnte zu einer bedeutsamen Verschiebung der
medizinischen Indikation dahingehend fiihren, dass ein moglicherweise
schlechtes Ergebnis des Gesichtserkennungssystems im Sinne eines gerin-
gen survival scores dazu fihrt, dass die fiir einen Patienten indizierte

192 Lassen wir den Extremfall auflen vor, dass es um die Angabe von Uberlebens-
wahrscheinlichkeiten anhand der érztlichen Intuition geht, dann ist es allerdings
durchaus so, dass dieses einen bedeutenden Anteil an der érztlichen Entscheidungs-
findung in der Praxis haben kann und nicht unterschitzt werden darf, vgl. Van den
Bruel/ Thompson/Buntinx/Mant, BMJ 345 (2012), e.6144.
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medizinische Behandlung nicht mehr auf Heilung, sondern nur noch auf
Beschwernislinderung lautet und ihm somit medizinische Kapazititen vor-
enthalten werden, auf die er ansonsten Zugriff hitte haben kénnen. Im
schlechtesten Fall — und wir betonen hier die spekulative Natur unserer
Uberlegungen - kénnte ein Patient somit nur noch Zugang zu palliativen
Leistungen erhalten, wenn die Berechnung seines individuellen survival
scores keinen Raum mehr dafiir liefle, kurative Mafinahmen an ihm durch-
zufithren und diese Option im weiteren Verlauf seiner ,Behandlung“ nicht
mehr ernsthaft zur Auswahl der verfiigbaren Optionen gehort.

Natiirlich bestiinde immer noch die Moglichkeit, sich eine Zweitmei-
nung einzuholen, in welcher dem Ergebnis des KI-Scans weniger Gewicht
zugestanden oder es gar vollstindig ignoriert wird. Allerdings ldsst die
Beschreibung eines Patienten wie Herrn Miiller, welcher der eigenen Ge-
sundheit offenbar nur einen sekundéren Stellenwert zuweist, eher vermu-
ten, dass drztliche Aussagen so, wie sie getroffen werden, akzeptiert und
Riickfragen womdglich eher unterlassen werden.

Wir bewegen uns hier in einem Bereich, der von Art. 22 DSGVO erfasst
sein konnte. Diese Norm ist eine der bedeutendsten unionalen Vorgaben
hinsichtlich des Einsatzes von KI-Systemen und findet sich vielleicht etwas
tiberraschend nicht in der KI-VO. Sie gibt vor, dass eine von einer Daten-
verarbeitung betroffene Person das Recht hat, ,nicht einer ausschliefllich
auf einer automatisierten Verarbeitung — einschliefilich Profiling — beru-
henden Entscheidung unterworfen zu werden, die ihr gegeniiber rechtliche
Wirkung entfaltet oder sie in dhnlicher Weise erheblich beeintrachtigt®
(Absatz 1).

Eine erhebliche Beeintrachtigung ,in dhnlicher Weise“ liegt vor, wenn
die relevante ,Entscheidung [...] eine nachhaltige, mehr als geringfiigige
Beeintrachtigung der wirtschaftlichen oder personlichen Belange der be-
troffenen Person [bewirkt] [...]“13 Dies ist unter anderem dann der Fall,
wenn die vollautomatisierte Entscheidung eine Person in ihrer kérperli-
chen Integritit oder Gesundheit beriihrt.®* Das konnte hier - je nach
der Verwendung des scores — durchaus zu bejahen sein. Zweifelhaft wiére
natiirlich, ob wir es wirklich mit einer ,ausschliellich auf einer automati-
sierten Verarbeitung beruhenden Entscheidung® zu tun haben. Auch hier

193 Scholz, in: Simitis/Hornung/Spiecker (Hrsg.), Datenschutzrecht, Art. 22 Rn. 38.

194 Martini, in: Paal/Pauly, DS-GVO BDSG, Art.22 DSGVO Rn. 27; Konkret erfasst
ist auch der Zugang zu Gesundheitsdienstleistungen, Hladjk, in: Ehmann/Selmayr
(Hrsg.), DS-GVO, Art. 22 Rn. 11.
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kommt es wieder sehr auf die konkreten Umstande an: Je nachdem, wie
viel Gewicht dem score tatsdchlich fiir welche konkrete Folgemafinahme
beigemessen wird, verschiebt sich die Skala in Richtung ,ausschliefilich
automatisiert®!> Zu beriicksichtigen ist hier auch der sogenannte Auto-
matisierungsbias (dem die KI-VO entgegenwirken mochte'®), demzufolge
Menschen automatisierten Assessments vertrauen, weil sie automatisiert
erfolgen.!”

Allerdings ldsst die DSGVO auch dann, wenn wir eine vollstindig auto-
matisierte Verarbeitung haben, Ausnahmen zu, ndmlich dann, wenn die auf
einer automatisierten Verarbeitung beruhende Entscheidung fiir eine Ver-
tragserfiillung zwischen der betroffenen Person und dem Verantwortlichen
erforderlich ist (Absatz 2 lit.a), eine unionale oder nationale Rechtsvor-
schrift ausdriicklich eine Ausnahme zulasst (Absatz 2 lit. b) oder die voll-
automatisierte Entscheidung mit ausdriicklicher Einwilligung der betrofte-
nen Person erfolgt (Absatz 2 lit. ¢). Allerdings verlangen alle Ausnahmen,
dass sogenannte ,angemessene Mafinahmen zur Wahrung der Rechte und
Freiheiten® der Betroffenen getroffen werden. Und hier diirfte eine kaum
tiberwindbare Hiirde fiir ein System bestehen, wie es hier angedacht ist.
Nicht ausdriicklich in Absatz 3 enthalten, allerdings in Erwégungsgrund 71
vorgesehen, ist in diesem Rahmen, dass die betroffene Person einen An-
spruch auf ,Erlduterung der nach der entsprechenden Bewertung getrofte-
nen Entscheidung haben sollte®. Zwar sind Detailangaben etwa hinsichtlich
der verwendeten KI-Technologie hier nicht erforderlich, aber es muss der
betroffenen Person zumindest erldutert werden, ,welche Beurteilungsmaf3-
stibe der Entscheidung zugrunde lagen und welche Gesichtspunkte und
Erkenntnisse in ihrem Fall ausschlaggebend waren®!®® Wie dies geleistet
werden soll, wenn schon die menschliche Entsprechung auf nicht mehr als

195 Vgl. EuGH, Urt. v. 7.12.2023, Az.: C-634/21 = NJW 2024, 413. Der EuGH stellte in
diesem Urteil, welches sich auf das Kredit-Scoring durch die Schufa bezog, fest, dass
Art. 22 Abs.1 DSGVO auch greift, wenn ein automatisiertes Profiling erstellt wird,
das anschlieffend zur Grundlage einer menschlichen Kreditentscheidung gemacht
werden wird, die immer oder nahezu quasi-deterministisch von der vorhergehen-
den Scoring-Einschatzung ,maflgeblich abhingig” sein wird (S. 415). An dem Urteil
gibt es viel zu kritisieren, vgl. weiterfithrend Marsch/Kratz, NJW 2024, 392 ff. Die
fiir uns wesentliche (und richtige) Aussage des EuGH ist aber, dass das Kriterium
sausschlieBllich automatisiert” skalierbar ist.

196 Vgl. oben S.173.

197 Zum Verhaltnis der Regulierungsregime siehe Radtke, RDi 2024, 353.

198 Scholz, in: Simitis/Hornung/Spiecker (Hrsg.), Datenschutzrecht, Art.22 DSGVO
Rn. 64.
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einem Bauchgefiihl beruht, ist mehr als fraglich; wir gehen davon aus, dass
ein derartiges System deshalb an Art. 22 DSGVO scheitern wiirde - derzeit
zumindest.!?

Ein Blick in den Absatz 4 des Art. 22 DSGVO verrat uns zudem, dass die
Ausnahmen grundsatzlich nicht zuldssig sind, wenn es bei der Datenverar-
beitung um ,besondere Kategorien personenbezogener Daten nach Artikel
9 Absatz 1 geht. Wie wir aus Station 2 wissen, fallen unter diese besonderen
Kategorien auch Gesundheitsdaten. Eine ,Ausnahme von der Ausnahme’
gilt laut Art.22 Abs.4 DSGVO nur in den Fillen des Art.9 Abs. 2 lit.a,
bei welchem eine ausdriickliche Einwilligung der betroffenen Person in die
Datenverarbeitung zu festgelegten Zwecken vorliegt, sowie des Art. 9 Abs. 2
lit. g DSGVO, bei welchem es vorwiegend um die Datenverarbeitung aus
Griinden eines erheblichen offentlichen Interesses geht. Da Letzteres im
Fall von Herrn Miiller nicht einschldgig ist, konnte eine Ausnahme von
Art. 22 Abs. 4 DSGVO hier lediglich durch eine ausdriickliche Einwilligung
des Herrn Miiller angenommen werden. Hierzu fehlen uns allerdings die
Anhaltspunkte. Der Verweis auf eine pauschale Datenschutzerkldrung wird
dahingehend nicht geniigen. Denn in Fillen wie dem hier beschriebenen
muss dezidiert und Kkleinteilig dariiber aufgeklart werden, was fiir KI-Sys-
teme eingesetzt werden sollen und welche rechtlichen und tatséchlichen
Auswirkungen dieser Einsatz fiir den Patienten mit sich bringen kann.

Key take-aways

« Die KI-VO trifft Vorgaben primdr gerichtet an Anbieter und Betreiber von KI-Systemen.
»Nutzer oder ,Betroffene” kennt die KI-VO als Adressaten von Rechten und/oder Pflichten
nicht.

« Anforderungen an Hochrisiko-KI-Systeme umfassen u.a. Risikomanagement, Daten und Da-

ten-Governance, Aufzeichnungspflichten, Transparenzpflichten, menschliche Aufsicht, Ge-

nauigkeit, Robustheit und Cybersicherheit.

Betreiberpflichten umfassen insbesondere bestimmte technische und organisatorische Maf3-

nahmen. Bestimmte Arten von Betreibern miissen zudem eine Grundrechte-Folgenabschat-

zung durchfiihren.

« Die KI-VO ist — untechnisch ausgedriickt - skeptisch, wenn es um Emotionserkennungssoft-
ware geht. Ein grofleres Hindernis stellt aber, vielleicht iberraschend, das Datenschutzrecht
mit Art. 22 DSGVO dar. Die Vorschrift verbietet u.U. nachteilhafte ,vollautomatisierte Ent-
scheidungen®. Ein System zur Berechnung eines survival scores auf Grundlage eines Gesichts-
scans ist daher hochstwahrscheinlich unzulissig.

199 Weiterfithrend zur Bedeutung von Erklirungen und Erklarbarkeit bei der Nutzung
von kiinstlicher Intelligenz Wischmeyer, in: Wischmeyer/Rademacher (Hrsg.), Re-
gulating Artificial Intelligence, 2020, S. 75 (87 ff.).
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4.4 Station 4: Aufkldrung durch einen Chatbot und Bestrahlung

Nach der Diagnose und der Festlegung des Therapieplans, aber noch vor der Bestrahlung
erfolgt die ausfithrliche Information tiber die Behandlungsoptionen und die Aufkldarung von
Herrn Miiller. Ein Tablet mit einem KI-basierten Chatbot wird eingesetzt, um ihn tber die
geplante Bestrahlung und mégliche Komplikationen oder Risiken aufzuklaren. Der Chatbot
bietet Herrn Miiller die Méglichkeit, Fragen zu stellen und weiterfithrende Informationen zu
erhalten. Das trigt dazu bei, dass Herr Miiller ein besseres Verstindnis seiner medizinischen Si-
tuation entwickeln kann. Auf diese Weise wird eine umfassende und personalisierte Aufklarung
ermoglicht.

Dabei wird an Herrn Mettin, den betreuenden Arzt, auch tibermittelt, welche Riickfragen Herr
Miiller an den Chatbot hatte, um abschdtzen zu konnen, wie gut Herr Miiller informiert ist. So
kann er gegebenenfalls das Gespriach mit Herrn Miiller suchen und ist auf etwaige Probleme
wihrend der Behandlungen, die eine Mithilfe von Herrn Miiller erfordern, eingestellt (z.B. beim
Verhalten im OP ohne Vollnarkose oder im CT, MRT, ...).

Wihrend der Bestrahlungssitzungen wird Herr Miiller auf einer speziellen Liege positioniert.
Eine individuell angefertigte Maske sorgt dafiir, dass der Kopf wihrend der Bestrahlung absolut
ruhig bleibt. Regelmaflige Kontrollen und Anpassungen des Bestrahlungsplans stellen sicher,
dass die Therapie optimal verlduft und mogliche Nebenwirkungen minimiert werden.

4.4.1 Soziologische Betrachtung: Die Technisierung des Vertrauens durch
Chatbots und die Personalisierte Medizin

Stephan Grafimann und Sabine Pfeiffer

4.4.11 Einleitung

Nach der Kl-unterstiitzten Diagnostik und Therapieplanung wird unser
Patient Herr Miiller in der vierten Station durch einen KI-gestiitzten Chat-
bot hinsichtlich der bevorstehenden Bestrahlung aufgekldrt. Der Einsatz
von Chatbots zur Patientenaufkldrung ist ein weiteres paradigmatisches
Beispiel fiir zukiinftige Einsatzmdglichkeiten und -ideen von KI im Ge-
sundheitswesen. Seit der Entwicklung und rasanten Verbreitung von gene-
rativen KIs??? wie ChatGPT, DeepSeek oder Google Gemini haben sich
die Anwendungsmaglichkeiten von KI nochmals erweitert und fokussieren
neben den diagnostischen und therapeutischen Bereichen zunehmend auch

200 Generative KI-Anwendungen sind KI-Systeme, die in der Lage sind, neue Inhalte
wie Texte, Bilder, Musik oder Videos zu erstellen. Damit simulieren diese KI-Syste-
me Kreativprozesse, wodurch bestehende soziale und kulturelle Produktionsformen
technisch neu konfiguriert werden.
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den kommunikativen und interaktiven Anteil medizinischer Leistungser-
bringungen. Insbesondere KI-Systeme die auf LLMs (Large Language Mo-
dels)?%! basieren, ermdglichen es (zumindest in der Theorie), nicht nur
automatisierte Gesprache zu fithren, sondern komplexe medizinische Sach-
verhalte zu verarbeiten, wodurch die Informationsvermittlung gegeniiber
den Patient:innen verbessert und personalisiert werden soll. Durch den
Einsatz derartiger KI-Anwendungen werden dementsprechend zumeist ef-
fizientere Behandlungsverldufe und eine stirkere Personalisierung des Auf-
klarungsprozesses angestrebt. Zugleich erdffnet der Einsatz von KI) und
datengetriebenen Methoden jedoch auch neue, komplexe Fragenstellungen:
Wie viel Personalisierung steckt tatsiachlich in einer digitalisierten, Daten-
und KI-gestiitzten Behandlung, und inwiefern fithrt die zunehmende Da-
tenzentrierung in der Medizin zu einer Reduktion der Patient:innen auf
algorithmisch verarbeitbare Parameter?

In diesem Abschnitt wollen wir uns zundchst auf den Einsatz von
Chatbots im medizinischen Setting konzentrieren. Dabei wollen wir insbe-
sondere die Auswirkungen derartiger Anwendungen auf die Arbeitspraxis
und das Verhiltnis zwischen Arzt bzw. Arztin und Patient:in betrachten
und zugleich kritisch hinterfragen, wie grof$ das Anwendungspotenzial von
Chatbots in der Medizin ist. Daran anschliefSend méchten wir die Rolle der
Personalisierung und Datenzentrierung in der Medizin ndher betrachten
und beleuchten einige mogliche Implikationen fiir die zukiinftige Gesund-
heitsversorgung.

4.4.1.2 Chatbots in der (professionellen) Medizin

Neben KI-Anwendungen zur Bildverarbeitung und -analyse kénnen Chat-
bots zu den prominentesten Vertretern von KI-Anwendungen gezahlt wer-
den. Der geplante Einsatz von Chatbots in der Medizin, genauso wie die
rasant zunehmende private Inanspruchnahme solcher Technologien, ist ein
weiteres Beispiel dafiir, wie digitale Medien zunehmend in unterschiedli-
che Lebensbereiche eingebettet werden und dadurch unsere sozialen Prak-
tiken sowie unser Leben nachhaltig verdndern (Hepp 2020). So hat sich
bereits die Art und Weise, wie sich Patient:innen zu gesundheitsbezoge-

201 Sogenannte Large Language Models sind generative KI-Systeme, die in der Lage
sind, komplexe Sprachmuster zu erkennen und zu reproduzieren. LLMs simulieren
menschliche Sprachverarbeitung, indem sie autonom Texte generieren und rekonfi-
gurieren.
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nen Themen informieren, durch die Digitalisierung grundlegend verdndert
(Bachofner et al. 2024; Konig et al. 2024). KI-Systemen, insbesondere
Chatbots, wird zugetraut, eine tragende Rolle in der zukiinftigen Patient:in-
nenaufklirung und -kommunikation zu {ibernehmen (Morris 2023), in-
dem sie Wissensvermittlung und Entscheidungsprozesse personalisieren
und gleichzeitig effizienter gestalten. Allerdings ist Chatbot nicht gleich
Chatbot. Sie lassen sich zunéchst hinsichtlich ihres Anwendungsbereichs
und ihrer Funktionalitit unterscheiden. Anwendungsbereiche fiir Chatbots
reichen von der Informationsbereitstellung und -vermittlung — wie in unse-
rem Beispiel - iiber die Terminplanung und Patient:inneniiberwachung bis
hin zu telemedizinischen Anwendungsmdéglichkeiten (Sun & Zhou 2023).
Zudem lisst sich grundlegend zwischen den anvisierten Nutzer:innengrup-
pen differenzieren: So kénnen wir etwa Chatbots fir Konsument:innen,
professionelle Anwender:innen oder systemiibergreifende Applikationen
unterscheiden.

Auch wenn die Anwendungen von Chatbots fiir Lai:innen oder Profes-
sionelle unterschiedlich sind, scheint jedoch fiir beide Nutzer:innen-Grup-
pen gleichermaflen zu gelten, dass der Bedarf an effizienten technischen
Lésungen zur Informationsbeschaffung und Recherche grofd ist. Laut einer
Studie der Bertelsmann Stiftung recherchierten zum Beispiel rund 58% der
Patient:innen vor und 62% nach einem Arztbesuch symptom- und krank-
heitsbezogene Informationen im Internet (Bertelsmann Stiftung 2018). Fiir
professionelle Anwender:innen, etwa Arzt:innen und Klinikpersonal, be-
finden sich bereits unterschiedlich spezialisierte Chatbots in der Entwick-
lung, die in die institutionelle Arbeitsumgebung implementiert werden
konnen, exemplarisch zum Beispiel Ada (Ada Health GmbH 2024) oder
Bot MD (BotMD 2024). Derartige professionelle Applikationen sind in der
Lage, zusitzliche klinische Informationen zu integrieren, wie Laborparame-
ter und Funktionsdiagnostiken. Auch wenn sie aktuell eher die Ausnahme
bilden, lédsst sich fiir vergleichbare Anwendungen von einem hohen Nut-
zungspotenzial ausgehen. So gaben in einer Befragung unter Radiolog:in-
nen rund 72% der Teilnehmenden an, regelmiflig ihr Smartphone oder
Tablet fur medizinische Recherchen zu nutzen (Schleder et al. 2017).

Wihrend sich die Internetrecherchen also schon in der Gegenwart zu
einer zentralen Informationsquelle — sowohl fiir Professionelle als auch
Lai:innen - entwickelt hat, schreitet die technische Entwicklung von Chat-
bots in Siebenmeilenstiefeln voran (Azzopardi et al. 2024). Einige Chat-
bots wie ChatGPT iibertreffen dabei lingst die Leistung menschlicher
Fachdrzt:innen bei der Beantwortung spezifischer Priifungsfragen. So be-
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antwortete der ,UroBot-40', ein auf ChatGPT basierender Chatbot, Fragen
zur urologischen Facharztpriifung zu 88,4% korrekt und iibertraf damit
die Leistung des allgemeinen ChatGPT ebenso wie die durchschnittliche
Leistung von Urolog:innen, die bei etwa 69% lag (Hetz et al. 2024). Die
Ergebnisse werfen die Frage auf, inwiefern Chatbots zukiinftig als hilfreiche
oder gar unverzichtbare Assistenzsysteme in der medizinischen Ausbildung
und Praxis etabliert werden konnten. KI-gestiitzte Chatbots konnten in
Zukunft etwa dazu beitragen, unnétige Folgeuntersuchungen zu vermeiden,
insbesondere solche, die mit einer erheblichen Belastung fiir den:die Pati-
ent:in einhergehen, wie in unserem Beispiel etwa die Strahlenexposition bei
bildgebenden Verfahren. In einem solchen Szenario konnten KI-Chatbots
etwa als sekundire Entscheidungsinstanzen im Sinne eines ,Decision Sup-
port‘ dienen, um die diagnostische Entscheidungsfindung zu unterstiitzen.

Ob die erwiinschte Reduktion unnétiger Folgeuntersuchungen in Zu-
kunft wirklich eintritt, ist allerdings unklar. Auch ein Anstieg von Fol-
geuntersuchungen ist ein denkbares Resultat. So birgt die Bereitstellung
einer Vielzahl potenzieller Differenzialdiagnosen zugleich das Risiko, Unsi-
cherheiten in der Diagnostik zu erhdhen und dadurch eine Zunahme an
diagnostischen Verfahren zu subventionieren. Insofern kann die mogliche
Einflussnahme von KI durchaus als ambivalent bezeichnet werden: Einer-
seits ist die Hoffnung grof}, Chatbots konnten zukiinftig die Versorgung
weiter rationalisieren und die Effizienz verbessern, andererseits erhohen
sie potenziell die diagnostische Unsicherheit und kénnten sich so durch
die verstarkte Nutzung ressourcenintensiver Verfahren ins Negativ ihrer ur-
spriinglichen Intention verkehren. Diagnostische (entscheidungsunterstiit-
zende) Chatbots unterliegen somit den gleichen Limitationen wie ihre bild-
auswertenden Pendants. Es gilt letztlich, den Spagat zwischen Sensitivitat
und Spezifitit zu meistern,?°2 um ein gleichermaflen arbeitspraktisch hand-
habbares als auch professionell verlassliches Tool zu konstruieren.

Aktuell fehlt es noch an belastbaren Daten zum Einfluss von KI auf me-
dizinische Entscheidungsprozesse aufierhalb von experimentellen Settings.
Die Auswirkungen von Chatbots auf die kognitiven Entscheidungsheuristi-
ken von Arzt:innen ist daher ein wichtiges Forschungsdesiderat. Inwiefern
beeinflusst die zusétzliche Informationsverarbeitung durch KI kognitive

202 Vgl. dazu auch unsere Uberlegungen in Kap. 4.3.1, S. 139ff.
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Verzerrungen, wie etwa den Verfiigbarkeits-293 oder Bestitigungs-Bias?04?
Weiterfithrende Untersuchungen in diesem Bereich konnten helfen, das
Verhiltnis zwischen menschlicher Expertise und maschineller Unterstiit-
zung besser zu verstehen.

4.4.1.3 Chatbots in der Patient:innenkommunikation

Neben den professionellen Chatbots etablieren sich zunehmend auch Kon-
sument:innen-Chatbots, z.B. in Form von Smartphone-Apps. Diese bieten
sich als einfachere und verlédsslichere Alternative zu klassischen Suchma-
schinen und Enzyklopddien an und verfolgen das erklarte Ziel, einerseits
die Informationsvielfalt des Internets bei der Recherche fiir den Laien bzw.
die Laiin herunterzubrechen und andererseits dazu beizutragen, Symptome
auf eine Haupt- und wenige Differenzialdiagnosen zu beschrinken. Durch
die Vereinfachung der Informationsbeschaffung soll das Gesundheitssys-
tem entlastet, Unsicherheiten minimiert und die Selbstkompetenz der Pati-
ent:innen erhoht werden (WEF 2024). Gleichzeitig konnte dadurch zudem
die Emanzipation von Patient:innen und deren Health Literacy**> langfris-
tig gestarkt und so zu einer Demokratisierung?’® der Gesundheitsversor-
gung beitragen werden.2”

203 Der Verfiigbarkeits-Bias (engl. availability bias) bezeichnet eine kognitive Verzer-
rung, die die menschliche Tendenz beschreibt, leicht verfiigbare oder leicht abruf-
bare Informationen {iberzubewerten. In der Folge werden mitunter Zusammenhén-
ge oder Inhalte tiberschitzt, die kiirzlich erlebt wurden, an die man sich leicht
erinnert oder die besonders auffillig sind.

204 Auch beim Bestitigungs-Bias (engl. confirmation bias) handelt es sich um eine
kognitive Verzerrung. Diese bezieht sich auf die Neigung von Menschen, Informa-
tionen zu suchen, zu interpretieren oder zu erinnern, die mit ihren bestehenden
Uberzeugungen konform gehen oder ihre Erwartungen bestitigen. Widerspriichli-
che Informationen oder solche, die nicht in das vorherrschende Bild passen, werden
mitunter abgewertet oder sogar ignoriert.

205 Health Literacy (dt. Gesundheitskompetenz) bezeichnet die Fihigkeit von Men-
schen, Gesundheitsinformationen zu finden, zu verstehen, zu bewerten und anzu-
wenden, um fundierte Entscheidungen in Bezug auf ihre Gesundheit zu treffen.

206 Unter einer Demokratisierung des Gesundheitssystem versteht man u.a. eine Ver-
besserung der Zugénglichkeit und Teilhabe von breiten Bevolkerungsgruppen an
Gesundheitsressourcen und -entscheidungen, aber auch die Forderung einer akti-
veren Rolle von Patient:innen. Damit impliziert eine Demokratisierung mitunter
auch eine Abkehr von hierarchischen Strukturen und eine Hinwendung zu einer
egalitéreren Verteilung von Wissen, Verantwortung und Ressourcen.

207 Vgl. dazu auch Kap. 4.3.1, S.150f.
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Ermoglicht werden diese Zugewinne durch die Auslagerung der Infor-
mationsbeschaffung, -kommunikation und Aufklarung an KI-Systeme und
in die Verantwortung der Patient:innen selbst. So ist der Einsatz von KI
im Kontext der Kommunikation an grofle Hoffnungen gekniipft. Allerdings
wirft er Bedenken hinsichtlich der Qualitit der Kommunikation und der
zwischenmenschlichen Beziehung zwischen Patient:innen und Fachkriften
auf. Fiir Patient:innen wichtige Aspekte wie Vertrauen, Empathie und die
wahrgenommene Qualitdt der Interaktion konnten durch den fehlenden
menschlichen Kontakt beeintrachtigt werden. Aber auch mit Blick auf das
Fachpersonal stehen sich positive und negative Aspekte gegeniiber. Insbe-
sondere vor dem Hintergrund der gewiinschten (zeitlichen) Entlastung des
Personals stellt sich zum Beispiel die Frage, ob bzw. inwiefern KI hier eine
tatsdchliche Unterstiitzung bieten kann und wie Beschiftigte im Gesund-
heitswesen diesem Anwendungseinsatz gegeniiberstehen.

Daher haben wir in unserer Befragung Beschaftigte im Gesundheitswe-
sen gefragt, wie sinnvoll sie den Einsatz von KI in unterschiedlichen An-
wendungsbereichen finden wiirden. Die Ergebnisse zeigen einmal mehr,
wie wichtig eine Unterscheidung hinsichtlich unterschiedlicher Anwen-
dungsbereiche derartiger Technologien ist. So zeigt die Auswertung, dass
sich die Mehrheit der von uns befragten Beschiftigten im Gesundheitswe-
sen durch den Einsatz von KI fiir die im medizinischen Alltag anfallende
Kommunikation generell wenig bis keine Entlastung erwarten (56%), ob-
wohl rund 63% oft oder sehr oft unter zeitlicher Belastung stehen. Dariiber
hinaus halt mit 63% bzw. 64% die iberwiegende Mehrheit insbesondere die
Kommunikation von Diagnoseinformationen in Richtung Patient:innen
und Angehorige fiir kaum bis gar nicht sinnvoll.
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Abb. 4: Wie sehen Beschiiftigte im Gesundheitswesen den Einsatz von KI in
der Kommunikation — und unter welchem Zeitdruck stehen sie?

M gar nicht sinnvoll
B kaum sinnvoll
sinnvoll
sehr sinnvoll
11% 11%
26%
26% 28%
40%
Therapie- Entscheidung Unterstiitzung
empfehlung T uch: T pi chfiihrung .

In Hinblick auf den in unserem Fallbeispiel eingefiithrten Chatbot stellt
sich somit schon vorab die Frage, inwiefern dieser eine Entlastung dar-
stellen bzw. zu einer Qualitdtssteigerung der Behandlung beitragen kann.
Der Chatbot in unserem Fallbeispiel klart Herrn Miiller zunéchst perso-
nalisiert iber die bevorstehende Therapie auf. Anschlieflend flieflen die
daraus gewonnenen Daten in den Behandlungsprozess ein. Es ist davon
auszugehen, dass der Chatbot versuchen soll, etwaige Fragen einfithlsam
und patient:innenorientiert zu beantworten. Gleichzeitig soll die KI eine
Bewertung des Aufkldarungsprozesses generieren, die an den behandelnden
Arzt Herrn Mettin tibermittelt wird. In diesem Zusammenhang stellt sich
die Frage, wie die Begutachtung der Auswertung des Aufklarungsprozesses
in den Arbeitsprozess eingegliedert wird. Wie wird diese Auswertung dar-
gestellt? Wird Herrn Mettin immer ein Ergebnis angezeigt oder nur, wenn
es Probleme mit der Aufkldrung gab? Dariiber hinaus steht zur Diskussi-
on, wie sich die durch den Chatbot gewonnenen Informationen auf die
Arzt:in-Patient:in-Interaktion auswirken und ob es dabei zu einer Verande-
rung des Verhiltnisses zwischen formaler und informeller Kommunikation
kommt. Ist Herr Mettin etwa bemiiht, sich stirker an standardisierte, for-
mal-rechtliche Formulierungen zu halten, um mdgliche Haftungsrisiken
zu minimieren, wodurch die emotionale, zwischenmenschliche Dimension
der Kommunikation in den Hintergrund tritt?
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Der Fall von Herrn Miiller zeigt, dass der Einsatz eines Chatbots zur
formalen Strukturierung der Aufklarung beitragt, wiahrend der personliche
Austausch zwischen Arzt bzw. Arztin und Patient:in potenziell verkiirzt
wird. Wie genau aber die Kommunikation zwischen Chatbots und Pati-
ent:innen in Zukunft gestaltet und umgesetzt wird, wére wahrscheinlich
von Hersteller zu Hersteller unterschiedlich. Vorausgesetzt die Rahmenbe-
dingungen lassen es zu, hitte die durch Chatbots avancierte Personalisie-
rung der Patient:innenaufkldrung durch KI sicher das Potenzial sich positiv
auf die Wissensvermittlung auszuwirken. Sie kénnte jedoch auch zu einer
Entfremdung in der Arzt:in-Patient:in-Beziehung fithren, da wesentliche
zwischenmenschliche Aspekte wie Empathie oder nonverbale Kommuni-
kation potenziell verkiirzt werden. Mit anderen Worten wird der bereits
knapp bemessene Kontakt zum drztlichen Personal dadurch weiter limi-
tiert. Dies konnte letztendlich die Unsicherheit in der Behandlung erhohen
und zu einer Abnahme des Vertrauens fithren (Vogd 2018). Zuletzt lie3e
sich hinterfragen, ob eine personalisierte Aufkldrung wirklich etwas Neues
ist, denn auch im persdnlichen Aufklirungsverfahren durch Arzt:innen
gehen diese ja individuell mit ihren Patient:innen um.

So wird die Arzt:in-Patient:in-Interaktion traditionell als ein intersub-
jektives Verhiltnis betrachtet, in dem Vertrauen, Kommunikation und
Empathie zentrale Rollen spielen (Vogd 2020). Mit dem Einsatz von KI,
wie im Fall von Herrn Miiller durch den Chatbot, wird dieses Verhéltnis
hybridisiert: Ein nichtmenschlicher Akteur - die KI - tritt hier in das
Vertrauensverhaltnis ein und ibernimmt Aufgaben der Wissensvermittlung
wie auch der emotionalen Unterstiitzung. Der Patient, Herr Miiller, hat
zwar die Moglichkeit, Fragen zu stellen, allerdings handelt es sich dabei
nicht um eine intersubjektive Kommunikation zwischen zwei menschli-
chen Akteuren, sondern um eine Mensch-Maschine-Interaktion. Dadurch
verdndert sich die Dynamik der Interaktion ebenso wie die Art und Weise,
wie Wissen vermittelt und verstanden wird. Zwar kann davon ausgegangen
werden, dass die KI dahingehend optimiert wurde, sachlich korrekte und
potenziell einfithlsame Antworten zu geben; trotzdem bleibt fraglich, ob
sie zum Beispiel dieselbe situative Sensibilitdt und individuelle Anpassungs-
fahigkeit wie ein menschliches Gegeniiber aufweisen kann. So wird das
Verhiltnis zwischen Patient:in und Arzt bzw. Arztin durch den Einsatz
der Technik zunehmend externalisiert und/oder technokratisiert und in
diesem Sinne formalisiert. Dies fithrt zu einer hybriden Subjektivierung
des Patienten: Herr Miiller wird nicht mehr als ein bio-soziales Subjekt
betrachtet, sondern als Daten-Subjekt (genauer gesagt als Daten-Objekt),
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dessen Fragen, Reaktionen und Verhaltensweisen von der KI erfasst und
interpretiert werden. Die Technik wird damit gewissermaflen zu einem
Instrument der sozialen Kontrolle, das den:die Patient;in in einen klar
definierten Rahmen von Verstindnis’ und Merhalten' einbettet. Das ist
ein Beispiel dafiir, wie technologische Artefakte nicht nur unterstiitzen,
sondern zugleich menschliches Handeln prégen, limitieren und dadurch
Verantwortlichkeiten verschieben.

Hier stoflen wir - einmal mehr - auf eine scheinbar paradoxe Situati-
on. So spielt insbesondere die direkte Kommunikation und Interkation
zwischen Arzt:in und Patient:in eine entscheidende Rolle fiir das Vertrau-
ensverhéltnis und nimmt dadurch auch Einfluss auf den Therapieerfolg
(Dehn-Hindenberg 2008; Schifer 2020). Gleichzeitig scheinen Chatbots
in ihren fachlichen kommunikativen Fihigkeiten und ihrer simulierten
Empathie echten Arzt:innen iiberlegen: Eine Studie der University of Ca-
lifornia hat das bekannte ChatGPT im Vergleich zu Arzt:innen getestet,
um herauszufinden, wie qualitativ hochwertig die Antworten der KI auf
patientenbezogene Fragen sind. In 79% der Fille bevorzugte ein Gremium
lizenzierter medizinischer Fachkrifte die Antworten von ChatGPT, die als
qualitativ hochwertiger und empathischer bewertet wurden als die von
echten Arzt:innen. Zudem waren die Antworten der KI oft viermal so
lang und somit weit umfassender als die der menschlichen Arzt:innen
(Ayers et al. 2023). So verlockend diese Studienergebnisse auch klingen
mogen, so miissen bei der Interpretation der Ergebnisse doch zumindest
zwei Faktoren einbezogen werden. Zunichst ist ein Chatbot letztlich kein
Arzt und keine Arztin und nicht im gleichen Mafle in organisationale
und strukturelle Arbeitsbedingungen und -abhingigkeiten eingebunden.
SchliefSlich (und diese Art von Belastung kennt ein Chatbot nicht) geben
63% der von uns befragten Beschiftigten im Gesundheitswesen an, immer
oder oft Hetze und Zeitdruck zu erleben (vgl. Grafik oben) - nicht die
beste Voraussetzung fiir einfithlende Gespriche mit Patient:innen. Gleich-
zeitig bleibt es fraglich, inwiefern ein Algorithmus - auch wenn dieser
stets freundlich ist und {iber unbegrenzte zeitliche Ressourcen verfiigt -
den sozialen Kontakt zwischen Menschen ersetzen kann, insbesondere in
einem derartig prekéren Setting wie der Gesundheitsversorgung.

4.4.1.4 Standardisierung vs. Personalisierung

Die Anwendungspraxis von Chatbots, um Patient:innen eine umfassende
und personalisierte Aufklarung zu ermdglichen, wirft die grundlegende
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Fragestellung auf, inwiefern Subjektivitit — bzw. patient:innenspezifische
Individualitat - in einem digitalisierten Kontext standardisierter Informati-
onsvermittlung und -verarbeitung operationalisierbar ist. Oder mit anderen
Worten: Wie viel authentische Personalisierung kann tatsichlich in eine
technologiebasierte, algorithmengesteuerte Behandlung integriert werden?
Diese Frage ist umso gewichtiger vor dem Hintergrund, dass die Aussicht
auf eine Personalisierung der Behandlung eines der grofien Versprechen
darstellt, das viele KI-Anwendungen und Hersteller der medizinischen Ver-
sorgung in Aussicht stellen (Ghebrehiwet et al. 2024; Johnson et al. 2021).
Gleichzeitig basieren die zugrundeliegenden Technologien auf standardi-
sierten und formalisierten Prozessen, die sowohl Begleiterscheinungen als
auch Grundvoraussetzung fiir die Implementation digitaler Technik dar-
stellen. Technisch bedingte Standardisierungsprozesse lassen sich in der
medizinischen Versorgung gleich in mehreren Dimensionen konstatieren
und betreffen unterschiedliche Ebenen und Funktionsbereiche. Nicht nur
auf organisationaler Ebene werden Strukturen und Arbeitsprozesse im Zu-
ge der Digitalisierung standardisiert und formalisiert, dies passiert z.B.
durch die Verbreitung und Anwendung digitaler Dienstpldne, Buchungs-
und Verwaltungssysteme. Ablaufe werden also im Zuge ihrer Digitalisie-
rung auch stirker reglementiert und in feste, vorgegebene Prozesse einge-
bettet, die mitunter wenig Raum fiir Abweichungen bieten. Selbiges ldsst
sich zudem im Umgang mit Daten im Zuge der Patient:innenversorgung
feststellen. So basiert der Einsatz von KI auf Datenmodellen, die mit-
tels algorithmischer Verfahren Merkmale von Patient:innen abstrahieren
und quantifizieren. Mithin wird Personalisierung durch eine immer weit-
reichendere Standardisierung der Datenerhebung angestrebt. Vor diesem
Hintergrund liefle sich diskutieren, welcher Personalisierungsbegrift hier
eigentlich zugrunde liegt bzw. was eigentlich mit der Personalisierung der
Medizin genau gemeint ist. Gemeint ist nicht eine medizinische Renais-
sance eines subjektbezogenen Holismus, also einer medizinischen Praxis,
die den Menschen als einzigartiges Ganzes in den Fokus der Behandlung
riickt. Die Personalisierung in der Medizin versteht sich vielmehr als eine
Form und Steuerung der Behandlungsprézisierung. Durch den Einsatz
von digitaler Technik wie KI und der Standardisierung von Prozessen,
Verfahren und Formaten soll es ermdglicht werden, Patient:innen besser
bzw. genauer entsprechend ihrer (insbesondere physischen) Eigenschaften
zu behandeln. Die technische Personalisierung im Gesundheitswesen ent-
wickelt sich so entlang einer doppelten Logik, durch die versucht wird,
die widerstreitenden Paradigmen der Standardisierung — also der Verein-
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heitlichung - und der Personalisierung - also der Differenzierung und
Spezifizierung - zu integrieren.

Wihrend in der klassischen Arzt:in-Patient:in-Beziehung das medizini-
sche Wissen durch eine direkte, personliche Interaktion gefiltert und an
die spezifischen Merkmale des bzw. der Patient:in angepasst wird, arbeiten
generative KI-Systeme mit einem wissensbasierten Modell, das auf der
Generalisierung und Abstraktion von individuellen Erfahrungen basiert.
Die Individualisierung des Aufklirungsprozesses erfolgt bei KI-Systemen
somit durch die algorithmische Verarbeitung grofler Datenmengen, in de-
nen statistische Wahrscheinlichkeiten und Muster den Informationsfluss
steuern. KI-Modelle prozessieren mitunter Millionen von Datenpunkten,
um sie auf den spezifischen Fall einer bestimmten Patientin herunterzubre-
chen - eine Form von technologischer Personalisierung, die darauf abzielt,
jede:n Patient:in als einzigartigen Fall zu behandeln, allerdings auf der
Grundlage von standardisierten Datenmodellen. In diesem Prozess wird
ein Widerspruch sichtbar: Auf der einen Seite ermdéglicht KI eine stirker
personalisierte Behandlung, die ja tatsdchlich auf den spezifischen Daten
des:der Patient:in basiert. Auf der anderen Seite basiert diese Personalisie-
rung jedoch auf einer algorithmischen Logik, die das Individuum auf mess-
bare, vergleichbare und quantifizierbare Parameter reduziert. Dazu miissen
jedoch zundchst Parameter eingefithrt werden, die technisch messbar sind
und iiber die Menschen bzw. Patient:innen vergleichbar gemacht werden
konnen. Um zu personalisieren, muss also ein Standard entwickelt werden,
ein ,Normalfall; der als Schablone dient, mit der einzelne Fille abgeglichen
werden kénnen. Plakativ gesagt muss das Individuum zuerst der Standardi-
sierung zum Opfer fallen, um im Schatten der Norm wieder Sichtbarkeit zu
erlangen.

Diese technisch induzierte Personalisierung basiert auf einer reduktiven
Betrachtung des Patienten, bei der Daten und Algorithmen die Komplexitit
des Menschen auf einzelne Indizes reduzieren, die objektivierbar, datafi-
zierbar und algorithmisch verarbeitbar sind. In der medizinischen Praxis
lassen sich diese Parameter dann als Teil eines datafizierten und datenge-
steuerten Subjekts (vgl. Kapitel 4.2.1) interpretieren, dessen Individualitat
in den algorithmischen Modellen primar durch statistische Kategorien er-
fasst wird. Die Personalisierung der Medizin basiert so auf einer tiefgreifen-
den Standardisierung der medizinischen Praxis, wodurch Personalisierung
stets an den gesetzten Rahmen der quantifizierbaren Variablen gebunden
bleibt. Gleichzeitig steht diese Entwicklung beispielhaft fiir einen struktu-
rellen Wandel der Modalititen, unter denen Wissen in der Medizin gene-
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riert und vermittelt wird. Denn eine derartig primér technisch zentrierte
und objektivierte Methodik etabliert gleichermafien eine datenfokussierte
Perspektive in der Medizin. Diese zunehmende Gewichtung und Zentrie-
rung auf eine vorrangig technische Logik fithrt indes zu neuen Spannungen
in der Art und Weise, wie Medizin als Praxis verstanden und ausgeiibt wird
oder werden sollte.

Waihrend diese Entwicklungen insbesondere auf eine Steigerung der Ef-
fizienz medizinischer Prozesse abzielen, transformieren sie jedoch gleicher-
maflen die Rolle der Patient:innen und die des medizinischen Personals.
Fiir Letztere stellen sich die transformativen Prozesse insbesondere als eine
weitreichende Umgestaltung der Arbeitsorganisation im Gesundheitswesen
dar. Dabei ldsst sich eine doppelte Technikzentrierung ausmachen. Denn
durch den zunehmenden Einsatz von datenverarbeitenden Systemen gerat
der Mensch einerseits als psychisch-soziales Subjekt zunehmend hinter
seinen bio-physiologischen Parametern ins Abseits der Betrachtung. An-
dererseits fiihrt die voranschreitende Digitalisierung zu einer Dominanz
des Technischen und einer zunehmend technozentrierten Denkweise im
Behandlungskontext und damit in der Arbeit des medizinischen Personals.
Indem essenzielle Funktionen und Tatigkeiten der Arbeitspraxis in digitale
Anwendungen iiberfithrt werden, wird die Funktionslogik dieser Anwen-
dungen aufoktroyiert. Die erfolgreiche Implementation und Anwendung
von digitaler Technik (wie KI) verlangt zundchst, dass sich die Nutzer:in-
nen der Rationalitdt der jeweiligen Anwendungen unterordnen. Damit ist
zum Beispiel die spezifische algorithmische Architektur gemeint, das De-
sign des Frontend bzw. der GUI?® eines Programmes, die Funktionsweise
und der Funktionsumfang der Anwendung im Allgemeinen, die integrier-
ten Schnittstellen in analoge oder andere digitale Formate oder auch die
in die Anwendung eingeschriebenen entwicklungsbedingten Spezifika - in
der Praxis miissen all diese Charakteristiken, Eigenschaften und Anforde-
rungen erlernt und beriicksichtigt werden. Fiir den Preis ihrer Anwendung
ist es also unumganglich, sich mit der Funktionslogik bzw. dem Aufbau von
Programmen zu arrangieren. Uber ihre Anwendung in der Arbeitspraxis er-
halten digitale Anwendungen schliefllich Einzug in die Arbeitsorganisation.
Im Umkehrschluss bedeutet dies, dass Arbeits- und Behandlungsablaufe
entsprechend den Anforderungen technischer Anwendungen konzipiert
und organisiert werden. Wenn etwa die Eingabemaske eines bestimmten
Programms vorsieht, dass zuerst Behandlung A durchgefithrt wird, ehe

208 Grafische Benutzeroberfliche, die Interaktionen uber visuelle Elemente wie Schalt-
flichen und Meniis ermdglicht.
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Behandlung B iiberhaupt im Programm eingetragen werden kann, dann
muss dieser vorgegebenen Reihenfolge letztlich Folge geleistet werden.

Jedoch werden nicht nur Verfahren und Prozesse gemifl den Anforde-
rungen der eingesetzten Technik (re)organisiert. Diese Form der Organisa-
tion dient zugleich der technischen Standardisierung und der Erfassung
patientenspezifischer Daten, die die Voraussetzung fiir die Personalisierung
in der Medizin darstellen. Insbesondere Daten, die aus bildgebenden Ver-
fahren, genetischen Tests, Laborwerten und Anamneseinformationen von
Patient:innen erfasst werden. Sie bilden sodann nicht nur die Grundlage
fiir viele medizinische Entscheidungen, sondern auch fiir eine Re-Evaluie-
rung von Patient:innen als Digital Doubles.?®® Das Verhiltnis zwischen
Standardisierung und Personalisierung verdeutlicht sich auch in unserem
Fallbeispiel in Form der Immobilisierung von Herrn Miiller wahrend der
Bestrahlung durch individuell angefertigte Masken. Diese Mafinahme soll
sicherstellen, dass der Kopf des Patienten exakt ausgerichtet und fixiert ist,
um eine prézise Durchfithrung der Bestrahlung zu gewéhrleisten. Auf der
Ebene des Qualititsmanagements stellt dies eine notwendige Bedingung
tiir eine leitlinienkonforme Bestrahlung dar. Der individuelle Kérper wird
dabei zum Objekt technischer Steuerung; er wird dadurch gewissermafien
,standardisiert; also in eine Form gebracht, die technisch handhabbar ist.
Die Anwendungs- und Nutzungsbedingungen der Technik lassen sich hier
dementsprechend eindeutig als bestimmende Faktoren fiir die Gestaltung
des Arbeitsprozesses ausmachen. Der Mensch als Individuum tritt zuriick,
wihrend das Bedurfnis nach technischer Reproduzierbarkeit in den Vor-
dergrund riickt. So erhéht die voranschreitende technische Entwicklung
den Grad medizinischer Prizision und damit auch Qualitat. Das prézise
Ausrichten des Korpers zugunsten einer zielgenauen und effektiven und
vertraglicheren Behandlung ist sicher eine Form der Standardisierung, fiir
die wenig Gegenspruch zu erwarten ist. Obwohl sich die individuell ange-
fertigte Maske als ein Indiz fiir eine Personalisierung der Behandlung ver-
stehen liefSe, soll das hier angefiihrte Beispiel die funktionale Anpassung an
technische Anforderungen illustrieren. Denn trotz der mafigeschneiderten
Anfertigung der Maske dient diese Individualisierungsmafinahme letztlich
vor allem der Technisierung des Behandlungsvorgangs.

Schlieflich werfen die hier geschilderten Entwicklungstendenzen die
grundlegende Frage auf, ob eine technologisierte und datenzentrierte Medi-

209 Digital Doubles (oder digitale Abbilder) sind virtuelle Repréasentationen von realen
Personen, die durch die Erfassung, Analyse und Verarbeitung personenbezogener
Daten erstellt werden. Vgl. hierzu auch unsere Ausfithrungen in Kap. 4.2.1, S. 83ff.
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zin in der Lage ist, Patient:innen noch als ganzheitliches, lebendiges Sub-
jekt wahrzunehmen, oder ob sie auf eine abstrakte Datenstruktur reduziert
werden, die nur als Spektrum des technisch Verarbeitbaren existiert. Wel-
che Rolle spielen subjektive Erfahrungen und das soziale Vertrauen in einer
Medizin, in der die Persistenz technologischer Systeme zunehmende struk-
turelle Entscheidungsdeterminanten etablieren, die den Raum fiir Informa-
litdt weiter beschranken? Um sicherzustellen, dass die Standardisierungen
nicht auf Kosten der individuellen Bediirfnisse und der interpersonellen
Kommunikation in der Gesundheitsversorgung gehen, ist es entscheidend,
bei der Integration von KI in die medizinische (Arbeits-)Praxis auch die
Bediirfnisse der Patient:innen, der Belegschaft und die Bedeutung und
Funktion direkten menschlichen Kontakts zu beriicksichtigen.

Key take-aways

« Chatbots und Patientensouverdnitét: KI-gestiitzte Beratungstools versprechen eine Starkung
der Patient:innen durch vereinfachten Zugang zu medizinischen Informationen. Allerdings
kénnte dies die zwischenmenschliche Kommunikation verkiirzen und zu einer Entfremdung
in der Arzt:in-Patient:in-Beziehung fithren. Gleichzeitig besteht die Gefahr einer algorith-
misch gelenkten Entscheidungsfindung, die Eigenverantwortung suggeriert, aber Abhéingig-
keiten verstdrken kann.

« Technisierung des Vertrauensverhaltnisses: KI {ibernimmt zunehmend Aufgaben der Wis-
sensvermittlung und emotionalen Unterstiitzung, wodurch sich das Arzt:in-Patient:in-Ver-
haltnis verdndert. Die Verlagerung wichtiger Kommunikation auf Maschinen kann Unsicher-
heiten erhohen und das Vertrauen in érztliche Entscheidungen schwichen.

« Personalisierung durch standardisierte Daten? Wiahrend KI-Systeme personalisierte Medizin
versprechen, basiert ihre Logik auf statistischer Generalisierung und Standardisierung. Die
Individualitat der Patient:innen wird algorithmisch modelliert, wodurch technologische Op-
timierung iiber subjektive Erfahrungswerte gestellt wird.

4.4.2 Erkenntnistheoretische Betrachtung: Wissensvermittlung durch
medizinische KI-Systeme

Rico Hauswald

4.4.2.1 KI als Konversationspartner

Herr Miiller wird durch einen Chatbot iiber die geplante Behandlung und
mogliche Komplikationen und Risiken aufgekldrt. Aus erkenntnistheoreti-
scher Sicht wird an dieser Stelle abermals die Moglichkeit des Erscheinens
von KI-Systemen als testimonialen Quellen und Konversationspartnern
relevant. Der Chatbot konfrontiert Herrn Miiller wohlgemerkt nicht mit
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einem bloflen Text, sondern steht auch fiir Rickfragen zur Verfiigung. Herr
Miiller kann also durchaus eine Art Dialog mit dem Chatbot fithren. Das
wirft die Frage auf, welchen epistemischen Status dieser Dialog besitzt und
inwieweit mit dem Bot eine echte Form von ,,Gesprach® moglich ist.

Fiir den Einsatz von KI als Konversationspartner haben sich durch die
technischen Durchbriiche im Bereich der Large Language Models (LLMs)
- hier wire insbesondere an die Verdffentlichung von ChatGPT 3.5 im No-
vember 2022 zu denken - ganz neue Moglichkeiten ergeben. Die Idee, kon-
versationelle Computersysteme zur medizinischen Aufklirung oder auch
zur Behandlung einzusetzen, ist aber bereits wesentlich élter. Ein bekanntes
Beispiel ist das von Joseph Weizenbaum entwickelte Programm ELIZA, das
1966 verdffentlicht wurde und die Interaktion mit einem Psychotherapeu-
ten simulieren sollte. Obwohl das Programm gemessen an aktuellen LLMs
extrem einfach aufgebaut war und im Wesentlichen auf dem Prinzip beruh-
te, bestimmte Stichworter aus den konversationellen Inputs der Benutzer
aufzugreifen, zeigten sich viele Benutzer beeindruckt von dem Programm
(Bassett 2019). Freilich iibertreffen es aktuelle Systeme bei weitem. Ayers
et al. (2023) haben etwa untersucht, wie aktuelle medizinische Chatbots
von Benutzern bewertet werden. Dabei stellten sie fest, dass die Reaktionen
der Chatbots tendenziell sogar hoherwertig eingeschétzt werden als die von
menschlichen Medizinern, und zwar sowohl im Hinblick auf die Qualitat
als auch auf die Empathie 210

Gleichwohl erscheint es als fraglich, ob wir in diesen Fillen von ge-
nuinem testimonialem Austausch und einer genuinen Konversation spre-
chen sollten. Beispielsweise wird die Fihigkeit, echte Uberzeugungen zu
haben, sowie die Fahigkeit, kommunikative Absichten auszubilden, oft als
Voraussetzung dafiir betrachtet, dass jemand (oder etwas) eine genuine
testimoniale Quelle sein kann. Trotz ihrer beeindruckenden Fahigkeiten
erfiillen aktuelle KI-Systeme diese Voraussetzung nicht. Es wére (hochst-
wahrscheinlich) verfehlt, ihnen echte Uberzeugungen zuzuschreiben, ge-
nauso wie es verfehlt wiére, jhnen echte kommunikative Intentionen zu-
zuschreiben. LLMs werden vor diesem Hintergrund oft leicht abschitzig
als ,stochastische Papageien® (stochastic parrots) bezeichnet, die echten
Sprachgebrauch einigermaflen iiberzeugend simulieren konnen, aber nicht
mehr (Bender et al. 2021).2!

210 Zum Einsatz von aktueller konversationeller KI in der Psychotherapie vgl. auch
Sedlakova/Trachsel (2023).
211 Vgl. dazu auch die etwas ausfiihrlichere Darstellung in Kap. 4.4.3.2.
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Auf der anderen Seite gibt es nun aber die bemerkenswerten phéno-
menologischen Ahnlichkeiten zwischen dem, was beispielsweise aktuelle
LLMs tun, und dem, was menschliche Informanten und Konversations-
partner tun. Viele Autoren haben die Notwendigkeit verspiirt, diesen
Ahnlichkeiten zumindest terminologisch irgendwie Rechnung zu tragen.
Auch wenn KI-Systeme keine genuinen testimonialen Quellen sind oder
keine genuinen Sprechakte titigen konnen, so sind sie fiir eine Reihe von
Autoren doch zumindest die Quellen von ,Proxy-Behauptungen’, ,Quasi-
Behauptungen® oder von ,Quasi-Testimony“ (Arora 2024, Freiman 2024,
Freiman/Miller 2018, Kempt/Bellon/Nahr-Wagener 2021).

4.4.2.2 Informierte Einwilligung

Die Konversation (oder ,,Quasi-Konversation“) von Herrn Miiller mit dem
Chatbot dient primér seiner Aufklarung iiber die geplante Behandlung
und mégliche Komplikationen oder Risiken. Fiir die moderne klinische
Praxis ist dieser Aspekt von zentraler Bedeutung. Arztliche Eingriffe sind
nach heute vorherrschender Meinung nur zuldssig, wenn eine informierte
Zustimmung (ein ,informed consent®) seitens des Patienten vorliegt, dass
der Eingrift in genau der vereinbarten Form durchgefiihrt wird.

Nun ist Herr Miiller aber, wie die meisten Patienten, medizinischer Laie,
besitzt also wenig oder keine eigene Expertise beziiglich der relevanten me-
dizinischen Aspekte. Eine informierte Zustimmung kann er aber nur dann
geben, wenn er diese Aspekte hinreichend verstanden hat. Eine wesentliche
Funktion des Aufklarungsgespréchs besteht vor diesem Hintergrund darin,
Herrn Miiller in einen epistemischen Zustand zu versetzen (ihm das nétige
Wissen zu vermitteln, die relevanten Zusammenhiange zu erlautern usw.), in
dem er giiltig abwidgen kann, ob er den vorgesehenen Eingriff tatsdchlich
wiinscht oder nicht. Die entscheidende Frage ist: Wie kann er grundsitz-
lich in einen solchen epistemischen Zustand versetzt werden, und ist ein
KI-Bot in der Lage, dies zu bewerkstelligen oder dabei zu helfen?

Die erste der beiden Fragen stellt sich regelmafig auch fiir Interaktionen
mit menschlichem medizinischem Personal, und auch hier ist sie alles
andere als trivial. Zwischen denen, die die Aufklarung durchfithren, und
denen, die aufgekldrt werden sollen, besteht in der Regel eine erhebliche
epistemische Kluft. Erstere sind medizinische Experten, die iiber ,esoteri-
sche® Expertise verfiigen, letztere medizinische Laien. Als solchen fehlen
ihnen nicht nur einige einzelne Informationen, die ihnen einfach leicht
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tibermittelt werden konnten (wie es z.B. der Fall ist, wenn eine Person auf
einer Anhohe steht und einer Person weiter unten mitteilt, was sie von
dort aus sieht).?'? Vielmehr fehlt ihnen typischerweise das ganze Geriist
an theoretischen Hintergrundinformationen, der Beherrschung von Fach-
vokabular oder der Kenntnis fachspezifischer Methoden. Expertenwissen
besitzt haufig in mehreren Hinsichten ,esoterischen“ Charakter (Hauswald
2024a, 291f.): Es ist epistemisch esoterisch in dem Sinne, dass Laien der
Wahrheitswert von Propositionen aus der fraglichen Expertise-Doméne
unbekannt ist; es ist semantisch esoterisch, insofern sie noch nicht einmal
ihre Wahrheitsbedingungen kennen (z.B. weil die Propositionen mit fach-
spezifischen Begriffen formuliert sind, die Laien nicht vertraut sind); und
es ist justifikatorisch esoterisch, weil die Laien, selbst wenn sie eine Propo-
sition semantisch verstehen und ihnen deren Wahrheitswert von einem
Experten mitgeteilt wird, sie dessen Begriindungen, warum dies der korrek-
te Wahrheitswert ist, nicht oder nicht ohne grofle Mithen nachvollziehen
kénnen.

Wie kann Wissen, das in diesen verschiedenen Hinsichten esoterisch
ist, an Laien so vermittelt werden, dass diese auf dessen Grundlage eine
informierte Entscheidung treffen konnen? Sicherlich spielen hier verschie-
dene Faktoren eine Rolle, die von Patient zu Patient unterschiedlich aus-
gepragt sein konnen. Einer dieser Faktoren ist der Umfang des bereits
vorhandenen medizinischen Vorwissens des Patienten sowie seiner allge-
meinen kognitiven Fahigkeiten. Bei einem Patienten wie Herrn Miiller,
der nur iiber wenig medizinisches Wissen zu verfiigen scheint, wird die
Aufklarung ceteris paribus schwieriger sein als bei einem Patienten mit
ausgeprégteren Vorkenntnissen. Ein zweiter Faktor ist die zur Verfligung
stehende Zeit. Hitte man mehrere Jahre Zeit, konnte man ein gesamtes Me-
dizinstudium nachholen und den Laien selbst zum Experten machen. Das
ist natiirlich unrealistisch. Im klinischen Alltag ist die Zeit begrenzt, und oft
eilt sogar die Entscheidung, weil dringende Eingriffe vorgenommen werden
miissen oder das Personal noch weiteren Verpflichtungen nachkommen
muss. Gerade bei der ungiinstigsten Konstellation — wenige Vorkenntnisse
und wenig Zeit — scheint es durchaus fraglich, ob iiberhaupt eine Form
von Wissenstransfer moglich ist, die den Patienten in die Lage versetzt, eine
vollgiiltige informierte Zustimmung zu geben. Er wird dann vielleicht ,,aus
dem Bauch heraus® entscheiden, doch wirklich informiert wird man seine

212 Von der Person auf der Anhohe konnte man sagen, dass sie gegeniiber der anderen
epistemisch gesehen einen ,blofen Positionsvorteil“ (,a purely positional advanta-
ge“) besitzt (Gelfert 2014, 20).
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Entscheidung nicht nennen konnen. Der zentralen Stellung des Gebots
einer informierten Zustimmung in der modernen Medizinethik zum Trotz
erscheint es vor dem Hintergrund dieser Uberlegungen in vielen Fillen als
sehr fraglich, ob dieses Gebot in der klinischen Praxis tatsichlich eingehal-
ten wird oder auch nur werden kann.

Es gibt noch einen weiteren Faktor, der einen Einfluss darauf hat, wie
gut die Aufklarung eines Patienten gelingt. In der philosophischen Diskus-
sion Uber epistemische Autoritit sind zunehmend die ,,novizen-orientierten
Fahigkeiten® von Experten bzw. epistemischen Autorititen in den Blick
genommen worden (z.B. Croce 2018). Eine Autoritit besitzt novizen-orien-
tierte Fahigkeiten, wenn sie z.B. in der Lage ist, semantisch oder jusifikato-
risch esoterisches Wissen so darzustellen, dass es fiir den Laien ansatzweise
verstindlich ist. Das lisst sich als eine Art Ubersetzung vorstellen: Kompli-
zierte Sachverhalte werden von ihrem medizinischen Fachjargon bereinigt
und laienverstdndlich ausgedriickt. Eine novizen-orientierte Fahigkeit ist
es auch, das konkrete Anspruchsniveau des Laien zunichst {iberhaupt kor-
rekt zu ermitteln, um die eigenen Erlduterungen dann an dieses Niveau
anzupassen. Die Erlduterungen sollten nicht zu kompliziert sein, aber auch
nicht unnotig unterkomplex. Um das Anspruchsniveau des Laien korrekt
zu ermitteln, bedarf es einer intensiven Interaktion mit ihm, bei der die
Autoritdt durch geeignetes Fragen herausfinden muss, was der Laie schon
weifl bzw. von den bereits erfolgten Erlduterungen verstanden hat. Es be-
darf aber auch epistemischer Empathie (Jager/Malfatti 2021) und einer Sen-
sibilitat fiir die Artikulationen des Laien, der bestimmte Zusammenhinge
womdglich durchaus verstanden hat, sie aber nicht in addquater Fachspra-
che wiedergeben kann.

Wie steht es nun um den Einsatz von KI zur medizinischen Aufklarung?
Lassen sich novizen-orientierte Fahigkeiten in Chatbots implementieren?
In Hauswald (2025a) wird argumentiert, dass aktuelle LLMs durchaus be-
merkenswerte Fahigkeiten besitzen, esoterisches Wissen zu vermitteln und
sich dabei auch unterschiedlichen Schwierigkeitsniveaus anzupassen.?!®
Fragt man etwa ChatGPT danach, ob es unendlich viele Primzahlen gibt,
prasentiert der Bot eine Version von Euklids klassischem Beweis. Wenn
man daraufhin beklagt, nicht alles verstanden zu haben, prasentiert er
den Beweis nochmals in vereinfachter Form, ohne technische Details oder

213 Vgl. auch Malfatti (2025), die argumentiert, dass LLMs, auch wenn ihnen epistemi-
sche Empathie nicht buchstéblich zugeschrieben werden kann, sich dennoch in
einer Weise verhalten kénnen, die sie von einem epistemisch empathischen Akteur
ununterscheidbar macht.
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mathematische Variablen. Wenn man sagt, man habe einen bestimmten
Argumentationsschritt nicht verstanden, erldutert er diesen in groflerer
Ausfiihrlichkeit.

Chatbots konnten im Vergleich mit der Aufkldrung durch menschliches
Personal durchaus in einigen Punkten Vorteile besitzen oder sogar iiber-
legen sein. Der Schwerpunkt der medizinischen Ausbildung liegt zweifel-
los auf der Akkumulation mdglichst umfangreicher esoterischer Expertise,
nicht unbedingt auf der Entwicklung der Fahigkeit, diese Expertise fiir
Laien verstdndlich kommunizieren zu kdnnen. Demgegeniiber sind speziell
dafiir trainierte Chatbots womdglich besser geeignet, diese Vermittlungs-
funktion auszuiiben.

Key take-aways

« Das Kommunikationsverhalten aktueller LLMs ist phdnomenologisch oft kaum noch vom
Kommunikationsverhalten von Menschen unterscheidbar; gleichwohl erscheint es als sehr
fraglich, ob man ihnen den Status genuiner testimonialer Quellen zuschreiben kann oder sie
als genuine Konversationspartner betrachten sollte.

Eine wesentliche Funktion der medizinischen Aufklarung besteht typischerweise in der Ver-
mittlung esoterischen Fachwissens an medizinische Laien, wodurch diese in die Lage versetzt
werden sollen, eine informierte Zustimmung zu anstehenden Eingriffen zu geben.

Ob diese Vermittlung gelingt, hingt von verschiedenen Faktoren ab, zu denen das Vorhan-
densein novizen-orientierter Fihigkeiten seitens des medizinischen Personals gehort. Es
besteht Grund zur Annahme, dass der Einsatz von KI nicht unerhebliche Vorteile bei der
Aufklarung mit sich bringen kann.

4.4.3 Medizinethische Betrachtung: Wissensvermittlung und Empathie

Kathi Beier und Martin Hahnel

4.4.3.1 Einleitung

Herr Miiller hat in dieser Station zum zweiten Mal mit einem Chatbot
zu tun. Wiahrend er bei seiner Aufnahme in der neurologischen Klinik
(Station 1) den Chatbot im Patienten-Tablet erganzend und optional nut-
zen konnte, kommt dieser nun obligatorisch zum Einsatz und ibernimmt
zudem essentielle Aufgaben der Patientenbetreuung. Herr Miiller erhalt
erste wichtige Informationen zu seiner bevorstehenden Behandlung nicht
mehr von einem Menschen - seinem betreuenden Arzt, Herrn Mettin, oder
dem Pflegefachpersonal -, sondern von einer Maschine. Um die ethischen
Dimensionen dieser klinischen Praxis in den Blick zu bekommen, erldutern
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wir im Folgenden zuerst die Technologie, die hinter dem Chatbot steht,
danach den Kontext ihres Einsatzes. Dem ,embedded ethics approach®
entsprechend (vgl. Kap. 4.1.3.1) ist beides wichtig, um die Nutzung von
KI-Chatbots zur Patientenaufkldrung ethisch angemessen bewerten zu kén-
nen.

4.4.3.2 KI-basierte Chatbots

Chatbots - von Englisch: to chat = plaudern, schwatzen; und robot - sind
Computerprogramme oder Apps, die dazu entwickelt wurden, gesprochene
oder geschriebene Sprache zu erkennen und zu verarbeiten, um mit ihren
Nutzer:innen Konversationen zu fithren. Chatbots bestehen heute iibli-
cherweise aus zwei Bestandteilen: einem general-purpose KI-System sowie
einem Interface zum Chatten, also fiir die Ein- und Ausgabe von Sprache
oder Texten. KI-Chatbots wie das vom US-Softwareunternehmen OpenAl
im Mirz 2023 der Offentlichkeit zuginglich gemachte und von Microsoft
unterstiitzte ChatGPT bzw. GPT-4 — GPT steht fiir Generative Pretrained
Transformer — basieren auf sogenannten grofien Sprachmodellen, Large
Language Models (LLM), der heutzutage wohl am weitesten verbreiteten
Art von generativer KI. LLMs generieren Texte, indem sie einen einfachen
Inferenzmechanismus nutzen, der als ,Next-Token-Vorhersage® bekannt
ist. Dabei sagt das Modell voraus, welches Token (Worter, Wortteile oder
Buchstaben) im Vokabular am wahrscheinlichsten das nachste Token in
der Eingabesequenz ist, und gibt es als Ausgabe aus. Durch Iteration dieses
Vorgangs kann das Modell einen menschlich anmutenden geschriebenen
oder gesprochenen Text produzieren.

Das funktioniert, weil die KI-Chatbots technisch sowohl auf Natural
Language Processing (NLP) als auch auf Natural Language Understanding
(NLU) beruhen. Dadurch konnen sie die Anfragen der Nutzer:innen - die
sprompts“ — ,verstehen’, in Sekundenschnelle verarbeiten und per Muster-
erkennung zur Anfrage passende Antworten - ,responses” — generieren.
Chatbots wie ChatGPT koénnen viele verschiedene natiirliche Sprachen
~verstehen’, nicht nur Englisch. Sie reagieren zudem nicht nur auf Fragen,
sondern auch auf Aufforderungen aller Art. Und viele Chatbots sind so
programmiert, dass sie in ihren Antworten scheinbar emotional und selbst-
reflektiert erscheinen. Das alles tragt dazu bei, dass bei ihren Nutzer:innen
der Eindruck entsteht, ein echtes Gesprich zu fithren.
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Moglich ist das alles durch Methoden des deep learning mithilfe neuro-
naler Netzwerke; auf der Basis sehr grofier Mengen von Daten kénnen die
Algorithmen so trainiert werden, dass sie passende Antworten auf Nutzer-
anfragen entwickeln. Der Algorithmus hinter ChatGPT beispielsweise wur-
de auf Grundlage aller frei zuganglichen Inhalte aus dem Internet bis 2022
trainiert. Diese riesige Datenbasis sorgt dafiir, dass er nicht nur ganz be-
stimmte, spezifisch definierte Aufgabenstellungen bearbeiten, sondern fiir
vielféltige Zwecke genutzt werden kann. Doch auch in ihrer Zwecksetzung
beschranktere Chatbots bediirfen fiir das Training der Algorithmen sehr
vieler und ihrem Zweck entsprechend gut aufgearbeiteter Daten. Dennoch
sind immer Fehler, d.h. falsche Antworten das Chatbots - so genannte
,Halluzinationen -, moglich.?* Lee et al. (2023, 1233-34) geben dafiir
Beispiele von ChatGPT und warnen zugleich vor der Gefahr solcher fehler-
haften Ausgaben, gerade in medizinischen Kontexten; die Gefahr ist ihnen
zufolge u.a. auch deswegen so grof§ ist, weil der Chatbot seine Antworten so
iberzeugt verkiindet, dass Nutzer:innen sie oft einfach fiir wahr halten und
nicht noch einmal priifen.

Die rein technischen Grundlagen von Chatbots rufen etliche der ethi-
schen Probleme auf, die wir bereits bei der ersten Station von Herrn
Miillers Patientenweg angesprochen haben (vgl. Kap. 4.1.3). So muss, was
den Input an Daten betrifft, aus Griinden der Gerechtigkeit und der Ach-
tung der Autonomie nicht nur sichergestellt werden, dass in die Nutzung
dieser Daten eingewilligt wurde, sondern auch, dass die fiir den vorgesehe-
nen Zweck des KI-Systems relevanten Faktoren in mdglichst umfassender
Hinsicht erhoben wurden, damit es nicht zu voreingenommenen oder dis-
kriminierenden Ausgaben kommt. Parallel zum GIGO-Prinzip (,garbage
in, garbage out®) spricht Luciano Floridi von einem BIBO-Problem mit
Blick auf die Funktionsweise von Algorithmen: ,bias in, bias out® (Floridi
2024, 3). Zudem weisen Ethiker wie Floridi oder Aimee van Wynsberghe
immer ofter auf die umweltethischen Folgen von KI hin, v.a. hinsichtlich
des enormen Bedarfs an Energie und Kiihlwasser fiir die Rechenzentren,
in denen die bendtigten Datenmengen gesammelt und gespeichert wer-

214 Huckle und Williams (2025) haben mehrere Kategorien solcher LLM-Fehler iden-
tifiziert: (1) Uberanpassung (was z. B. dazu fiihrt, dass Prompts, die bekannten
Ratseln ahneln, trotz erheblicher Anderungen als gleichwertig mit diesen Ritseln
Klassifiziert werden), (2) Mangel an Logik oder gesundem Menschenverstand, (3)
Mangel an raumlicher Intelligenz, (4) falsche mathematische Schlussfolgerungen,
(5) mangelndes Sprachverstindnis, (6) populdrwissenschaftliche Wiedergaben, (7)
Missverstandnisse beim Ziehen von Querverbindungen und (8) unlogische Gedan-
kengdnge.
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den, und die Gewinnung seltener Erden fiir die Herstellung von Chips,
Computern und Smartphones (Falk/van Wynsberghe 2023; Floridi 2024,
7-8; van Wynsberghe 2023). Was das Design der KI-Programme betriftt,
muss aus Griinden ethischer Verantwortung fiir die Nutzer:innen von
Chatbots transparent sein, dass sie es mit einer Maschine zu tun haben,
damit es nicht zu Anthropomorphismus-Fehlschliissen kommt (Fenner
2025, Kap. 3.3.3, 451f.). Zur Transparenz gehort auch, dass Patient:innen
dartiber informiert werden, welche Informationen iiber sie erhoben und
gegebenenfalls weitergeleitet werden. Herr Miiller muss also wissen, dass
der Chatbot seine Interaktionen analysiert und an Herrn Mettin, seinen
Arzt, weitergibt. Es ist wichtig, dass Herr Miiller versteht, wie die Daten
erhoben und verwendet werden. Und was die Output-Seite betrifft, muss
deutlich werden, dass reflexive Plausibilitatspriifungen der vom Chatbot
gegebenen Antworten notwendig sind, damit der Gefahr des automation
bias entgegengewirkt werden kann. Angesichts des digital divide in unserer
Gesellschaft ist Herrn Miiller sicher nicht bewusst, dass der Chatbot mégli-
cherweise auf standardisierte Antworten zuriickgreift und wie stark er sich
an individuelle Fragen anpassen kann.

4.4.3.3 KI-basierte Chatbots in der Medizin

KI-basierte Chatbots werden immer ofter freiwillig im privaten Rahmen
genutzt. Das zeigt die Verbreitung von ChatGPT in den Haushalten welt-
weit ebenso wie die Nutzung von Programmen wie REPLIKA, mit denen
man sich kiinstliche Freunde - sogenannte artificial companions — kreieren
kann, zu denen man dann emotionale Beziehungen aufbaut (vgl. Weber-
Guskar 2021 und 2024). Sehr beliebt sind ebenfalls spezielle Health Chat-
bots, die dabei helfen, Symptome zu checken, Arzttermine zu koordinieren,
Medikamente zu verwalten oder Unterstiitzung bei psychischen Problemen
zu geben. Clark und Bailey (2024, 5-6) geben einen Uberblick iiber zehn
Health Chatbots, die im Jahr 2023 v.a. in Nordamerika viel genutzt wurden,
darunter Systeme fiir die Beratung bei allgemeinen Gesundheitsproblemen
wie auch fiir krebskranke oder an psychischen Belastungen leidende Men-
schen.

Neben der privaten Nutzung werden Chatbots aber auch in Firmen
und Betrieben eingesetzt, etwa als Roboter, die Kunden begriiffen und
erste Informationen geben, oder als virtuelle Assistenten, die im Rahmen
digitaler Angebote Fragen beantworten. In beiden Gestalten halten Chat-
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bots verstdrkt auch in Kliniken Einzug. Man findet sie dort einerseits als
Carebots, d.h. als soziale Roboter, die etwa in der Altenpflege fiir Unterhal-
tung sorgen; andererseits in Form von Softwareanwendungen, die Arzt:in-
nen bei ihrer Arbeit unterstiitzen. So kann man Chatbots dazu nutzen,
Routinetitigkeiten oder sich wiederholende Aufgaben zu iibernehmen, z.B.
Entwiirfe fiir Arztbriefe zu verfassen oder Personaleinsatzplanungen zu
machen. Blease et al. 2024 haben im Februar 2024 die grofite Umfrage zur
Nutzung generativer KI in der klinischen Praxis durchgefiihrt, also mehr
als ein Jahr nach der Einfiihrung von ChatGPT. Jede:r fiinfte der durch
sie befragten Allgemeinmediziner:innen im Vereinigten Konigreich gab an,
LLM-gestiitzte Chatbots bei Aufgaben in der klinischen Praxis zu Hilfe zu
nehmen; dabei war ChatGPT das am héufigsten verwendete Tool. Mehr als
ein Viertel der Teilnehmer:innen, die generative KI nutzten, erklérte, sie zur
Unterstiitzung bei Verwaltungsaufgaben, beim Verfassen von Dokumenta-
tionen nach Patient:innenterminen oder bei der Differentialdiagnose ein-
zusetzen.?!’> KI-Chatbots werden, wie im Falle von Herrn Miiller, aber auch
zur Patientenaufklarung verwendet, d.h. dazu, Patient:innen {iber bevorste-
hende Eingriffe und deren Notwendigkeit und Dringlichkeit zu informie-
ren, einzelne Schritte ihrer Behandlung zu erklaren, Risiken und mogliche
Komplikationen zu erldutern, alternative Behandlungsweisen aufzuzeigen
und Fragen zu beantworten. Ohne Aufklarung konnen Patient:innen nicht
ihre Einwilligung in den Eingriff geben; ohne Einwilligung ist der Eingriff
rechtswidrig.2!® Der Chatbot kommt also an einer duflerst wichtigen und
sensiblen Stelle zum Einsatz.

215 Ein Beispiel aus Deutschland ist das KI-Sprachmodell ,, ARGOS das sich nach einer
Testphase seit August 2024 im Universitatsklinikum Hamburg-Eppendorf (UKE)
im Live-Betrieb befindet und Arzt:innen bei der Erstellung von Arztbriefen unter-
stiitzt. Grundlage von ,ARGO® ist die digitale Patient:innenakte des UKE, die mit
sieben Millionen Fallen eine der grofiten deutschsprachigen multidimensionalen
Sammlungen medizinischer Datensétze bereithilt. Auf Basis der gebiindelten Infor-
mationen, die ,ARGO® als LLM gelernt hat und aus dem aktuellen Patient:innenfall
erhilt, so schreibt das UKE, kann es den Entwurf der so genannten Epikrise am
Ende eines Arztbriefes erstellen, der dann von dem oder der behandelnden Arzt:in
weiter angepasst werden und den vorgeschriebenen stationdren Freigabeprozess
durchlaufen kann (vgl. UKE - Pressemitteilung - Erste KI-Anwendung zur Erstel-
lung von Arztbriefen im UKE im Einsatz).

216 Am Universitatsklinikum in Freiburg wird derzeit am Projekt KIPA gearbeitet,
einem KI-Tool, das zur Patientenaufkldrung auf der radiologischen Station einge-
setzt werden soll. In der Projektbeschreibung heifit es: ,Die Forschenden des Pro-
jekts KIPA wollen den Aufklarungsprozess vor radiologischen Untersuchungen ent-
zerren. Patientinnen und Patienten bekommen die Moglichkeit, sich schon zuhause
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Es spricht einiges dafiir, die Patientenaufklarung zum Teil mit Hilfe eines
Chatbots durchzufithren. Arzt:innen sparen Zeit, weil sie dhnliche und
grundlegende Dinge nicht immer wieder erneut erkliren miissen, sondern
erst dann mit den Patient:innen direkt sprechen, wenn diese durch den
Chatbot bereits hinreichend aufgeklért sind. Patient:innen wiederum erhal-
ten die Moglichkeit, sich jederzeit zu informieren, auch wenn gerade keine
Arztin oder keine Pflegefachperson verfiigbar ist, und die Beratung ihren
Interessen und dem Stand ihres Wissens anzupassen. Aus ersten Studien
geht hervor, dass der Einsatz von Chatbots zur Verbesserung der Service-
qualitdt in Kliniken fithren kann (vgl. Dogan/Gurcan 2024). Gleichwohl
sind wir von einer flichendeckenden Nutzung noch weit entfernt. Die
Frage ist, ob sie aus ethischer Perspektive erstrebenswert ist. Neben den in
unseren vorigen Kapiteln erlduterten, mit der Datensammlung und Daten-
verarbeitung zusammenhéngenden ethischen Herausforderungen gibt es
namlich weitere Bedenken, die wir nun néher betrachten wollen.

4.4.3.4 Ethische Bewertung des Einsatzes von KI-Chatbots

Fiir die ethische Bewertung von KI-Chatbots zur Patientenaufklirung sollte
nicht primér die wahrscheinliche Entlastung und Zeiteinsparung auf Seiten
der Arzt:innen entscheidend sein, sondern das Wohl der Patient:innen,
denn auf dieses ist die medizinische Behandlung ausgerichtet. In unserem
Fallbeispiel ist also nicht so sehr zu untersuchen, ob es fiir Herrn Mettin
nutzlich ist, den Chatbot einzusetzen, sondern viel eher, was das Gutes fur
Herrn Miiller mit sich bringt. Aus diesem Blickwinkel heraus muss zualler-
erst betont werden, dass sich Herr Miiller in einer fiir ihn sehr schwierigen
und belastenden Situation befindet. Er ist besonders vulnerabel: korperlich

via App oder Webportal zu informieren und aufzuklaren. Mogliche Patientenfragen
beantwortet ein KI-unterstiitztes, interaktives Dialogsystem (KIPA): Entlang der
Fragen bislang genutzter Aufklirungsbogen findet ein ,Austausch’ zwischen KIPA
und Patientinnen und Patienten statt. Im Hintergrund wird parallel der digitale
Aufklarungsbogen befiillt. Dabei werden gezielt auch Informationen gegeben und
abgefragt, um Patientinnen und Patienten notwendiges Wissen zu vermitteln. Dies
erleichtert die Aufklarung vor Ort. KIPA vermittelt Informationen auch multimedi-
al, etwa durch Videos von Kernspintomographen. Das System ist lernfdhig und in
der Lage, die Aufklarung stetig zu verbessern. Durch KIPA lasst sich die Aufklarung
vor érztlichen Behandlungen unterstiitzen und personelle Kapazititen freisetzen.
Das medizinische Personal kann so Aufklarungsgespriche effizienter und zielori-
entierter am individuellen Informationsbedarf der Patientinnen und Patienten aus-
richten.”
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geschwicht durch seine Krankheit, aus seinem iblichen Alltag und sei-
nen sozialen Beziehungen herausgerissen durch den Klinikaufenthalt, psy-
chisch belastet durch allerhand Ungewissheiten: Wie wird es weitergehen?
Wird die Behandlung erfolgreich sein? Wie lange wird sie dauern? Welche
Risiken gibt es? Mit welchen Folgen ist zu rechnen? Etc. Zugleich soll er
seine Lage richtig beurteilen, die von den Arzt:innen vorgeschlagenen Ein-
griffe verstehen, ihre Notwendigkeit einsehen, mogliche Komplikationen
abschitzen und tiber alternative Behandlungsmethoden nachdenken, damit
er in den Eingriff einwilligen kann. In solch existenziellen Situationen ist
es wichtig, dass Patient:innen nicht nur korperlich gut versorgt, sondern
auch seelisch gut begleitet werden. Es entsteht ein erhohter Bedarf an
emotionaler Zuwendung und Kommunikation. Wie sinnvoll ist vor diesem
Hintergrund der Einsatz des Chatbots, also einer KI-Maschine?

Schauen wir zuerst auf die Seite der Maschine. Oben wurde bereits
erwihnt, dass Chatbots falsche Antworten geben konnen; das konnen zum
Teil subtile Fehler und Verzerrungen sein, die nicht leicht zu erkennen sind
(vgl. Blease et al. 2024, Lee et al. 2023, 1238). Es stellt sich also die Frage,
wie zuverlédssig KI-Chatbots tatsdchlich sind. Sie stoflen derzeit definitiv an
Grenzen, wenn es um komplexe medizinische Zusammenhange geht, etwa
um seltene Erkrankungen, Interpretationen komplexer diagnostischer Tests
oder die Entwicklung differenzierter und personalisierter Behandlungspla-
ne (vgl. Clark/Bailey 2024, 11; Walker et al. 2023). Sie dennoch einzuset-
zen ist gefahrlich und bedeutet eine Missachtung der medizinethischenen
Grundprinzipien Wohltatigkeit (beneficence) und Nicht-Schadigung (non-
maleficence). Fehlerhafte oder unvollstindige Informationen durch den
Chatbot konnen namlich dazu fihren, dass Herr Miiller falsche Annah-
men iber seine Behandlung trifft, was schwerwiegende Folgen fiir seine
Gesundheit haben kann.?”” Zudem ist klar, dass ein Chatbot Emotionen
vielleicht simulieren, aber nicht wirklich haben kann.?’® Zu Empathie, die

217 Eine explizite Bewertung von Chatbots in der Medizin im Lichte der vier medizin-
ethischen Grundprinzipien von Beauchamp und Childress nehmen Coghlan et al.
2023 vor. Sie berufen sich dabei allerdings auf die von Floridi und Cowls 2019 er-
weiterte Fassung der Prinzipien, die zusitzlich zu Nicht-Schadigung, Wohltétigkeit,
Achtung der Patientenautonomie und Gerechtigkeit das Prinzip der Erkldrbarkeit
(explicability) aufnimmt mit den beiden Unterprinzipien Transparenz (transparen-
¢y) und Verantwortlichkeit (accountability). Zudem beschrinken sie sich in ihrer
Untersuchung auf Chatbots im Bereich der mentalen Gesundheit.

218 Ayers et al. 2023 haben versucht nachzuweisen, dass Chatbots in ihren Antworten
auf Patientenfragen empathischer wirken konnen als Arzt:innen. Das Ergebnis
sollte jedoch in zweifacher Hinsicht zu denken geben: Wie kommen Menschen
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Herr Miiller in seiner Lage so dringend braucht, ist der Chatbot schlicht
nicht fahig. Das kann fiir manche Patient:innen gerade richtig sein; Studi-
en belegen jedenfalls, dass es einigen lieber ist, eine Maschine statt einen
Menschen tiber kérperliche Leiden oder seelische Belastungen zu befragen,
weil das fiir sie weniger schambehaftet ist (vgl. Nadarzynski et al. 2019).
Doch das ist subjektiv und sollte nicht allgemein von allen Patient:innen
angenommen werden.

Wenn wir auf die Seite der Patient:innen schauen, in unserem Fall also
auf Herrn Miiller, dann sehen wir, dass viel davon abhdngt, wie zugéng-
lich er fiir die ihm vorgesetzte Technik ist und wie gut er sie versteht
und handhaben kann. Nicht alle Patient:innen verfiigen iiber die gleichen
technischen Fahigkeiten oder Affinititen. Es ist anzunehmen, dass Herr
Miiller der Technik eher skeptisch gegeniibersteht, und dass die Skepsis
zur Ablehnung werden kann, wenn das Design des Chatbots als irritierend
empfunden wird und seine Bedienung nicht selbsterkldrend ist (vgl. Ellis
et al. 2024, Grassini et al. 2024). Hier besteht also die Gefahr, dass Men-
schen wie Herr Miiller benachteiligt werden, wenn die Aufklarung durch
die KI obligatorisch durchgefiihrt wird. Das wire eine Missachtung der
medizinethischenen Prinzipien der Gerechtigkeit und der Achtung der Pa-
tientenautonomie.

Schauen wir schliellich auf die Seite der Arzt:innen und Pflegefachper-
sonen. Altamimi et al. (2023, 2) schreiben:

»The role of medical professionals is far more multifaceted than simply
diagnosing illnesses or recommending treatments. Physicians and nurses
provide comfort, reassurance, and empathy during what can be stressful
and vulnerable times for patients. This doctor-patient relationship, built
on trust, rapport, and understanding, is not something that can be auto-
mated or substituted with AI chatbots.*

Medizinische Aufklirung ist nicht nur eine Ubermittlung von Fakten, son-
dern auch ein empathischer Prozess; Arzte wie Herr Mettin sollten auf
die Angste und Sorgen ihrer Patient:innen eingehen. Das geht nur iiber
direkten Kontakt und vertrauliche Kommunikation mit ihnen. Durch den
Einsatz von KI-Systemen droht dieser wichtige Aspekt der Arzt-Patient-In-
teraktion verloren zu gehen. Dariiber hinaus muss Herrn Mettin klar sein,
dass er die Verantwortung fiir die Aufklairung von Herrn Miiller behilt,
auch wenn er den Chatbot als Hilfsmittel einsetzt. Herr Mettin muss der

dazu, Maschinen Empathie zuschreiben? Wie schlecht muss es heute um die empa-
thischen Fihigkeiten von Arzt:innen bestellt sein?
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Versuchung widerstehen, zu sehr auf die Arbeit des Chatbots zu vertrauen;
er muss sicherzustellen, dass Herr Miiller die ihm bevorstehende Behand-
lung wirklich vollstindig verstanden hat.

4.4.3.5 Fazit

Auch wenn einige argumentieren, dass die Einholung einer Einwilligung
der Patient:innen nach Aufklarung durch einen KI-Chatbot ethisch vertret-
bar ist, ist aus unserer Sicht grof3e Vorsicht geboten. In keinem Fall darf die
Aufklarung ausschliefllich durch die KI erfolgen; auch ihr obligatorischer
Einsatz ist ethisch problematisch. Im besten Falle kénnen sich KI und
arztliches Ethos hier ergdnzen, ,marrying the best of digital efficiency and
human empathy*, wie Altamimi et al. (2023, 3) schreiben. KI-Chatbots kon-
nen eine Hilfe und Ergdnzung sein, aber sie sind kein Ersatz fiir die zum
Wohl der Patient:innen eingesetzten essentiell menschlichen emphatischen
Fahigkeiten von Arzt:innen.

Key take-aways

« Herr Miiller erhilt essentielle Informationen zur Behandlung nicht mehr vorrangig von
Arzt:innen, also Menschen, sondern von einem Chatbot, also einer Maschine. Ob und wie
diese Technik von Patient:innen angenommen wird, ist von Person zu Person verschieden.
Die Medizin sollte diese Unterschiede in Rechnung stellen und nicht alle Patient:innen gleich
behandeln. Die Patientenautonomie und die Gerechtigkeit konnten gefihrdet sein, wenn
Chatbots verpflichtend genutzt werden. Arzt:innen sollten weiterhin die zentrale Verantwor-
tung fiir die Patientenaufklarung ibernehmen.

« Chatbots nutzen grofle Sprachmodelle (LLMs) zur Textgenerierung, haben jedoch Fehlerpo-
tenzial (,Halluzinationen®).

« Ethische Herausforderungen bei der Nutzung von Chatbots betreffen Fragen des Datenschut-
zes, der Transparenz und verschiedener Bias-Probleme. Es besteht tiberdies die Gefahr der
Fehlinformation und der mangelnden Empathie durch generative KI-Systeme.

« KI-Chatbots konnen drztliche Aufklarung unterstiitzen, diirfen diese aber nicht vollstindig
ersetzen. Eine Kombination aus digitaler Effizienz und menschlicher Empathie scheint hier
ideal.
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4.4.4 Rechtswissenschaftliche Betrachtung: Aufklarung und Einwilligung
aus rechtlicher Sicht

Timo Rademacher und Raphael Schaarschmidt

4.4.4.1 Die notwendige Patienteneinwilligung als Grund fiir die drztliche
Aufklarungspflicht - Hintergriinde

In Station 4 unseres Falles wollen wir uns der &rztlichen Aufklarung aus
rechtlicher Perspektive zuwenden, da diese hier unter Einbeziehung eines
KI-Systems erfolgt und den menschlichen Beitrag an besonders kritischer
Stelle ergénzt.

Einleitend mochten wir zunichst die beiden im Rahmen des Behand-
lungsvertrages sowie der Arzt-Patienten-Beziehung elementaren und kom-
plementéren Bestandteile der Einwilligung sowie der Aufklarungspflichten
besprechen. Beide Elemente sind einfachgesetzlich im BGB normiert. Die
Einwilligung ist in § 630d, die &rztlichen Aufklarungspflichten sind in
§ 630e BGB geregelt. Der erste Satz des ersten Absatzes dieser Norm, in
welchem es heifst, dass der Behandelnde den Patienten ,iiber samtliche fiir
die Einwilligung wesentlichen Umstande aufzuklaren® hat, gibt bereits Hin-
weis auf ihren priméren Zweck. Die Aufkldrung ist in besonderer Weise ge-
koppelt an die Einwilligung des Patienten in die medizinische Behandlung.
In den vorherigen Teilen ging es bereits 6fter um diverse Einwilligungen
des Herrn Miiller, allerdings hatten diese bislang meist datenschutzrechtli-
che Relevanz. Die Einwilligung in die medizinische Behandlung ist eine
andere, wir haben sie in der ersten Behandlungsstation bereits kurz ange-
sprochen, allerdings bislang noch nicht im Detail behandelt. Dass das so
ist, ist auf das Design unseres Referenzfalles zuriickzufithren sowie auf die
Tatsache, dass wir uns zu Beginn auf spezifisch KI-regulatorische Punkte
konzentrieren wollten. Tatsdchlich ist die Einwilligung die entscheidende
rechtliche Grundlage einer medizinischen Behandlung, noch vor dem Be-
handlungsvertrag. Dies hat mehrere Griinde. Zum einen liegt es daran,
dass ohne hinreichende Aufklarung auch heute noch der arztliche Heilein-
griff in Deutschland den Straftatbestand der Korperverletzung erfiillt.?

219 Zuriickgehend auf ein Urteil des Reichsgerichts vom 31.5.1894, in welchem das
Gericht feststellte, dass es ,an sich nicht das Berufsrecht des Arztes, sondern in
erste Reihe der Wille des Kranken ist, welcher den ersteren legitimiert, Korperver-
letzungen straflos zu veriiben, wo sie, von irgendeinem [sic] Dritten veriibt, zu
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Zum anderen begriindet sich dies daraus, dass die Einwilligung seit der
Nachkriegszeit als Ausdruck der Selbstbestimmung des Patienten dient und
verfassungsrechtliche Begriindung erfahren hat. Hierzu gleich mehr.

Das Erfordernis der Patienteneinwilligung ergibt sich einfachgesetzlich
aus § 630d BGB. In dessen erstem Absatz heifit es, dass vor ,Durchfiih-
rung einer medizinischen Mafinahme, insbesondere eines Eingriffs in den
Korper oder die Gesundheit®, der Behandelnde verpflichtet ist, die Einwil-
ligung des Patienten einzuholen. Vom Heileingriff in diesem Sinne sind
alle drztlichen Behandlungsmafinahmen umfasst, die in die korperliche
Unversehrtheit eingreifen, also vor allem operative Eingriffe.??0 Daneben
sind aber auch medikamentdse Behandlungen erfasst.??! Im Grunde geht
es um jede medizinische Mafinahme, die mit einer gewissen physischen Be-
eintrichtigung der kérperlichen Integritit verbunden ist. Das reine Testen
eines Kniereflexes oder das Abhorchen des Brustkorpers mittels Stethoskop
wire hingegen kein ,Heileingriff“ nach dieser Definition.

4.4.4.1.1 Patientenwille als Maxime

Die drztliche Aufklarung gestaltet sich heutzutage fiir viele Patientinnen
und Patienten wohl dhnlich: Vor oder wihrend eines je nach Schwere und
Komplexitit des geplanten Eingriffs unterschiedlich informativen persénli-
chen Gespriches mit den behandelnden Arztinnen und Arzten miissen sie
einen inhaltlich zumeist sehr umfangreichen und regelmiaflig standardisier-
ten Aufklarungsbogen ausfiillen. Er nennt die grundlegenden Fakten des
geplanten Eingriffes und gibt vor allem dariiber Auskunft, welche Risiken
- auch noch so entfernter Natur — der Eingriff mit sich bringt. Es diirfte
wohl nicht allzu gewagt sein zu unterstellen, dass ein grofler Teil der mit
solchen Bogen konfrontierten Patienten mit deren Inhalten {iberfordert ist
und sowohl die Menge der Informationen als auch die konkrete Relevanz
tiir die eigene Behandlung nicht sofort richtig einzuordnen vermag.

strafbaren Delikten werden [...] RGSt 25, 375 (380). Diese Auffassung ist in der
Rechtswissenschaft keineswegs unumstritten, viele Parteien halten sie fiir falsch.
Die Begriindungsansatze unterscheiden sich dabei, einige Auffassungen verneinen
bereits, dass ein arztlicher Heileingriff iiberhaupt den Tatbestand der Korperverlet-
zung erfiillen konne, andere wollen dies davon abhingig machen, ob der Eingriff
nach den Regeln der arztlichen Kunst ausgefiihrt worden ist.

220 Englinder, in: Matt/Renzikowski (Hrsg.), StGB, § 223 Rn. 18.

221 Deutsch/Spickhoff, Medizinrecht, 7. Aufl. 2014, S. 264.
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Bei Herrn Miiller geht es in dieser Station konkret um die Aufkldrung
zu einer radiologischen Therapierung seiner Hirnmetastasen, also einer
Bestrahlung selbiger. Man konnte womdglich auf den Gedanken kommen,
dass es sich bei einer Bestrahlung nicht um einen invasiven Eingriff
handelt, da ja keine Schnitte oder, zumindest bei kunstgerechter Durch-
fithrung, dhnliche, auf den ersten Blick sichtbare kérperliche Folgen zu-
riickbleiben. Bei der Strahlentherapie wird mittels ionisierender Strahlung
erreicht, dass Krebszellen zerstort werden, indem durch die Strahlung
Zell-DNA beschédigt und die Zellteilung somit unterbunden wird, was
ein Absterben der betroffenen Zellen zur Folge hat.2?? Allerdings ist der
verwendete Teilchenstrahl dabei bis heute nicht so prézise, dass eine Mit-
schadigung der DNA gesunder Zellen ginzlich vermieden werden konnte,
wenn diese auch iiber stirkere Reparaturmechanismen verfiigen.??® Viel-
mehr durchkreuzt der Teilchenstrahl den gesamten in seiner Bahn liegen-
den Bereich des menschlichen Korpers und trifft somit auch gesundes
Gewebe vor und hinter den Krebszellen. Aus diesem Grund erfolgt eine
Strahlentherapie {iber mehrere Sitzungen, zwischen denen die gesunden
Zellen die Moglichkeit haben, sich zu regenerieren, die Krebszellen jedoch
absterben und vom korpereigenen Immunsystem entfernt werden.??* Da-
neben wird darauf geachtet, dass die Bestrahlung aus unterschiedlichen
Positionen erfolgt, damit nicht stets dasselbe gesunde Gewebe den Strahlen
auf dem Weg zum Tumor ausgesetzt ist.22>

Die Durchfiihrung einer konventionellen Strahlentherapie unter Anwen-
dung von Gammastrahlung bedeutet nach der Rechtsprechung des Bundes-
gerichtshofs dadurch, dass die Strahlung zumindest durch die Haut dringen
muss, gesundes Gewebe somit miterfasst und deren Zellen entsprechend
mit verandert und schédigt, trotz zumindest teilweiser Heilungsmdglichkeit
einen Eingriff in die kdrperliche Unversehrtheit der so behandelten Perso-
nen und dies auch dann, wenn sie nach entsprechender medizinischer
Indikation und unter Wahrung der Regeln der érztlichen Kunst erfolgt
ist.2%6 Ein solcher Eingriff sei dabei auch kein kleiner, sondern ,erheb-

222 Deutsche Krebsgesellschaft, Strahlentherapie, abrufbar unter: https://www.krebsges
ellschaft.de/onko-internetportal/basis-informationen-krebs/therapieformen/strahle
ntherapie-bei-krebs.html (Letzter Aufruf: 11.5.2025).

223 Ebenda.

224 Ebenda.

225 Ebenda.

226 BGH, Urt. v.19.11.1997, Az.: 3 StR 271/97 = NJW 1998, 1802 (1803).
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lich®??” Neuere Methoden der Strahlentherapie, etwa die sogenannte Proto-
nentherapie, welche gerade bei Hirntumoren Anwendung findet, eréffnen
potenziell deutlich prézisere Moglichkeiten der Bestrahlung, indem die be-
sonderen physikalischen Eigenschaften von Protonen genutzt werden, um
ein Maximum an Strahlenenergie prazise an bestimmte Stellen zu lenken,
sodass nur ein Minimum an Strahlenenergie auf gesundes Gewebe einwirkt
und nach der Zielregion praktisch gar keine mehr (Nutzung des sogenann-
ten ,Bragg Peak®).2?8 Fiir Hirnmetastasen wird derzeit nach Informatio-
nen der Charité Berlin zumeist entweder die sogenannte stereotaktisch
fraktionierte oder die radiochirurgische Behandlung angewandt.??® Beide
Verfahren zeichnen sich durch eine hohe verwendete Strahlendosis und
grofe Prazision zur Behandlung kleiner Gebiete aus.?3® Unabhéngig davon,
welches Verfahren konkret im Falle von Herrn Miiller Anwendung finden
soll, ist fiir eine Strahlenbehandlung seine korrekte Einwilligung jedenfalls
unabdingbar, um den Tatbestand einer Korperverletzung zu rechtfertigen.
Nun mag sicherlich bei der einen Leserin oder dem anderen Leser, je
nachdem wie die eigene Vorkenntnis und die eigenen Einschitzungen in
diesem Bereich sind, ein gewisses Storgefiihl hinsichtlich dieser rechtlichen
Einordnung vorliegen, schliefllich ist es nicht intuitiv ersichtlich, wieso ein
arztlicher Eingriff, welcher den Zweck der Heilung ja sogar im Namen
tragt, als Korperverletzung eingeordnet werden kann. Und mit dieser Ein-
schiatzung wire man auch heute nicht allein. Zunichst aber noch eine
kurze Reise in die Vergangenheit, um die Beweggriinde des Reichsgerichts
in der genannten Entscheidung aus dem Jahre 1894 nachvollziehen zu
konnen. In dem Fall ging es um ein siebenjihriges Méddchen, welches
an einer ,tuberkuldsen Vereiterung des Fufiwurzelknochens® litt. Nach -
medizinisch auch nicht kritisierter — Einschitzung der behandelnden Arzte
hdtte ein Fortschreiten der zugrundeliegenden Infektion zu ,chronischem
Siechtum® und ,schliellich zum Tode“ gefithrt. Nachdem eine partielle
Entfernung des Fufiknochens keinen Erfolg gebracht hatte, entschloss sich
der angeklagte Oberarzt dazu, dem Miadchen den Fuf$ zu amputieren. Das
fithrte dazu, dass die Infektion gestoppt wurde und sich das Kind normal

227 Ebenda.

228 Weber et al., British Journal of Radiology 2020, 93: 20190237, S. 2.

229 https://neurochirurgie.charite.de/leistungen/hirn_und_schaedelbasistumoren/
(Letzter Aufruf: 11.5.2025).

230 https://www.ukw.de/strahlentherapie-und-radioonkologie/schwerpunkte/teleth
erapie-bestrahlung-von-aussen/stereotaktische-bestrahlung-und-radiochirurgie/
(Letzter Aufruf: 11.5.2025).
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weiterentwickelte. Wenn die Amputation also medizinisch erforderlich und
schlussendlich auch erfolgreich war, wieso wurde der behandelnde Ober-
arzt dann angeklagt? Nun, das Problem lag in diesem Fall darin, dass keine
Einwilligung des gesetzlichen Vertreters des Kindes eingeholt worden war.
Ganz im Gegenteil hatte der Vater einer Amputation ausdriicklich wider-
sprochen. Die Begriindung hierfiir habe zum einen darin gelegen, dass der
Vater die mit der Amputation notwendige ,Entstellung?3! seiner Tochter
nicht hinnehmen wollte, zum anderen darin, dass er ,als Anhdnger der
sogenannten Naturheilkunde ein grundsitzlicher Gegner der Chirurgie®
gewesen sei.?3? Aus damaliger wie heutiger Sicht klingt dabei eine grof3e
Unvernunft mit, denn eine Opposition gegeniiber der ohne Zweifel bewie-
senen grundsatzlichen Wirksamkeit chirurgischer Eingriffe mutet absurd
an. Allerdings ldsst sich daraus ebenso damals wie heute keine Unbeacht-
lichkeit eines so geduferten Willens herleiten. Es ist nicht entscheidend, ob
der Wille einer Patientin (bzw. ihres gesetzlichen Vertreters) verniinftig ist,
sondern wie er tatsachlich gedufSert wurde.?3

4.4.4.1.2 Aufklarung als Grundlage der informierten Willensbildung

Mit der Vorgabe, dass nur die Einwilligung seitens des Patienten einen
Eingriff in die kérperliche Unversehrtheit rechtfertigen kann, ist die Ent-
wicklung der Rechtsprechung allerdings noch nicht abgeschlossen. Das
Reichsgericht hatte 1894 zunidchst nur entschieden, dass die Einwilligung
des Patienten das entscheidende Kriterium sei, sich jedoch noch nicht dazu
geduflert, worauf diese Einwilligung eigentlich fufSen miisse, um wirksam
zu sein. Das Aufkldrungserfordernis wurde vom Reichsgericht erstmalig
1941 aufgestellt, als es feststellte: ,Der Arzt ist grundsitzlich verpflichtet,
bevor er einen Kranken um die Einwilligung zu einer Behandlungsart
ersucht, die mit besonderen Gefahren fiir die Gesundheit verbunden ist,
diesen dariiber zu unterrichten.>** Allerdings klingen in dieser Entschei-
dung, getroffen in einer Zeit, in welcher Individualrechte in Deutschland

231 Der genaue Wortlaut dessen, woran sich der Vater gestort hatte, war ein anderer und
kann in RGSt 25, 375 (376) nachgelesen werden, soll hier allerdings wegen seiner
Anstof3igkeit nicht wiedergegeben werden.

232 RGSt 25, 375 (376).

233 Ratajczak, in: Arbeitsgemeinschaft Rechtsanwilte im Medizinrecht eV. (Hrsg.), Ri-
siko Aufkldrung, 2001, S.1 (2).

234 RGSt 168, 206, 213.
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einen duflerst geringen Stellenwert einnahmen, weiter starke Anzeichen
eines paternalistischen Arztverstindnisses an, wenn das Gericht zugleich
zugestand, ,daf$ eine allzu eingehende Belehrung u.U. den beabsichtigten,
ungestorten Heilungserfolg beeintrachtigen kann?3> hier also anklingen
lasst, dass bestimmte Informationen zum vermeintlichen Wohle des Patien-
ten vorenthalten werden konnten. Diese Frage ist auch heutzutage noch
relevant, allerdings wird sie zumeist auf der argumentativen Linie eines
»Rechts auf Nichtwissen® gefiihrt, also einer patientenbezogenen Warte,
welche das Vorenthalten von Informationen von einem entsprechenden
Willen des Patienten abhingig macht und nicht von einer noch so ,gut
gemeinten' drztlichen Absicht.

In der zweiten Hilfte des letzten Jahrhunderts ist das Einwilligungs- und
entsprechend das Aufklarungserfordernis auf ein neues, nun verfassungs-
rechtliches, Fundament gestellt worden. Das BVerfG formulierte es so:

»Das Erfordernis der Einwilligung auch zu diagnostischen, zu vorbeu-
genden und zu Heileingriffen hat seine normative Wurzel in den grund-
legenden Verfassungsprinzipien, die zu Achtung und Schutz der Wiirde
und der Freiheit des Menschen und seines Rechts auf Leben und kérper-
liche Unversehrtheit verpflichten, Art.1 Abs.1, Art.2 Abs.1, 2 GG. [...]
Verfehlt wire es, dem Kranken oder Gebrechlichen, weil seine Gesund-
heit oder sein Korper bereits versehrt seien, nur ein gemindertes Maf§ an
Selbstbestimmungsrecht zuzusprechen, und deshalb Eingriffe zum Zwe-
cke der Diagnose, Vorbeugung, Linderung, Besserung oder Behebung
eines Leidens dem Erfordernis der Einwilligung zu entziehen oder nur
geringere Anforderungen an die Einwilligung und das in ihrem Rahmen
gebotene Mafd an Aufklarung zu stellen. [...] Auch der Kranke oder Ver-
sehrte hat das volle Selbstbestimmungsrecht iiber seine leiblich-seelische
Integritat.2%6

4.4.4.1.3 Umfang korrespondierender Aufkldrungspflichten

Mit der Bedeutung der Patienteneinwilligung ist somit auch schon viel hin-
sichtlich des Umfangs der korrespondierenden Aufkldarungspflichten gesagt.
Die arztliche Aufklarung muss alle Informationen tiber den konkreten me-
dizinischen Eingriff umfassen, die der Patient benétigt, um eine informierte

235 RGSt 168, 206, 213.
236 BVerfG, Beschl. v. 25.7.1979, Az.: 2 BVR 878/74 = NJW 1979, 1925 (1931).
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Entscheidung treffen und eine tatsdchlich auch seiner Selbstbestimmung
entsprechende Einwilligung tatigen zu konnen. Die Aufkldirung muss somit
denklogisch vor der Einwilligung erfolgen und ,fiillt sie ihrem Inhalt nach
aus“?¥ Eine Einwilligung kann nicht weiter gehen als das, was der Patient
weifs, und dies entspricht eben regelméfliig dem, woriiber aufgeklart wur-
de.238

Im Wesentlichen zu unterscheiden sind die drei Bereiche der Diagnose-,
der Verlaufs- und der Risikoaufklirung.?*® Chronologisch beginnend gilt
es, im Rahmen der Diagnoseaufklirung den Patienten dariiber aufzuklaren,
dass er krank ist, woran er leidet, und ob seine Krankheit einer medizini-
schen Behandlung bedarf4® Im Rahmen der Verlaufsaufkldarung ist der
Patient angemessen {iber die Art des geplanten Eingriffes, dessen Umfang
sowie die genaue Durchfithrung zu informieren.?#! Die Rechtsprechung
stellt in diesem Rahmen grundsitzlich keine detaillierten Anforderungen,
sondern setzt voraus, dass die Verlaufsaufklarung ,.im Grofien und Ganzen®
erfolgt, damit der Patient ,eine ergebnisbezogene Entscheidungsgrundlage®
erhdlt.?*2 In gewisser Weise ist es damit auch in die Verantwortung des
Patienten gestellt, bei Unklarheit oder weitergehendem Aufklarungsbediirf-
nis nachzufragen.?*3 Diese Vorgabe sollte allerdings nicht dazu verleiten,
die Aufklarung lapidar anzugehen, es ist trotzdem iiber ,sdmtliche fiir
die Einwilligung wesentlichen Umstinde® aufzukldren.?** Ein strengeres
Pflichtenprogramm besteht in jedem Fall dann, wenn es fiir einen Patienten
mehrere, echte, also gleichermaflen geeignete und indizierte Therapiemdg-
lichkeiten gibt.2*> Zum weiteren wesentlichen Inhalt der Verlaufsaufkldrung
gehort es, dass verglichen werden muss, welchen weiteren Verlauf die Er-
krankung bei Nichtbehandlung wahrscheinlich nehmen wird und welche

237 Spickhoff, in Spickhoff (Hrsg.), Medizinrecht, § 630e BGB Rn. 1.

238 Ebenda.

239 Katzenmeier, in: Laufs/Katzenmeier/Lipp (Hrsg.), Arztrecht, Kapitel V. Aufkla-
rungspflicht und Einwilligung Rn.14; Kern, in: Laufs/Kern/Rehborn (Hrsg.),
Handbuch des Arztrechts, § 66 Inhalt und Umfang der Aufklarung Rn. L.

240 Katzenmeier, in: Laufs/Katzenmeier/Lipp (Hrsg.), Arztrecht, Kapitel V. Aufkla-
rungspflicht und Einwilligung, Rn.14; Kern, in: Laufs/Kern/Rehborn (Hrsg.),
Handbuch des Arztrechts, § 66 Inhalt und Umfang der Aufkldrung, Rn. 2.

241 Katzenmeier, in: Laufs/Katzenmeier/Lipp (Hrsg.), Arztrecht, Kapitel V. Aufkla-
rungspflicht und Einwilligung, Rn. 14.

242 OLG Dresden, Beschl. v. 10.11.2023, Az.: 4 U 906/23, Leitsatz 3.

243 BGH, Urt. v. 28.11.1972 = NJW 1973, 556.

244 Spickhoff, in: Spickhoff (Hrsg.), Medizinrecht, § 630e BGB Rn. 3.

245 Kern, in: Laufs/Kern/Rehborn (Hrsg.), Handbuch des Arztrechts, § 66 Inhalt und
Umfang der Aufklarung Rn. 33 u. 34.
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4.4 Station 4: Aufkldrung durch einen Chatbot und Bestrahlung

Auswirkungen und gegebenenfalls auch Nebenfolgen zu erwarten sind,
wenn dem geplanten Eingriff zugestimmt wird.24

Last but not least die Risikoaufklirung: Hier muss der Behandelnde
den Patienten iiber die mit dem konkret geplanten Eingriff verbundenen
Gefahren aufkldren. Auch hier gilt jedoch grundsitzlich, dass nicht iiber
jedes noch so entfernte Risiko aufgekldrt werden muss. Dabei ist wiederum
nicht die Vermittlung wissenschaftlichen Detailwissens gefordert, sondern
die Aufkldrung soll den Patienten mit Blick auf die Risiken seines Eingrif-
fes angemessen in die Lage versetzen, eine verantwortungsbewusste und
seinem Selbstbestimmungsrecht zur Geltung verhelfende Entscheidung zu
treffen.24

Das hier nur sehr grob umrissene Aufklarungsprogramm dient also pri-
mir dazu, dem Patienten zu ermdglichen, sein Selbstbestimmungsrecht,
welches sich in der Einwilligung manifestiert, vollumfénglich ausiiben zu
konnen. Dabei gilt es, derart angemessen aufzukldren, dass die fiir den Pati-
enten notwendigen Informationen erdrtert und zur Grundlage von dessen
Einwilligung gemacht werden konnen, zugleich aber keine Uberforderung
dergestalt stattfindet, dass alle noch so entfernt moglichen medizinischen
Eventualititen erldutert werden. Wichtig ist vor allem die Orientierung an
dem konkreten Patienten und eine Einbeziehung aller fiir diesen persénlich
relevanten Umstidnde. Grundsitzlich klingt das nach einem ausgeglichenen
und sinnvollen Konzept.

4.4.4.1.4 Divergenz zwischen theoretischem Anspruch und Realitit

Die Frage, die sich deshalb stellt, ist, weshalb die Realitdt oftmals eher
so wie eingangs beschrieben aussieht, dass also das personliche Gesprich
kurz, der schriftliche Aufklirungsbogen dagegen lang und inhaltlich du-
Berst umfangreich ist. Grund dafiir diirfte letztlich die Sorge vor Haftung
sein, und zwar vor Schadens- ebenso wie vor strafrechtlicher Haftung.
Die Aufklarungspflichten, die eigentlich auf die Stirkung der Selbstbestim-
mung des Patienten gerichtet sind, seien mittlerweile, so liest man in der
einschldgigen Fachliteratur, zur wesentlichen Grundlage érztlicher Haftung

246 Quaas, in: Quaas/Zuck/Clemens, Medizinrecht, § 14 Die Rechtsbeziehungen zwi-
schen Arzt (Krankenhaus) und Patient, Rn. 92; Katzenmeier, in: Laufs/Katzenmei-
er/Lipp, Arztrecht, Kapitel V. Aufklarungspflicht und Einwilligung, Rn. 14.

247 Quaas, in: Quaas/Zuck/Clemens, Medizinrecht, § 14 Die Rechtsbeziehungen zwi-
schen Arzt (Krankenhaus) und Patient, Rn. 93.
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4.4.4 Rechtswissenschaftliche Betrachtung

geworden: IThre Verletzung werde immer dann behauptet, wenn eigentlich
arztliche Kunstfehler angegriffen werden sollen, diese aber nicht bewiesen
werden konnten.2*8 Die Reaktion der Arzte und Kliniken kann daher sein,
im Zweifel lieber deutlich zu viel aufzukldren statt zu wenig bzw. ange-
messen. Umfassende Aufklarungsbdgen konnen hier also Rechtssicherheit
schaffen. Faktisch unterminieren sie aber den Zweck der Aufklarung. Denn
die personliche und auf den einzelnen Patienten bezogene Aufklirung mit
dem Ziel, diesem hinreichendes Verstindnis dafiir zu ermdoglichen, worin
er genau einwilligt, wenn er sich fiir die Durchfithrung eines medizinischen
Eingriffes entscheidet, bleibt auf der Strecke, wenn stattdessen eine Art
,one size fits all“Ansatz gewéhlt wird, welcher dann aber oftmals nur
eine partielle Uberschneidung mit dem konkreten Fall bedeutet, und diese
Uberschneidung des Weiteren auch nicht immer ohne Probleme erkennbar
ist.2# Als mafigebliche Ursache dieser defizitdren Aufklirungspraxis wer-
den dabei auch die umfangreichen Vorgaben gesehen, die das Recht und
die Rechtsprechung an die Aufklarung stellen und die nicht mehr in jedem
Fall erfiillt werden konnten.?>0

4.4.4.2 Ubernahme der Aufklirung durch KI?

Zumindest theoretisch liefle das soeben Gesagte durchaus den Schluss zu,
dass die Nutzung kiinstlich-intelligenter Systeme im Rahmen der Patienten-
aufkldrung gegeniiber dem menschlich-analogen Status quo einen echten
juristischen Mehrwert bieten konnte, insbesondere in der Form, welche
durch unseren Fall beschrieben wird. Der hier zum Einsatz kommende
Chatbot erlaubt Riickfragen und bietet so die Moglichkeit personalisierter
Aufkldrung. Es scheint also, als ob er der arztlichen Aufklarung wieder zu
ihrem urspriinglich angedachten Zweck verhelfen kénnte, namlich dazu,
dem konkreten Patienten iiber seine je spezifischen Krankheits- und Be-
handlungsumstinde aufzukldren und ihm damit - hochtrabend-juristisch
gesagt — zur Verwirklichung seines Selbstbestimmungsrechts zu verhelfen.
Praktisch stellen sich dabei jedoch besonders zwei Probleme, wobei wir an
dieser Stelle unterstellen, dass die KI sehr gut funktioniert, also insbesonde-

248 Deutsch/Spickhoff, Medizinrecht, 7. Aufl. 2014, S. 265.

249 Eberbach, MedR 2019, 111 ff.

250 Eberbach, MedR 2019, 1 (5 ff.); Katzenmeier, in: Katzenmeier/Bergdolt (Hrsg.), Das
Bild des Arztes im 21. Jahrhundert, 2009, S. 45 (53).
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4.4 Station 4: Aufkldrung durch einen Chatbot und Bestrahlung

re die Anforderungen der Art.13 und 15 KI-VO in Sachen Transparenz,
Interpretierbarkeit und Genauigkeit hervorragend erfiillt.

Das erste Problem bei Verwendung einer solchen sehr guten KI betrifft
die eben besprochene Sorge vor einer Haftung mangels hinreichender Auf-
klirung. Kénnen Arzte sicher sein, dass die von ihnen zur Aufklirung ver-
wendeten Systeme auch hinreichend performant sind, um sicherzustellen,
dass keine relevanten Informationen versaumt und womdglich — berech-
tigter- oder unberechtigterweise — zur spateren Grundlage einer Haftung
gemacht werden? In unserem Fall scheint dies zumindest elegant geldst,
indem Assistenzarzt Herrn Mettin von der KI Bericht hinsichtlich der
Aufklarung erstattet wird. Allerdings ist hierbei zu beachten, dass erkennbar
gewordene Verstindnisprobleme vor Beginn der Behandlung ausgerdumt
werden miissen. Sollte es tatsdchlich — wie im Fall angedeutet — zu Pro-
blemen wihrend der Behandlung kommen, die auf eine fehlerhafte Aufkla-
rung zuriickzufiihren sind, sich Herr Miiller also beispielsweise wiahrend
der Bestrahlung trotz der angefertigten Maske zu sehr bewegt und gesunde
Hirnregionen bestrahlt werden, weil er die Aufklirung nicht verstanden
hat und ihm nicht bewusst war, dass es absolut notwendig ist, wihrend
des Eingriffes still zu liegen, dann wiirde es Herrn Mettin kaum entlasten,
von diesem Problem bereits gewusst zu haben. Im Gegenteil kénnte eine
Nutzung, wie im Fall beschrieben, eine Haftungsverscharfung bedeuten. In
einer reguldr-analogen Aufkldrungssituation besteht fiir den behandelnden
Arzt regelmiéflig nur wenig bis keine Einsicht in die inneren Gedankenpro-
zesse des Patienten. Ob ein Patient Informationen im Rahmen des Aufkla-
rungsgespraches nicht verstanden hat, kann auch ein Arzt regelméfliig wohl
nur dann erkennen, wenn der Patient ihm dies mitteilt oder wenn offen-
kundige Anzeichen hierfiir vorliegen, wie etwa angestrengtes Lesen des
Aufkldarungsbogens, fragende Blicke, unsichere Antworten etc. Die Nutzung
des Chatbots wiirde, wenn sie so wie beschrieben tatsdchlich funktioniert,
ein quantifizierendes Element insofern einbringen, als dass das System
Herrn Mettin eben mitteilt, ,wie gut Herr Miiller informiert ist® Sollte so
eine Quantifizierung iberhaupt moglich sein - etwa durch den Chat-Dia-
log mit konkreten Riickfragen, die weiter gehen als das reine Beantworten
von Ja-/Nein-Fragen -, dann muss bei Anzeichen von Defiziten seitens des
behandelnden Arztes agiert werden, bevor der Eingriff erfolgt. Ansonsten
steht zu befiirchten, dass der Chatbot zusatzliche Haftungsrisiken birgt.

Das zweite Problem betriftt die hier wohl eher theoretische Frage, ob
die Aufklarung tiberhaupt vom Arzt an ein maschinelles System delegiert
werden darf. Da wir aber annehmen, dass das KI-System hier eher als
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Erginzung eingesetzt wird bzw. die ja auch heute genutzte Form der
Aufkldrungsbogen ersetzt, das Aufklarungsgeschehen also weiterhin in der
Hand von Herrn Mettin verbleibt, sollte einer Nutzung aus dieser Richtung
vermutlich wenig entgegenstehen.
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Key take-aways

« Die Einwilligung des Patienten ist aus einer juristischen Perspektive mit das wichtigste Ele-
ment der allermeisten medizinischen Behandlungen, denn sie entscheidet dariiber, ob die
Mafinahme tiberhaupt erlaubt und nicht vielleicht sogar strafbar fiir den Arzt ist.

«+ Die drztliche Aufklarung insbesondere iiber Risiken der Behandlung stellt wiederum die
wichtigste Grundlage fiir die Einwilligung dar; die Patienten miissen wissen, worin sie einwil-
ligen, um ihr sogenanntes Selbstbestimmungsrecht effektiv ausiiben zu kénnen.

« Heutzutage erfolgt die Aufklirung hédufig schematisiert und anhand wenig oder gar nicht

personalisierter Fragebogen, die die Patienten mehr oder weniger allein ausfiillen miissen.

KI, die bei der Aufklarung effektiv und individualisiert assistiert, kann demgegeniiber einen

echten Mehrwert liefern und der Idee der informierten Selbstbestimmung dienen.

Assistiert eine KI, wie im vorliegenden Fall, im Rahmen der Aufklirung, dann kann das

jedoch zugleich erhebliche Haftungsrisiken fiir das arztliche Personal mit sich bringen -

erstaunlicherweise gerade dann, wenn die KI sehr gut funktioniert.
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4.5.1 Soziologische Betrachtung

4.5 Station 5: Nachsorge mit KI-Patienteniiberwachung

Die medizinische Betreuung von Herrn Miiller erstreckt sich bis in die Nachsorge zu Hause.
Mit Hilfe tragbarer Sensoren, so genannter ,Wearables, werden regelmiflig Herrn Miillers
Vitaldaten wie Blutdruck, Herzfrequenz und andere relevante Parameter an eine KI-gestiitzte
App tbermittelt, die die Daten fortlaufend auswertet. Dabei kann die App im KI-gestiitzten
Chat auch Fragen zur richtigen Durchfithrung der Messungen beantworten. Bei Auffilligkeiten
kann das Programm Herrn Miiller informieren und auf Wunsch direkt einen Termin beim
behandelnden Arzt oder der behandelnden Arztin vereinbaren.

4.5.1 Soziologische Betrachtung: Die Nachsorge - From Home Care to
Professionalism and Back Again

Stephan Grafimann und Sabine Pfeiffer

4.5.1.1 Einleitung

Nach der erfolgreichen Bestrahlungstherapie betrachten wir nun, mit der
fiinften Station, die letzte Phase des Patientenwegs von Herrn Miiller. In der
funften Station geht es um das Thema Nachsorge und den Einsatz von KI
zur Uberwachung und Betreuung von Patient:innen. Die postoperative und
posttherapeutische Versorgung von Patient:innen z&hlt in der modernen
Medizin zusammen mit Pravention, Diagnostik und Therapie zu den zen-
tralen Sdulen eines integrativen Versorgungskonzeptes. In dieser Phase soll
zugleich der Therapieerfolg langfristig gesichert und die Lebensqualitit der
Patient:innen durch kontinuierliche Betreuung und frithzeitige Interventi-
on bei Komplikationen verbessert werden. Der Einsatz von KI wirft auch in
diesem Szenario wieder eine Vielzahl unterschiedlicher Fragestellungen auf.
Im Folgenden mochten wir einige davon schlaglichtartig beleuchten und
diskutieren.

Um die méglichen Auswirkungen des Einsatzes von KI in der medizini-
schen Nachsorge besser einordnen und bewerten zu kénnen, méchten wir
sowohl die gegenwirtige Praxis der Nachsorge kurz umreiflen als auch
diese in ihre jiingere historische Entwicklung einordnen. Ziel dessen ist es,
die aktuellen Prozesse und dariiberhinausgehende Anzeichen fiir Verande-
rungspotenziale durch KI-Technologien aufzuzeigen.
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4.5.1.2 Entwicklungstendenzen der Nachsorge

Zunichst moéchten wir den Stellenwert der Nachsorge in der medizinischen
Versorgung sowie ihre gegenwirtige Form einmal genauer betrachten. Die
Nachsorge als eigenstindiger Aufgaben-, Versorgungs- und Organisations-
bereich, wie wir sie heute kennen, etablierte sich schrittweise im Zuge der
Professionalisierung und Spezialisierung der Medizin. Erst mit der Entste-
hung der modernen Medizin im Laufe des 19. Jahrhunderts, verbunden
mit dem Aufkommen von spezialisierten medizinischen Disziplinen, wurde
die allgemeine Versorgung zunehmend professionalisiert, wodurch auch die
Nachsorge vermehrt in die entstehenden Gesundheitsinstitutionen iiber-
antwortet (Schaper 1987) wurde. Der medizinische Fortschritt und die da-
mit verbundene Professionalisierung des Gesundheitswesens verdnderten
die Art und Weise, wie Behandlungen durchgefiihrt wurden, als auch die
gesellschaftliche Wahrnehmung von Krankheit und Gesundheit.?>! Mit der
voranschreitenden Uberfithrung lebensweltlicher Aspekte in medizinische
Kategorien (Medikalisierung?>?) erfuhren Diagnose und Behandlung durch
medizinische Institutionen eine gesteigerte Relevanz. Gleichsam stehen
diese Entwicklungen auch fiir ein Umdenken in der Wahrnehmung von
Krankheit und Gesundheit (Conrad/Barker 2010). Damit einher ging (und
geht) natiirlich eine zunehmende Einflussnahme medizinischer Diskurse
und Akteur:innen auf gesellschaftliche Normen, das individuelle Verhalten
und auf soziale Strukturen. Der Prozess der Medikalisierung ldsst sich
somit auch als ein machtstrukturelles Phanomen fassen, d.h. als eine gesell-
schaftliche Entwicklung, durch die professionellen Akteur:innen und me-
dizinischem Fachwissen die Deutungsmacht {iber bestimmte Phdnomene
verliehen wird. Gleichermafien ist die Medikalisierung Teil einer breiteren
gesellschaftlichen Transformation und Ausdifferenzierung, innerhalb derer
die Arbeitswelt des Gesundheitswesens selbst eine zunehmende Rationali-

251 Vgl. dazu die erkenntnistheoretischen Ausfithrungen in Kap. 4.5.2.

252 Unter dem Begriff der Medikalisierung wird die prozessuale Ausweitung medizini-
scher Begriffskategorien und Handlungsmuster auf gesellschaftliche und soziale
Phidnomene verstanden. Dabei werden gesellschaftliche Phanomene, die zuvor nicht
ausschliefSlich bzw. nicht primér als medizinisch relevant betrachtet wurden, in
medizinischen Begriffen definiert und/oder mit medizinischen Interventionen be-
handelt. Ein Beispiel wire etwa die Schwangerschaft und Geburt, die frither vor
allem als ,natiirliche Lebensprozesse‘ galten. Heute werden sie hingegen vorwiegend
als medizinische Zustinde betrachtet, die regelmiflig iiberwacht werden und mit
dem Einsatz medizinischer Interventionen wie Ultraschalluntersuchungen oder
Prénataltests einhergehen.
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sierung und Spezialisierung erlebt. Durch den vermehrten Einsatz von spe-
zialisierter Technik (zuletzt insbesondere digitaler Technologie) erhielten
und erhalten standardisierte Prozesse und Verfahren mehr und mehr Ein-
zug in den Versorgungsprozess, die sich strukturell zum Beispiel in Form
von festen Behandlungspfaden und Nachsorgemodellen niederschlagen.

Angekommen in der Gegenwart und inmitten der digitalen Transforma-
tion, der anhaltenden Okonomisierung des Gesundheitssystems sowie der
zunehmenden Nutzung von KI, erleben wir eine paradoxe Wendung: Die
Nachsorge kehrt gewissermaflen in den privaten und familidren Raum
zuriick. Angetrieben durch die Ausrichtung des Behandlungsprozesses an
6konomischen Effizienzmaf3stdben wird die Verantwortung fiir gesundheit-
liche Kontroll- und Unterstiitzungsmafinahmen immer héufiger auf die
Patient:innen und ihr soziales Umfeld verlagert. Begleitend dazu stellen di-
gitale Anwendungen und KI die telemedizinischen Voraussetzungen bereit,
die Nachsorgeversorgung von Patient:innen in Zukunft weiter zu externali-
sieren und in die individuelle Zustédndigkeit riickzuverantworten.

Fiir die Patient:innen ist diese Riickverantwortung ein ambivalentes Pha-
nomen. Auf der einen Seite ermdglichen es die zunehmende Technisierung
und der Einsatz von KI, Gesundheitsdaten eigenstdndig und eigenverant-
wortlich zu erfassen und zu analysieren. Das verspricht mehr Unabhan-
gigkeit und Souverdnitat. Auflerdem kdnnte so eine ,remote’ Versorgung
moglich werden, d.h. ein Kontakt mit medizinischem Fachpersonal, ohne
dazu vor Ort in eine Klinik kommen zu miissen. Folglich hitten Patient:in-
nen in Zukunft durch die Verfiigbarkeit von Technologien wie Wearables,
Apps und Kl-gestiitzten Diagnosewerkzeugen die Moglichkeit stirker in
die Uberwachung und Steuerung ihrer eigenen Gesundheit eingebunden
zu werden - konnten aber moglicherweise auch verpflichtet sein, dies zu
tun.?> Das ist die andere Seite. Denn dies bedeutet zugleich nichts Geringe-
res als eine weitere Verschéirfung der Individualisierungs- und Externalisie-
rungstendenzen im Sinne eines sich weiter intensivierenden Healthism?>*
(Crawford 1980). Das Individuum wird langfristig nicht nur fiir die Einhal-
tung préaventiver Mafinahmen und die korrekte Anwendung medizinischer
Technologien verantwortlich gemacht, sondern letztlich auch fiir den Er-
folg oder Misserfolg der Behandlung. Die Individualisierung der Gesund-

253 Vgl. hierzu auch unsere Ausfithrungen in Kap. 4.3.1.

254 Der Begriff wurde initial von Robert Crawford in seinem Artikel ,Healthism and
the Medicalization of Everyday Life“ beschrieben (Crawford 1980). Crawford be-
schreibt Healthism als eine spezifische Sichtweise, die Gesundheitsprobleme auf
individueller Ebene verortet und Losungen ebenfalls auf dieser Ebene formuliert.
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heitsversorgung - also die zunehmende Betonung der Eigenverantwortung
des:der Patient:in - kann so einerseits die Demokratisierung der medizini-
schen Entscheidung und Emanzipation der Patient:innen gegeniiber den
Arzt:innen férdern, andererseits wird diese Entwicklung aber mit dem
Preis der Verantwortungs- und Risikoiibernahme bezahlt sowie mit einer
starkeren Integration von Technologie in den Alltag der Patient:innenver-
sorgung.

Die Riickverlagerung der Nachsorge steht somit nicht nur fiir eine Ver-
anderung der Versorgungsstrukturen, sondern impliziert auch eine tiefgrei-
fende Transformation des Macht- und Vertrauensverhiltnisses zwischen
Arzt:innen und Patient:innen. So macht dieser Wandel die fortschreitende
Auflésung der traditionellen Rollenverhiltnisse zwischen Arzt:innen und
Patient:innen sichtbar und eréffnet eine Vielzahl an Fragen hinsichtlich der
Zustindigkeiten von Arzt:innen, Patient:innen und digitalen Technologien
im KI-gestiitzten Nachsorgeprozess. Ein zu beriicksichtigender Aspekt die-
ser Neugestaltung besteht etwa in der Gefahr, dass Okonomisierung und
Individualisierung des Nachsorgeprozesses die sozialen und institutionel-
len Unterstiitzungsstrukturen schwéchen, auf die Patient:innen angewiesen
sind. Das Verstdndnis von Gesundheit wird stirker technisiert und daten-
getrieben, wobei personliche Lebensumstiande und soziale Determinanten
von Gesundheit zunehmend in den Hintergrund treten kénnten.

In unserem Beispiel - wie auch im Allgemeinen - liegt der Fokus der
Nachsorge nach einer Strahlentherapie auf der frithzeitigen Erkennung von
Rezidiven,255 der Uberwachung von Nebenwirkungen sowie der langfristi-
gen Lebensqualitdtsverbesserung der Patient:innen. Um dies zu gewahrleis-
ten gilt es, die Patient:innen mdglichst umfénglich in ihre eigene Nachsorge
einzubinden. Nachsorge ldsst sich bei genauerer Betrachtung letztlich als
ein Zusammenwirken medizinischer Untersuchungen, pflegerischer Ver-
sorgung und physischer (und ggf. psychischer) Rehabilitation verstehen.
Diese Betrachtungsweise eréffnet einen differenzierteren Blick auf die je-
weiligen Dimensionen der Nachsorge. Unter anderem wird so ersichtlich,
dass die praktische Umsetzung dieser drei Dimensionen nicht ganzheitlich,
sondern rdaumlich und zeitlich getrennt erfolgt und dabei oftmals eine
Vielzahl unterschiedlicher Akteure (fachliche und private) und Disziplinen
involviert. Dementsprechend bilden die medizinisch-klinischen Untersu-
chungen zur Erkennung moglicher therapieassoziierter Spitfolgen, etwa

255 Ein Rezidiv bezeichnet das erneute Auftreten einer Erkrankung nach einer erfolg-
reichen Behandlung oder auch die Riickkehr von Symptomen, die voriibergehend
verschwunden waren.
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bildgebende Verfahren wie CT und MRT oder Laboranalysen, letztlich nur
eine Dimension der Nachsorge ab.

Dies wird auch aus der Perspektive der Patient:innen deutlich: Die
Nachsorge bildet einerseits einen medizinischen Prozess ab, in dem Da-
ten Gber den Gesundheitszustand erhoben und ausgewertet werden, ande-
rerseits kann sie sich zu einem zentralen Bestandteil des individuellen
Lebensalltags entwickeln, der in seiner akuten Prasenz und Tragweite alle
anderen Lebensbereiche iiberschattet. Durch die regelméafiigen medizini-
schen Kontrolltermine, ggf. private oder professionelle Wundversorgung,
die Umsetzung des Therapieplans oder begleitende Gesundheitsiibungen
inkl. Ruhe und Recovery Einheiten riicken die Erkrankung und ihre poten-
ziellen Folgen in den Mittelpunkt des tdglichen Handelns, Denkens und
der Organisation des Alltags. Fiir Betroffene (und ihr Umfeld) kann sich
die Nachsorge somit zu einem langfristigen, substantiellen Lebensprojekt
entwickeln, ihre Lebensplanung und Prioritdten nachhaltig veraindern und
sogar zu einem Teil der eigenen Identitdt werden (Barker 2002).

Neben dem Patienten bzw. der Patientin selbst kommt auch dem priva-
ten Umfeld eine besondere Bedeutung zu, da es fiir die meisten Patient:in-
nen eine essenzielle Unterstiitzung darstellt und hdufig eine tragende Rolle
in der Versorgung tibernimmt: sei es durch die Organisation und Koordi-
nation von Terminen, praktische Hilfe bei der Pflege oder Begleitung zu
Terminen. Der Nachsorgeprozess wirkt oft tief in das soziale Gefiige hinein.
Diese umfassende Verschiebung der Lebensrealitit zeigt, dass das ,Projekt
Nachsorge® nicht nur auf seine medizinische Dimension verkiirzt werden
sollte, sondern daruber hinaus eine soziale und existenzielle Herausforde-
rung darstellt, die langfristig den Alltag und die Identitdt der Betroffenen

pragt.
4.5.1.3 Patient-Reported Outcomes
Aus dieser Darstellung wird ersichtlich, wie wichtig eine ganzheitlich ge-

dachte Nachsorgeversorgung ist. Konzepte wie die Patient-Reported Outco-
mes (PROs)?%¢ versuchen, den damit verbundenen Anspriichen Rechnung

256 Die sogenannten Patient-Reported Outcomes (PROs), (dt.: Patient:innenberichtete
Ergebnisse) sind standardisierte Erhebungen, tiber die die subjektive Wahrnehmung
der Betroffenen zu ihrer Gesundheit, Lebensqualitit und Behandlungserfahrung
erfasst werden soll. Sie lassen sich als Ergdnzung zu den klinischen Messdaten und
der klassischen Anamnese verstehen, indem sie psychosoziale Dimensionen und die
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zu tragen, indem sie die personliche und subjektive Perspektive der Pati-
ent:innen auf ihre eigene Gesundheit und ihr korperliches sowie psychi-
sches Befinden systematisch in die Evaluation von Behandlungen einbezie-
hen. PROs sollen als Ergénzung zu rein medizinischen Parametern auch
psychosoziale Aspekte der Nachsorge wie Lebensqualitit, Funktionsfahig-
keit und emotionales Wohlbefinden stirker in die Entscheidungsprozesse
der Behandlung einbeziehen. Damit bieten sich PROs als ein probates Mit-
tel zur Erfassung der personlichen Lebensumstinde und des Genesungs-
fortschritts im KI unterstiitzten Nachsorgeprozess von Patient:innen an.
PROs und ePROs, also elektronische Patient-Reported Outcomes, konnen
als ein weiterer Baustein in Richtung einer personalisierten Medizin ver-
standen werden.?%’

Zur Akzeptanz der digital unterstiitzten Erhebung von ePROs gibt es
eine ganze Reihe vielversprechender Studien etwa zur prospektiven Er-
fassung des PROs wihrend der Strahlentherapie (Porzelt 2020) oder im
Kontext der Behandlung von Magen-, Darm- und Bauchspeicheldriisentu-
moren (Zimmermann 2022). Die zuletzt genannte Querschnittsstudie von
Zimmermann kommt zu dem Schluss, dass rund 89% der Teilnehmer:in-
nen grofitenteils oder vollstindig zustimmen, dass PROs iiber Tablets in
die klinische Routineversorgung integriert werden sollten. Diese Zahl lasst
vermuten, dass die Erhebung von PROs bei Patient:innen auf grof3en Zu-
spruch und breite Akzeptanz st6f8t. Auch Graf et al. (2018 S. 953) kommen
zu dem Ergebnis, dass das Monitoring von Patient:innen und Behandeln-
den gut akzeptiert werde, allerdings seien die (zum Teil technischen sowie
rechtlichen) ,Voraussetzungen fiir einen breiten Einsatz von ePRO zwecks
Ausrichtens therapeutischer Mafinahmen [...] bisher nicht gegeben® (ebd.).

Nun ist die Implementierung personlicher Erfahrungen und des subjek-
tiven Empfindens in den Behandlungsprozess sicher eine generell positive
Entwicklung. Obwohl die Bedeutung bestimmter Lebensstilfaktoren fiir
Behandlungs- und Genesungsprozesse in der Medizin lingst kein Novum
mehr darstellt, findet ihre Beriicksichtigung dennoch nur langsam ihren
Weg in die Praxis. Dabei ldsst sich die Methodik zur Erfassung der ePROs
allerdings kritisch hinterfragen. Denn die digitale oder KI-unterstiitzte Ab-
frage und Erfassung von sowohl medizinischen als auch psychischen und
emotionalen Parametern durch ePROs steht einmal mehr symbolisch fiir

Perspektive der Patient:innen systematisch in die Bewertung von Gesundheitsinter-
ventionen einzubeziehen versuchen.
257 Vgl. dazu unsere Uberlegungen in Kap. 4.4.1.
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die Tendenz der Objektivierung und Technisierung der medizinischen Be-
handlung und Versorgung. Diese Entwicklung mutet nahezu paradox an,
da die subjektiven Erfahrungen der Patient:innen, die durch PROs Einzug
in den medizinischen Behandlungsprozess erhalten sollen, zunachst objek-
tiviert werden, also in standardisierte Antwortmuster uberfithrt werden
miissen, um interpretierbar zu werden — wie etwa bei dem Fragebogen
PRO-CTCAE.?*8 Der sich daraus eréffnende Interpretationsrahmen ist ent-
sprechend nie mehr als eine reduktionistische Darstellung des subjektiven
Erlebens und in seinen Freiheitsgraden durch die spezifische Konstruktion
des Fragebogens begrenzt.?*® Die sozialen und psychischen Dimensionen
des subjektiven Erlebens miissen zwangslaufig in eine technisch operatio-
nalisierbare und interpretierbare Form tiberfithrt werden, die die Kom-
plexitdt und Vielschichtigkeit individueller Erfahrungen nicht vollstindig
erfassen kann.?®® Durch diese Praxis wird letztlich nur ein Teilaspekt des
Erlebens in den Fokus geriickt sowie in eine vereinfachte, messbare Grof3e
umgewandelt. Damit kann der Fragebogen sicherlich zur ersten Erfassung
und Identifikation zentraler Problembereiche dienen, er kann jedoch ein
personliches Gesprich, in dem die Nuancen und Kontextfaktoren des indi-
viduellen Erlebens beriicksichtigt werden, nicht génzlich ersetzen.

Daraus soll nun aber nicht geschlussfolgert werden, dass alle Fragebogen
schlecht sind und die quantitative Datenerhebung in diesem Kontext zu
verurteilen wire. Vielmehr geht es darum, die Stirken und Schwiéchen
unterschiedlicher Methoden sichtbar zu machen. Der gezeigte Zusammen-
hang soll vor allem auf die Ambivalenz des Begriffes einer personalisier-
ten Medizin hinweisen, die in den betrachteten Beispielen eine technisch
standardisierte, strukturierte, methodisch limitierte und algorithmisch ver-
arbeitete Medizin ist. Daher ist es wichtig, allen beteiligten Akteur:innen
ein Bewusstsein dieser Limitierung zu vermitteln, um die Daten am En-
de richtig interpretieren zu kénnen, Verzerrung zu erkennen, Raum fiir

258 Der PRO-CTCAE (Patient-Reported Outcomes version of the Common Termino-
logy Criteria for Adverse Events) ist ein standardisierter Fragebogen, in dem Neben-
wirkungen von Krebstherapien aus der Perspektive der Patient:innen erfasst werden
sollen. Der Fragebogen umfasst 78 Symptombegriffe, die sich auf haufige Nebenwir-
kungen von Krebstherapien beziehen, darunter z.B. Schmerzen, Miidigkeit, Ubel-
keit, Hautreaktionen, psychische Belastungen und neurologische Symptome.

259 Nicht nur beim Erstellen und Ausfiillen von Fragebogen treten bestimmte Formen
der Verzerrung auf (z.B. Framing-Effekt, Antworttendenzen, Urteilsverzerrungen),
sondern auch bei deren Interpretation und Auswertung (z.B. in Form von kogniti-
ven Verzerrungen).

260 Zumindest solange die Ergebnisse technisch in Form des Fragebogens ausgewertet
oder aufgearbeitet werden sollen.
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individuelle Anmerkungen, fiir Patient:innenkontakt und professionellen
Handlungsspielraum zu geben.

4.5.1.4 Arbeitstechnische Auswirkungen von KI-Anwendungen in der
Nachsorge

Zuletzt gilt es, neben den patient:innenbezogenen Implikationen und der
Frage nach dem Platz des Subjekts und der Rolle von Subjektivitit in der
Medizin auch arbeitstechnische Auswirkungen von KI-Anwendungen in
der Nachsorge zu beriicksichtigen. So stellt sich etwa die Frage, wie und an
welcher Stelle die durch KI erfassten Vitalparameter und Analyseergebnisse
in die medizinische Diagnostik eingebunden werden kénnen und sollen.
Denn damit verbunden sind mitunter zahlreiche organisatorische Heraus-
forderungen: Werden die Daten in Echtzeit den Patient:innen und den
behandelnden Arzt:innen simultan zugénglich gemacht? Oder erfolgt die
Auswertung erst bei regelméfliigen Untersuchungsterminen? Ist die iberwa-
chende KI direkt in das KIS des zustindigen Krankenhauses integriert,
oder ist sie ein externes System? Diese spezifischen Ausgestaltungen und
die spitere Handhabung haben erhebliche Implikationen fiir die Arbeits-
organisation und die Arbeitspraxis. Zudem sind je nach Krankheitsbild
und -verlauf natiirlich nicht alle Vitaldaten gleichermaflen relevant, und
es bleibt abzuwidgen, ob und in welchem Umfang deren Erhebung im
héuslichen Umfeld sinnvoll ist. In diesem Kontext miissen zudem auch
die technischen Limitationen der jeweiligen Applikationen beriicksichtigt
werden, etwa die Unfdhigkeit, bestimmte Parameter auflerhalb klinischer
Bedingungen zuverldssig zu messen, sowie die mangelnde Standardisierung
der Erhebungsumgebung, die sich mitunter auf Qualitit und Validitat der
gesammelten Daten auswirken. Diese Einschrankungen kénnen dazu fiih-
ren, dass die gewonnenen Daten méglicherweise nicht die notwendige Ge-
nauigkeit aufweisen, um eine verldssliche Einschitzung des Gesundheits-
zustands der Patient:innen zu ermdglichen, insbesondere wenn weitere
Kontextinformationen fehlen. In der Folge konnte die Interpretation dieser
Daten zu Verunsicherungen beim Arzt oder bei der Arztin und damit
moglicherweise sogar zu unnotigen Folgeuntersuchungen fithren. Die zu-
grundeliegende Einsicht, dass KI nur so gut ist wie die verwendeten Daten,
verweist gerade in diesem Kontext auf die Qualitdt der Datenerhebung fiir
den Erfolg algorithmischer Systeme. Die Datenqualitit von Erhebungen im
héuslichen Kontext kénnte durch unzureichende Kalibrierung der Gerite
oder Anwendungsfehler der Patient:innen beeintrichtigt werden.
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Key take-aways

Die Okonomisierung des Gesundheitssystems in Kombination mit den technischen Moglich-
keiten durch KI und Telemedizin verschieben die Nachsorge zunehmend aus der professio-
nellen Versorgung (zuriick) in den privaten Verantwortungs- und Organisationsbereich.
Digitale Technologien und KI ermdglichen ein eigenstindiges und eigenverantwortliches Er-
fassen und Analysieren von Gesundheitsdaten. Ferner versprechen sie mehr Unabhéngigkeit
und Souverdnitit. Gleichzeitig verstarkt diese Entwicklung den Druck auf die Patient:innen
und Individualisierungstendenzen in der medizinischen Versorgung. Es besteht die Gefahr,
dass Patient:innen nicht nur starker in die Kontrolle ihrer Gesundheit eingebunden werden,
sondern auch die Verantwortung fiir Therapieerfolg oder -misserfolg tragen. Dies konnte
zu einer schleichenden Verschiebung von Verantwortung und Zuschreibung fiihren, bei der
strukturelle Probleme des Gesundheitssystems zunehmend individualisiert und als personli-
che Versaumnisse wahrgenommen werden.

Die Integration subjektiver Patient:innenerfahrungen in die medizinische Nachsorge (PROs)
starkt eine ganzheitliche Perspektive. Gleichzeitig fithrt die Standardisierung dieser Erlebnisse
fiir KI-gestiitzte Analysen zu einer technisierten Objektivierung subjektiven Wohlbefindens.
Zwar kénnen Fragebogen zur ersten Erfassung und Identifikation zentraler Problembereiche
dienen, sie konnen allerdings personliche Gespriche, in denen die Nuancen und Kontextfak-
toren des individuellen Erlebens beriicksichtigt werden, nicht ersetzen.

Die Einfithrung von KI-Anwendungen in der Nachsorge wirft nicht nur patientenbezogene,
sondern auch bedeutende organisatorische und arbeitstechnische Fragen auf. Es gilt zu kli-
ren, wie und wann durch KI erfasste Vitaldaten in die medizinische Diagnostik bzw. Nach-
sorge integriert werden und welche Herausforderungen sich dabei beziiglich Zuganglichkeit
und organisatorischer Einbindung ergeben. Zudem miissen die technischen Limitationen der
KI-gestiitzten Datenerhebung, insbesondere im hauslichen Umfeld, beriicksichtigt werden,
da diese die Datenqualitit und damit die Zuverldssigkeit der medizinischen Interpretation
beeinflussen konnen. Die richtige Handhabung dieser Daten ist entscheidend, um Verunsi-
cherungen zu vermeiden und unnétige Folgeuntersuchungen zu verhindern.

4.5.2 Erkenntnistheoretische Betrachtung: Konzepte des Krank- und

Gesundseins und ihr Einfluss auf die Bewertung medizinischer KI-
Systeme

Rico Hauswald

4.5.2.1 Zwischen Krankheit und Gesundheit

Nach Beendigung einer im besten Fall erfolgreichen Behandlung beginnt
fir den Patienten normalerweise die Phase der Rekonvaleszenz, d.h. des
Ubergangs vom Zustand des Krankseins zu dem des Gesundseins. In
schweren Fillen - wie dem von Herrn Miiller - ist eine vollstindige Gesun-
dung vielleicht gar kein realistisches Ziel. Man wiirde dann unter Umstén-
den bereits eine Linderung der Beschwerden, d.h. eine (partielle) Remission
als Erfolg der Behandlung betrachten. Man kénnte dann vielleicht sagen,
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dass sich Miiller in diesem Fall in einer Art Zwischenzustand zwischen
Krankheit und Gesundsein befindet. Freilich besteht auch die Méglichkeit,
dass die Behandlung einen grofleren Erfolg hat, als urspriinglich erwartet
wurde, sodass Herrn Miiller gleichwohl eine vollstindige Heilung zuteil-
wird.

In der Medizintheorie ist viel Aufwand betrieben worden, um die beiden
Zustinde des Krankseins und des Gesundseins begrifflich zu differenzieren,
auch wenn der Fokus der Betrachtung dabei tiblicherweise auf Fallen liegen
diirfte, in denen die Reihenfolge sozusagen umgekehrt ist, also Fillen, in
denen eine gesunde Person krank wird. Aber der Vorgang der Rekonvales-
zenz wirft grundsatzlich eine dhnliche Frage auf: Was unterscheidet den
Zustand des Krankseins (der in diesem Fall zeitlich gesehen der Ausgangs-
zustand ist) vom Zustand des Gesundseins, und wie lisst sich der Ubergang
von ersterem zu letzterem analysieren? Und allgemeiner noch: Was sind
Gesundheit und Krankheit, wie lassen sich diese Begriffe definieren?

Die verbreitete Vorgehensweise zur Beantwortung dieser Fragen besteht
(wie in der Philosophie iiblich) darin, verschiedene Definitionsvorschldge
daraufhin zu testen, ob sie mit unseren vortheoretischen Sprachintuitionen
iibereinstimmen (zumindest ist eine solche Ubereinstimmung ein zentra-
les Addquatheitskriterium fiir die Bewertung von Definitionsvorschlagen).
Eine gute Definition z.B. des Begriffs Krankheit sollte weder zu weit sein
(also Zustande als Krankheit ausweisen, die intuitiv keine sind), noch zu
eng (also Zustdnde nicht als Krankheiten ausweisen, die intuitiv Krankhei-
ten sind).

Derartige Definitionsprojekte erweisen sich oft als schwieriger, als es auf
den ersten Blick erscheinen konnte. Was den Begrift der Krankheit betriftt,
lassen sich die im Laufe der Zeit entwickelten Definitionsvorschlige dahin-
gehend klassifizieren, ob sie einen eher evaluativ-normativen Charakter
oder einen eher naturalistischen, wertneutralen Charakter aufweisen (fiir
einen Uberblick vgl. Cooper 2017). Erstere betonen den normativen oder
evaluativen Gehalt des Krankheitsbegriffs; sie setzen bei der Beobachtung
an, dass Krankheit ein negativ empfundener und bewerteter Zustand ist.
Letztere mdchten den Krankheitsbegriff dagegen moglichst auf eine wissen-
schaftlich-objektive, wertneutrale Weise charakterisieren; sie setzen bei der
Beobachtung an, dass Krankheiten eine korperlich-biologische Dimension
haben.

Eine Herausforderung fiir rein evaluative Definitionen besteht darin,
dass viele Zustdnde negativ bewertet werden konnen, die offensichtlich kei-
ne Krankheiten sind (finanzielle Probleme, Uberlastung im Alltag, soziale
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Zuriickweisung etc.). Den vermutlich bekanntesten Versuch einer rein na-
turalistischen und wertfreien Definition hat Christopher Boorse vorgelegt
(z.B. Boorse 1975). Dieser besteht im Wesentlichen darin, Krankheiten als
biologische Dysfunktionen zu charakterisieren. Eine zentrale Herausforde-
rung fiir diesen Ansatz ergibt sich daraus, dass die intuitive Beurteilung, ob
etwas eine Krankheit ist oder nicht, nicht vollig wertfrei méglich zu sein
scheint. Ein oft diskutierter Problemfall ist die Klassifikation der Homose-
xualitdt als Krankheit. Die Entpathologisierung der Homosexualitit in der
zweiten Hilfte des 20. Jahrhunderts war nicht primér motiviert durch den
Verweis auf ihren Status als Dysfunktion bzw. den Verweis darauf, dass sie
diesen Status nicht habe. Das entscheidende Argument lautete: Unabhdngig
davon, ob es sich im evolutionsbiologischen Sinn nun um eine Dysfunktion
handelt oder nicht, sollte die Homosexualitat nicht als Krankheit klassifi-
ziert werden, da sie keinen als negativ zu bewertenden Zustand darstellt.
Solche Uberlegungen haben die Entwicklung hybrider Ansitze motiviert,
von denen vielleicht der bekannteste von Jerome Wakefield stammt (z.B.
Wakefield 1992). Wakefield schlagt vor, Krankheit als ,harmful dysfunc-
tion“ zu analysieren. Damit greift er zum einen ein naturalistisches Element
auf - jeder Krankheitszustand beruht auf einer biologischen Fehlfunktion
-, und zum anderen ein normatives Element — der Zustand wird insgesamt
als negativ bewertet. Ein Zustand ist also nur eine Krankheit, wenn beides
vorliegt: eine biologische Fehlfunktion und eine negative Bewertung.

Welche Implikationen ergeben sich aus diesen Uberlegungen fiir die
Zeit nach Herrn Miillers Behandlung? Wenn das Ziel darin besteht, Herrn
Miiller von einem krankhaften Zustand mdoglichst weit an einen Zustand
des Gesundseins heranzufithren, dann héngt die Frage, wie genau wir
diesen Prozess beschreiben sollten, offensichtlich davon ab, welche Defi-
nition der Begriffe Krankheit und Gesundheit wir anwenden. Wenn wir
Wakefields hybriden Ansatz aufgreifen, dann ldsst sich sein Ausgangszu-
stand so beschreiben, dass er das Vorliegen verschiedener Fehlfunktionen
involviert (z.B. die Kopfschmerzen oder Wortfindungsstorungen, mit de-
nen er in die Klinik eingeliefert worden ist), die sich auf eine korperliche
Ursache zuruckfuhren lassen, namlich die in den klinischen Untersuchun-
gen festgestellten Metastasen und den Primédrtumor. Und dieser Zustand ist
eindeutig als negativ zu bewerten, da er Herrn Miillers Leistungsfdhigkeit
und sein Wohlbefinden mafigeblich beeintrachtigt.

Wie kann der erstrebte Endzustand einer vollstindigen Rekonvaleszenz
beschrieben werden, also die Gesundheit? Ist Gesundheit einfach die Ab-
wesenheit von Krankheit, verstanden im eben skizzierten Sinn? Das wiirde
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bedeuten, dass sobald mindestens eines der definierenden Kriterien fiir
den Krankheitszustand wegfillt, die Rekonvaleszenz abgeschlossen wire.
Wenn zum Beispiel Herrn Miillers Tumor und die Metastasen erfolgreich
entfernt wurden und sich keine Dysfunktionen mehr zeigen, dann wire er
nicht mehr krank; und wenn Gesundheit lediglich die Abwesenheit von
Krankheit ist, wire damit die Rekonvaleszenz abgeschlossen.

Es gibt allerdings wichtige Einwénde gegen die Vorstellung, dass Ge-
sundheit lediglich als Abwesenheit von Krankheit aufgefasst werden soll-
te. So ist Gesundheit nach der bekannten Definition der Weltgesundheits-
organisation ,ein Zustand des vollstindigen korperlichen, geistigen und
sozialen Wohlergehens und nicht nur das Fehlen von Krankheit oder Ge-
brechen® (WHO 1946/2000, 1). Ein naheliegender und oft vorgetragener
Einwand gegen diese Definition lautet allerdings, dass sie zu anspruchsvoll
ist. Von welcher Person kann schon behauptet werden, sie befinde sich
in allen Hinsichten in einem Zustand vollstindigen Wohlbefindens? Legt
man die Definition der WHO zugrunde, ist wahrscheinlich niemals jemand
gesund.

Eine interessante Charakterisierung von Gesundheit hat der Philosoph
Hans-Georg Gadamer vorgeschlagen (Gadamer 1993). Gadamer beschreibt
Gesundheit mittels des Begriffs der ,Verborgenheit”. Gesundheit ist dem-
nach ,Da-Sein, In-der-Welt-Sein, Mit-den-Menschen-Sein, von den eige-
nen Aufgaben des Lebens titig oder freudig erfiillt sein® (144). Krankheit
dagegen ist das, was sich aufdringt, wenn man diesen Lebensvollziigen
nicht mehr nachkommen kann, zumindest nicht ohne sich bestimmter
krankhafter korperlicher Stérungen - oftmals schmerzlich - bewusst zu
sein. In diesem Sinne drangt sich Krankheit auf; sie ist ,das sich selbst
Objektivierende, d.h. sich Entgegenwerfende kurz, das Aufdringliche® (137).
Gesundheit dagegen ist verborgen: Sie wird normalerweise gar nicht als
ein besonderer Zustand bemerkt, sondern tritt zuriick hinter den normalen
Vollzug des Lebens. Sie ermdglicht diesen Vollzug, aber ist als Ermogli-
chungsbedingung nicht bewusst gegenwirtig.

Wenn man Gesundheit im Sinne von Gadamer begreift, dann ist sie
nicht nur die blofle Abwesenheit von Krankheit, da sich die fiir sie charak-
teristische Selbstvergessenheit nicht einfach automatisch mit dem Wegfal-
len der korperlichen Symptome einstellt. Wenn seine Symptome abklingen,
wird Herr Miiller vermutlich nicht sofort und vollstindig wieder in den
Lebenszustand von vor seiner Erkrankung zuriickfinden. Es bleibt zunéchst
die Unsicherheit, ob der Genesungsprozess wirklich erfolgreich verlduft
bzw. verlaufen ist und sich nicht doch ein Riickfall ereignen wird. Herr
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4.5.2 Erkenntnistheoretische Betrachtung

Miiller wird eine Zeitlang weiterhin genau auf seinen korperlichen Status
achten und mogliche Anzeichen registrieren, die auf einen Erfolg oder
Misserfolg der Therapie hindeuten kénnten.

Gesundheit - verstanden mit Gadamer — erfordert aber auch kein voll-
stindiges Wohlbefinden in allen Hinsichten. Auch wenn das Erreichen
eines solchen vollstindigen Wohlbefindens fiir Herrn Miiller unerreichbar
ist, kann er einen Zustand der Gesundheit (wieder-)erlangen, d.h. einen
Zustand, in dem er wieder seinen normalen Lebensvollziigen nachgehen
kann, ohne stindig an mdgliche Unzulanglichkeiten seiner korperlichen
Verfasstheit erinnert zu werden.

Relativ klar diirfte schliefSlich sein, dass sich der Ubergang vom kranken
zum gesunden Zustand nicht abrupt, sondern kontinuierlich vollziehen
wird. Es durfte schwer sein, einen Punkt festzumachen, ab dem Herr
Miiller endgiiltig ,,gesund® ist — und zwar nicht, weil es so schwierig wire,
diesen Punkt festzustellen, sondern weil es keinen solchen Punkt gibt. Die
Symptome werden allmdhlich abklingen, aber es gibt keine klare Grenze,
wo die Krankheit ,authort Herr Miiller wird allmdhlich in seine normalen
Lebensvollziige zurtickfinden und nach und nach immer seltener dngstliche
Selbstbeobachtung betreiben, aber es gibt keine klare Grenze, wo die Ge-
sundheit anfangt.26!

4.5.2.2 Nachsorge, Gesundheit und medizinische Uberwachung

Herrn Miillers Entlassung aus der Klinik bedeutet kein absolutes Ende
der medizinischen Betreuung. Ganz im Sinne des Konzepts des ,leaving
the door open® (Fritz/Holton 2019) wird er mit der Mafigabe nach Hause
geschickt, seine Symptome zunichst weiter zu beobachten und sich insbe-
sondere bei einer abermaligen Verschlechterung wieder zu melden.

Bei der Beobachtung seiner Symptome und seines Zustands generell
bleibt Herr Muller nicht sich selbst iiberlassen, sondern wird durch KI-An-
wendungen wie sogenannte Wearables unterstiitzt. Solche Anwendungen,
die nicht nur bei Kranken oder Genesenden eingesetzt werden, sondern
sich auch bei Gesunden zunehmender Beliebtheit erfreuen, konnen ver-
schiedene Vitalfunktionen rund um die Uhr iiberwachen und in Echtzeit
z.B. auf Auffalligkeiten hin auswerten. Ihre Vorteile liegen auf der Hand:

261 Zu Fragen der Vagheit, flielenden Ubergingen, graduellen Abstufungen usw., spezi-
ell im Hinblick auf den psychiatrischen Bereich, siehe auch Keil/Keuck/Hauswald
(2017).
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4.5 Station 5: Nachsorge mit KI-Patienteniiberwachung

Auffillige Abweichungen von bestimmten Werten, die von der Person
selbst womdglich gar nicht unmittelbar wahrgenommen werden, kénnen
sofort erkannt werden.

Allerdings sollten beim Einsatz von Wearables auch deren potentielle
Nachteile bedacht werden. Hier wire insbesondere daran zu denken, dass
diese Technologien eine Vielzahl sensibler Daten iiber eine Person auf-
zeichnen, die, wenn sie in die falschen Hande geraten, die Privatsphare der
Person empfindlich beeintrdchtigen kénnen. Die Anwendungen erzeugen
fir die jeweiligen Personen eine einzigartige Bio-Datenspur, wie es sie in
dieser Form vor der Einfithrung dieser Technologien nicht gegeben hat.

Es sollte auch bedacht werden, dass die stindige Uberwachung das Ver-
hiltnis zum eigenen Korper signifikant verindern kann. Durch die Uber-
wachung wird der Korper zum dauerbeobachteten Objekt. Wahrend eine
solche Dauerbeobachtung fiir Personen im Prozess der Genesung vielleicht
normal ist, kann sie bei Gesunden zu einer grundsitzlichen Veranderung
der Beziehung zu sich selbst fithren. Mittlerweile gibt es eine ,Quantified-
Self-Bewegung® (vgl. Swan 2019), die den Einsatz solcher Technologien
gerade bei Gesunden propagiert. Wenn aber Gesundheit durch ihre ,Ver-
borgenheit“ charakterisiert ist, wie Gadamer meint, stellt sich die Frage, in-
wieweit wir diese Entwicklung begriifien sollten. Es besteht die Gefahr, dass
die Fokussierung auf quantifizierbare, messbare Gréflen dazu fithrt, dass ir-
gendwann jede Abweichung einer Messung von vorgegebenen Normwerten
als Bedrohung wahrgenommen wird und Stress verursacht - und dadurch
im Sinne einer Self-fulfilling prophecy iiberhaupt erst zu einem Problem
fithrt, wo es gar keines gab und ohne die Technologie keines gegeben hitte.
Immerhin kann jeder Normwert nur eine allgemeine Orientierung geben,
und fiir unterschiedliche Einzelpersonen in jeweils unterschiedlich starkem
Mafle Relevanz besitzen.

Hinzu kommt die Gefahr von Messfehlern. Wie jede Messung kann auch
die von einem Wearable durchgefiihrte Messung falsch positive oder falsch
negative Ergebnisse hervorbringen. Ob eine Messung korrekt war, muss
aber natiirlich fiir den User nicht in jedem Fall transparent sein. Es besteht
dadurch die Gefahr, dass er sich unbegriindet Sorgen macht; es kann aber
auch die Situation aufkommen, dass er sich in falscher Sicherheit wiegt.
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4.5.3 Medizinethische Betrachtung

Key take-aways

« Der Ubergang von einem kranken zum gesunden Zustand (oder zumindest moglichst nahe
an einen solchen heran) erfolgt typischerweise graduell; die genaue Charakterisierung dieses
Prozesses hangt unter anderem davon ab, welche Definitionen der Begriffe ,Krankheit“ und
»Gesundheit“ man zugrunde legt.

« Der Einsatz von Wearables und dhnlicher KI-Technologien kann einen wichtigen Beitrag
bei der Nachsorge leisten, da auf diese Weise wertvolle Daten erhoben und in Echtzeit
ausgewertet werden konnen, die andernfalls unberiicksichtigt bleiben wiirden.

« Allerdings sind damit auch Gefahren und Risiken verbunden, wie die Verletzung von Daten-
sicherheit und Privatsphdre sowie eine problematische Transformation des Verhiltnisses zu
sich selbst und zum eigenen Korper.

4.5.3 Medizinethische Betrachtung: Die Gefahren duflerer und innerer
Uberwachung

Kathi Beier und Martin Hahnel

4.5.3.1 Einleitung: Der Nutzen von KI in der medizinischen
Nachversorgung

Der Einsatz von KI bei der Nachbehandlung von Herrn Miiller, d.h. iiber
seinen Klinikaufenthalt hinaus, macht fiir alle beteiligten Parteien vieles
leichter. Herr Miiller kann in sein gewohntes Lebensumfeld zuriickkehren,
bleibt aber medizinisch beaufsichtigt. Durch die Riickkehr in seine Woh-
nung bekommt er nicht nur seine sozialen Kontakte zuriick, vor allem
die Néhe zu seiner Frau und seinen Freunden, sondern geniefSt insgesamt
wieder mehr Freiheit in der Gestaltung seines Alltags. Das fithrt zu mehr
Lebenszufriedenheit und tragt zur Heilung bei. Zugleich weifd er sich zwar
aus der Klinik entlassen, aber in der medizinischen Betreuung nicht ver-
lassen, sondern durch die KI-Anwendungen, die er von zuhause aus benut-
zen kann, weiterhin gut versorgt. Solange seine an die KI iibermittelten
Daten im griinen Bereich bleiben, kann er sich so den regelmifligen Weg
in die Klinik oder zur Arztin fir Kontrolluntersuchungen sparen, denn
die Gibernimmt nun die zum Einsatz kommende Technologie. Gerade fiir
altere Menschen oder Personen, die am Stadtrand oder auf dem Lande
leben, stellt das eine grofie Erleichterung dar und bedeutet eine Steigerung
ihrer Lebensqualitdt. Auf der anderen Seite hilft die Technologie auch den
behandelnden Arzt:innen, die dadurch den Kontakt zu den Patient:innen
behalten, deren Genesung verfolgen und die Therapie weiterhin bestimmen
konnen. Zudem konnten KI-Systeme in Zukunft den Nachsorgebedarf
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4.5 Station 5: Nachsorge mit KI-Patienteniiberwachung

seitens des Krankenhauspersonals vorhersagen und damit das klinische
Datenerfassungsmanagement optimieren (Grant et al. 2024).

Da relevantes Wissen durch die KI geteilt und tibermittelt wird, bleibt
das Verhdltnis zwischen Arzt und Patient trotz der rdumlichen Distanz
erhalten: Arzt:innen werden iiber wichtige Gesundheitsdaten ihrer Pati-
ent:innen informiert, Patient:innen wissen sich weiterhin betreut und be-
gleitet. Es verwundert daher nicht, dass viele Expert:innen die Nutzung
solcher KI-Instrumente positiv bewerten und ihre Chancen betonen (vgl.
Deutscher Ethikrat 2023; Zentrale Ethikkommission 2021, A2-A4). ,Dabei
sind es keineswegs nur reine Effizienziiberlegungen, die fiir den verstarkten
Einsatz von KI-Systemen in diesem Bereich sprechen’, so der Deutsche
Ethikrat, ,sondern vor allem die dadurch ermdéglichte Verbesserung der
Behandlungsqualitdt, von der letztlich alle Beteiligten profitieren® (ebd.,
153).

Dennoch sind mit der KI-Nutzung zur medizinischen Nachversorgung
auch Risiken verbunden. Das zentrale Risiko aus ethischer Sicht ist hier in
der fiinften und letzten Station von Herrn Miillers Patientenweg mit dem
Stichwort ,,Uberwachung® angesprochen. Darunter wird im Allgemeinen
»die fokussierte, systematische und routineméflige Beobachtung personen-
bezogener Details“ verstanden, die das Ziel verfolgt, ,individuelles Handeln
oder gesellschaftliche Prozesse zu verwalten, mittelbar zu beeinflussen oder
unmittelbar zu steuern® (Kammerer 2024, 269). Im Folgenden werden wir
die Aspekte von sowohl duflerer als auch innerer Uberwachung in den
Blick nehmen, die wir bei Herrn Miillers Nachsorge ethisch bedenklich
finden.

4.5.3.2 Gefahr der dufleren Uberwachung

Uberwachung kann in zweierlei Form auftreten und beide Male negative
Folgen fiir Herrn Miiller haben. Eine Form ist die dufere Uberwachung.262
Sie kann in unserem Beispielfall dadurch zustande kommen, dass Herr
Miiller sensible Daten tiber sich preisgibt, ja an die KI (bzw. an deren

262 Kammerer (2024, 272-273) listet dazu eine Reihe von ethisch bedenklichen Folgen
der Digitalisierung auf, darunter das, was er die ,Normalisierung und Ubiquitat®
von Uberwachung nennt; dazu stellt er fest: ,Auch die Miniaturisierung digitaler
Geridte und ihre gesteigerte Mobilitit — bei gleichzeitiger dauerhafter Vernetzung
oder Verbindung zu anderen Technologien (ubiquitous computing, wearable compu-
ting, Internet of Things) — fithrt zu ihrer Normalisierung und dem Eindruck von
Alternativlosigkeit.“ (ebd., 273)
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4.5.3 Medizinethische Betrachtung

Betreiber-Firma) und an die Klinik ,verduflert”. Herr Miller kann dabei
weder sicherstellen, dass diese Daten nicht in falsche Hiande geraten und
nicht zu seinem Schaden eingesetzt werden, noch, dass sie so ausgewertet
werden, dass es ihm personlich niitzt. Die ethischen Bedenken betreffen
also einerseits die Sicherheit, andererseits die Stratifizierung seiner Daten.

Zurecht werden in Deutschland und in Europa hohe Standards mit Blick
auf die Sicherheit von Patientendaten eingefordert. Da es sich hier um
auflerst sensible Daten handelt, die viel {iber eine Person verraten, miissen
Patient:innen darauf vertrauen konnen, dass sie dem Zugriff unberechtigter
Dritter entzogen sind. Das verlangt von Arztpraxen und Kliniken enorme
Anstrengungen und Aufwendungen, um die Daten beispielsweise vor Ha-
cker-Angriffen zu schiitzen. Erfahrungen aus dem In- und Ausland zeigen,
dass solche Angriffe erfolgreich sein und zur Erpressung von Kliniken,
Arzt:innen oder Patient:innen fithren kénnen. Vor diesem Hintergrund ist
es einmal mehr wichtig zu betonen, dass der Einsatz von KI-Technologien
nur mit der ausdriicklichen Zustimmung der Patient:innen und nur fiir
die in der Zustimmung genannten Zwecke erfolgen darf. Uberdies miissen
Patient:innen das Recht haben, die Nutzung von KI-Systemen abzulehnen
und trotzdem weiter gut medizinisch behandelt zu werden.

Die Vitaldaten, die Herr Muller mithilfe der KI misst und weiterleitet,
werden von der KI zugleich auch analysiert und ausgewertet. Das erfolgt
aufgrund einer spezifischen statistischen Methode, die man als Stratifizie-
rung bezeichnet, weil menschliche Individuen Kohorten, so genannten
»Strata’, zugeordnet werden. Der Deutsche Ethikrat halt dazu einerseits fest:

»Die Bildung solcher Kohorten und die auf ihrer Basis durch Algorith-
men produzierten Voraussagen konnen fiir diejenigen, die solche Ansit-
ze verwenden, durchaus niitzlich sein, versprechen sie doch uber die
Gesamtmenge der Entscheidungen hinweg eine Erhéhung von Effektivi-
tat und Qualitat (Deutscher Ethikrat 2023, 265)

Andererseits weist er auf die Probleme und Gefahren dieser Methode hin:

,Probleme treten freilich fiir Individuen auf, die von solchen kollektiven
Schliissen betroffen sind - insbesondere dann, wenn die statistisch ge-
troffene Diagnose oder Prognose in ihrem konkreten Fall nicht zutriftt.
Im Bereich der Medizin zeigt sich diese strukturelle Asymmetrie, wenn
beispielsweise ein Individuum aufgrund diagnostizierter Merkmale einer
Kohorte zugeordnet und aufgrund von Algorithmen eine therapeutische
Strategie festgelegt wird. Man kann von einem ,statistischen Kollektivis-

239

hitps://dol.org/10.5771/9783748054302-25 - am 24.01.2026, 10:52:49. [



https://doi.org/10.5771/9783748954392-25
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.5 Station 5: Nachsorge mit KI-Patienteniiberwachung

mus’ sprechen, gegeniiber dem das Individuum geltend machen kénnen
muss, als Individuum betrachtet und behandelt zu werden.* (ebd.)

Fiir die Nachsorge von Herrn Miiller bedeutet das, dass sich die ihn be-
handelnden Arzt:innen nicht allein auf die durch die KI iibermittelten
Daten verlassen, sondern ihn auch regelmiflig selbst sehen, sprechen und
untersuchen sollten. Nur so kann die fiir Herrn Miiller bestmdgliche Nach-
behandlung erfolgen.

4.5.3.3 Gefahr der inneren Uberwachung

Eine zweite Form der Uberwachung ist die innere Uberwachung. Sie kann
in unserem Beispielfall dadurch zustande kommen, dass Herr Miiller an-
fangt, den Wert seines Lebens auf die von ihm gemessenen und durch
die KI {ibermittelten Werte zu reduzieren oder sich bei der Erhebung und
Weitergabe dieser Werte selbst zu zensieren. Ethisch bedenklich ist hier
also einerseits das, was als ,quantified-self-movement® bekannt ist, und
andererseits das, was man ,,chilling-effect nennt.

Wearables aller Art machen es moglich, dass Menschen immer mehr
ihrer korperlichen Merkmale und Prozesse messen, zdhlen, dokumentieren,
vergleichen und analysieren konnen - seien es Zufuhr oder Verbrauch von
Kalorien, Dauer und Tiefe des Schlafs, Anzahl von Schritten, Blutdruck,
Sauerstoffgehalt, Herzfrequenz etc. Hier besteht die Gefahr, das eigene Le-
ben in quantifizierbare Faktoren zu zerlegen, und zwar in dem Glauben,
dass optimale Werte hinsichtlich dieser Faktoren ein gutes Leben garantie-
ren oder gar bedeuten. Sind die Werte schlecht, muss man entsprechend
Anstrengungen zu ihrer Verbesserung unternehmen, sich z.B. mehr bewe-
gen oder weniger essen. Dieses Bild eines ,quantifizierten Selbst“ ist vor
allem bei vielen jiingeren und gesundheitsbewussten Menschen zu einem
Ideal geworden, ja zu einer regelrechten Bewegung, wie Shannon Vallor
schreibt — das Motto dieser Bewegung: ,Self-knowledge through numbers®
(Vallor 2016, 196), ihr Grundsatz: ,life doesn’t count unless we can measure
it“ (ebd., 198) Doch hilft uns diese freiwillige Uberwachung zentraler Vital-
daten wirklich dabei, ein gutes Leben zu fithren? Vallor ist skeptisch. Threr
Meinung nach liegt diesem Denken ein Kategorienfehler zugrunde, denn
ein Set von Daten sei nicht schon ein und erst recht nicht das Leben (ebd.,
202). Ein Leben umfasse mehr als messbare physiologische Parameter, es
schliele etwa das Streben nach zukiinftigen, noch nicht erreichten Zielen
ein und sei daher, so Vallor, ,always a project, never an achievement"
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Gesundheit ist eine gute Voraussetzung fiir ein gutes Leben, aber nicht
gleichbedeutend damit.

Das Wissen um die Uberwachung seiner Vitaldaten durch andere kann
bei Herrn Miiller schliefllich einen Mechanismus der Selbstzensur auslé-
sen, der als ,chilling-effect” bezeichnet wird. Aus der Sorge heraus, dass
ihr Verhalten beobachtet, aufgezeichnet oder ausgewertet wird, beginnen
Menschen, dieses zu verdndern und beschneiden sich damit selbst in der
Ausiibung ihrer Fihigkeit der Autonomie. Der Deutsche Ethikrat verweist
hier auf Studien zur Onlinenutzung (vgl. Biichi et al. 2022, Penney 2017)
und schreibt:

»50 konnen Menschen davor zuriickschrecken, nach relevanten, aber
moglicherweise sensiblen Themen im Internet zu suchen oder als kon-
trovers wahrgenommene Inhalte zu lesen, in dem Wissen, dass ihr On-
lineverhalten getrackt wird und aus der Sorge heraus, in welcher Art und
Weise sich das moglicherweise nachteilig auf sie auswirken konnte. Es
geht hier also einerseits um die tatsichlichen negativen Effekte der Uber-
wachung von Individuen und andererseits um Effekte, die als Anpassung
an die Sorge vor dieser Uberwachung entstehen (Deutscher Ethikrat
2023, 270)

Was fiir das Internetverhalten gilt, kann auch auf die Nutzung medizini-
scher KI-Tools iibertragen werden:

»Auch bei der Verwendung von Technologien im Gesundheitswesen
selbst [...] kénnen Menschen, die solche Angebote nutzen, annehmen -
ob berechtigt oder nicht — dass sensible Daten oder Prognosen in die
Hiénde unbefugter Dritter geraten kénnen, und falsche Angaben machen,
die moglicherweise zu falschen Diagnosen fithren.” (ebd., 272)

Aus Angst, hohere Krankenkassenbeitrage zahlen zu miissen, konnte Herr
Miiller etwa auf die Idee kommen, seine Blutdruck-Daten zu manipulieren
oder gar nicht iiber die KI {ibermitteln zu lassen, weil er so den meist
zu hohen Blutdruck verschweigen kann. Das wiirde seiner Genesung scha-
den. Um die schlechten Effekte dieser Form der inneren Uberwachung zu
vermeiden, muss den Nutzer:innen die Sicherheit ihrer Daten garantiert
werden konnen, sie miissen insbesondere sicher sein konnen, dass diese
nicht an Unberechtigte weitergegeben oder zu fremden Zwecken verwendet
werden. Der oben erwihnte Schutz vor unzulissiger dufSerer Uberwachung
trigt also zugleich auch zum Schutz vor schidlicher innerer Uberwachung
in Form des Chilling-Effekts bei.
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4.5.3.4 Fazit

Das Thema der Nachsorge ist sowohl generell als auch in Bezug auf
die Nutzung neuer digitaler Technologien von grofiter Bedeutung. Die In-
anspruchnahme von Krebsnachsorgeprogrammen senkt nachweislich das
Risiko fiir eine Wiederkehr der Erkrankung oder fiir schwerwiegende Fol-
geerscheinungen. Interaktive Technologien konnen hier sicherlich einen
wichtigen Beitrag leisten, indem sie die im Nachsorgeprozess involvierten
Zielgruppen (Patient:innen, Hausirzt:innen, Fachdrzt:innen, Pflegefach-
krifte) untereinander vernetzen, Informationen und/oder Daten aufberei-
ten und vermitteln sowie Nachsorgeprozesse nachhaltig optimieren. Ohne
eine datenschutzkonforme digitale Infrastruktur, die die Risiken einer ,in-
neren” und ,,aufferen Uberwachung“ von vornherein unterbindet, lasst sich
eine KI-gestiitzte Nachsorge aber nur schwerlich realisieren. Von ethischer
Brisanz ist auch die Tatsache, dass durch eine leichtfertige Ubertragung von
Nachsorgeaufgaben an KI-gestiitzte Systeme das Arzt-Patient-Verhdltnis
zum Negativen verandert werden kann, was mit einer ,depersonalization
of care” (Heudel et al. 2024) einhergehen kann. So kénnen in der Klinik
mithsam erzielte Heilungserfolge auf Kosten der Patientenautonomie und
der Datensicherheit schnell wieder verspielt werden.

In Bezug auf unseren Fall ldsst sich festhalten, dass Herr Miiller im
Bereich der Nachsorge mit ethischen Fragen hinsichtlich innerer und du-
Berer Uberwachung konfrontiert ist. Das Thema der Nachsorge betrifft
zudem iiberindividuelle logistische Fragen der Gesundheitsversorgung und
beriihrt damit auch Aspekte der prozedural-distributiven Gerechtigkeit im
Sinne einer fairen Ressourcenallokation: Kann wirklich jede:r in den Ge-
nuss einer [KI-gestiitzten] Nachbehandlung kommen? Diese Problematik
ist an verschiedenen Stellen bereits ausfiihrlich diskutiert worden (Gross
2024).
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Key take-aways

- Ein Vorteil der KI-gestiitzten Nachsorge besteht darin, dass sie die medizinische Betreuung
nach der Klinikentlassung erleichtert und so die Lebensqualitat der Patient:innen verbessert.
Sie ermdglicht eine Ferniiberwachung der Gesundheitsdaten von Patient:innen und reduziert
so Arztbesuche.

« Nachteile der KI-gestiitzten Nachsorge sind aus ethischer Sicht zum einen die Gefahr einer
duferen Uberwachung, d.h. es entstehen mégliche Risiken durch unsichere Speicherung und
Nutzung sensibler Patientendaten und es besteht die Gefahr einer algorithmischen Kategori-
sierung, die die individuelle Patientenbetreuung beeintrachtigen kann. Zum anderen kann es
zu Formen der inneren Uberwachung kommen, d.h. Patient:innen konnten sich zu sehr auf
gemessene Gesundheitswerte fixieren und/oder Opfer einer Selbstzensur oder Manipulation
von Gesundheitsdaten aus Angst vor negativen Konsequenzen werden.

« KI darf auch in der Nachsorge die arztliche Betreuung nicht ersetzen, sondern sollte sie
lediglich ergidnzen, damit eine ,,Entpersonalisierung der Pflege“ vermieden werden kann.

4.5.4 Rechtswissenschaftliche Betrachtung: Erstattungsfahigkeit digitaler
Gesundheitsanwendungen

Timo Rademacher und Raphael Schaarschmidt

4.5.4.1 Einleitung

In der letzten Station unseres Falles ist Herr Miiller am Ende seiner akti-
ven Behandlung angelangt und blickt einem hoffentlich guten Ende dieser
medizinischen und technologischen Reise entgegen. Sein weiterer medi-
zinischer wie auch technologischer Kontakt zum Krankenhaus soll sich
darauf beschrianken, das Ende des Behandlungsverlaufes, d.h. die Heilung
und Nachsorge, zu begleiten. Im Folgenden wollen wir noch einen letzten,
neuen Punkt besprechen.

Als wesentlichen ,neuen’ Punkt sehen wir in der letzten Station die Tat-
sache, dass Herr Miiller nun zumindest prima facie auf sich allein gestellt
ist. Befand er sich zuvor mit erstem Erscheinen in der Notaufnahme der
Uniklinik praktisch in deren Handen und auch mit Blick auf die Nutzung
medizinischer KI-Systeme in einer Art personalem Auffangnetz - schon
dadurch, dass die vorherigen Systeme, mit Ausnahme vielleicht der Anam-
nese- und der Aufkldrungs-Chatbot-Software, ausschliefilich vom medizi-
nischen Personal verwendet wurden und ihnen als Arbeitsunterstiitzung
dienten -, héngt die Nutzung des letzten Systems unserer Fallgestaltung
nun weitestgehend alleine von ihm ab. Herr Miiller wird aufgefordert, seine
relevanten Vitaldaten semi-automatisiert iber das Tragen eines Wearables
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in ein KI-System einzupflegen - denkbar wire zum Beispiel eine Smart-
watch in Kombination mit einem Brustgurt zur akkurateren Messung
einiger Herzvitaldaten sowie eines an Continuous Glucose Monitoring-Sys-
teme?%3 angelehnten subkutanen Sensors fiir die Ermittlung weiterer rele-
vanter Parameter. ,Semi-automatisiert” sind diese Wearables insofern, als
sie voraussetzen, dass Herr Miiller sie auch korrekt anlegt, damit sie die
relevanten Daten dann ermitteln und weiterleiten konnen.

4.5.4.2 Wearables/mHealth-Applikationen als , DiGA®

o Begriff

Das von Herrn Miiller im Rahmen seiner Behandlungsnachsorge einge-
setzte KI-System ist, gerade in Kombination mit der Wearable-Nutzung,
dem sogenannten ,mHealth“-Bereich zuzuordnen. Der Begriff mHealth
erfasst, in nicht immer einfacher Abgrenzung zu den Bereichen e-Health
und Telemedizin, solche Anwendungen im Gesundheitsbereich, die vor
allem mittels mobiler Gerdte wie Smartphones, Tablets oder auch Laptops
betrieben werden, wobei die eigentliche medizinische Leistung von einer
Software erbracht wird oder von ,,Hardware-Software-Kombinationen® wie
im Fall von Wearables.?%* Hier steht eine gesetzliche Einordnung noch aus,
und diese mochten wir nun zumindest noch ,anteasern, denn sie diirfte
zukiinftig deutlich an Bedeutung gewinnen — nicht nur, aber auch in solch
kritischen Féllen wie dem von Herrn Miiller.

o Wer zahlt daftir?

Bei allen Uberlegungen zu medizinischer Software im Allgemeinen und
solcher, die KI-basiert ist, im Besonderen, stellt sich in Deutschland mit
seinem System gesetzlicher Krankenversicherung immer die Frage, welche
medizinischen Leistungen eigentlich ibernommen und welche Kosten er-
stattet werden kénnen. Maf3geblich geregelt werden diese Fragen durch das
SGBYV. Und bei aller Kritik an dem hierzulande herrschenden Digitalisie-
rungstempo ist es doch erfreulich zu sehen, dass in bestimmten, mit Blick

263 Eine kurze Erlduterung zu solchen ,CGM*-Systemen auf: https://www.diabinfo.de
/leben/behandlung/kontinuierliche-gewebezuckermessung.html (Letzter Aufruf:
11.5.2025).

264 Leupold/Wiesner, in: Leupold/Wiebe/Glossner (Hrsg.), IT-Recht, 4.Aufl. 2021,
Teil 13. Digitalisierung im Gesundheitssektor: e-Health, Rn. 10.
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auf die Digitalisierung besonders zukunftstrachtigen Bereichen wie der Me-
dizin, der gesetzgeberische Wille zumindest erkennbar ist, hier Fortschritte
zu machen. Neben der in Station 2 kurz angesprochenen elektronischen
Patientenakte (ePA) und Regelungen zur Sekunddrnutzung von Gesund-
heitsdaten (GDNG) fillt hierunter auch der Bereich digitaler Gesundheits-
versorgung im Sinne einer Nutzung von Technologie als medizinischem
Instrument. Im deutschen Recht hat sich der Gesetzgeber entschieden,
nicht an bereits etablierte Termini anzukniipfen, sondern er hat neue
Begriffe entworfen, wovon der engste Digitale Gesundheitsanwendungen,
kurz: DiGA, ist.2> DiGA wurden im Rahmen des Digitale-Versorgung-Ge-
setzes?®, durch welches unter anderem das SGBV gedndert wurde, im
neuen § 33a Abs.1S.1SGB V wie folgt legaldefiniert:

Versicherte haben Anspruch auf Versorgung mit Medizinprodukten
niedriger Risikoklasse [I und Ila nach Mafigabe der Klassifikation der
MP-VO], deren Hauptfunktion wesentlich auf digitalen Technologien
beruht und die dazu bestimmt sind, bei den Versicherten oder in
der Versorgung durch Leistungserbringer die Erkennung, Uberwachung,
Behandlung oder Linderung von Krankheiten oder Kompensierung
von Verletzungen oder Behinderungen zu unterstiitzen (digitale Gesund-
heitsanwendungen).2¢”

Die Tatsache, dass diese Legaldefinition im SGBV und im Kontext zu
einem Versorgungsanspruch genannt wird, sagt uns, dass wesentliches No-
vum der DiGA selbst ist, dass sie Giberhaupt seitens der Krankenkassen
erstattungsfiahig sind. Wichtig ist dabei der Hinweis, dass DiGA zugleich
KI-gestiitzte Medizinprodukte sein kdnnen, worauf auch schon der Verweis
in § 33a SGB V auf die MP-VO hindeutet (vgl. § 33a Abs.2 S.1SGB V).
Allerdings miissen wir hier ein paar Punkte auseinanderhalten, um et-
waiger Verwirrung vorzubeugen. Die Einordnung der Risikoklassen I und
ITa als ,niedrig“ ist zundchst eine eigene des SGB'V, die terminologisch mit
der MP-VO-Klassifizierung nicht gut harmonisiert: Im Rahmen der ersten
Station unseres Falles haben wir uns dieser Risikoklassifizierung speziell
mit Blick auf KI-Systemen gewidmet und dort festgestellt, dass eine Klassi-
fizierung eines medizinischen KI-Systems in die Risikoklasse IIa dessen
Einordnung als Hochrisiko-KI-System mit gesteigerten rechtlichen Anfor-

265 Kircher, in: Becker/Kingreen (Hrsg.), SGB'V, § 33a SGBV, Rn. 4.

266 Gesetz fiir eine bessere Versorgung durch Digitalisierung und Innovation (Digitale-
Versorgung-Gesetz - DVG) vom 9. Dezember 2019, BGBI. 12019, S. 2562.

267 Hervorhebungen hier.
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derungen bedeutet. Die MP-VO selbst scheint die Klasse ITa eher einem
mittleren Risikobereich zuzuordnen, wenn auch nicht ausdriicklich.268

Lassen wir die uneinheitliche und damit die Dinge leider wieder ver-
komplizierende Begriffsverwendung auflen vor, wire in unserem Fall aller-
dings wirklich problematisch, dass die Anwendung, welche Herr Miiller
nutzen soll, nicht lediglich ,irgendwelche® diagnostischen Informationen
liefert. Grundsitzlich ist, wie wir uns erinnern, bei Software, die diese
Funktion bietet, gemaf3 der Regel 11 des Anhangs VIII der MP-VO (welcher
die Klassifizierung von Medizinprodukten betrifft) eine Einordnung in die
Risikoklasse ITa vorzunehmen. Die hier relevante Anwendung dient jedoch
der Uberwachung von ,Vitaldaten wie Blutdruck, Herzfrequenz und ande-
re[r] relevante[r] Parameter” Fur solche Software, die ,fiir die Kontrolle
von physiologischen Prozessen bestimmt ist’, sieht Regel 11 grundsétzlich
zwar ebenfalls eine Einordnung in Risikoklasse IIa vor, dies @ndert sich
aber, wenn sie ,fiir die Kontrolle von vitalen physiologischen Parametern
bestimmt [ist], wobei die Art der Anderung dieser Parameter zu einer
unmittelbaren Gefahr fiir den Patienten fithren konnte® In solchen Fillen
wird sie der Klasse IIb zugeordnet. Im Falle des Herrn Miiller diirfte in An-
betracht der Schwere seiner Vorbehandlung und der Art der einzutragen-
den Daten unproblematisch von einer notwendigen Einordnung in Klasse
ITb auszugehen sein. Nach der urspriinglichen Konzeption der DiGA-Rege-
lungen im SGBV hitte dies aber dazu gefiihrt, dass die Anwendung eben
keine solche hitte darstellen konnen. Diese Form der Limitierung auf ledig-
lich recht simple Anwendungen unter systematischem Ausschluss von die
Uberwachung auch kritischer Parameter zulassender Anwendungen fiihrte
in der Folge auch zu einiger Kritik.2¢?

Entscharft wurde dieses ,Problem’ aber dadurch, dass der §33a SGBV
noch einmal durch das sogenannte Digital-Gesetz (DigiG)?"° erweitert
wurde. Durch dieses Gesetz wurde die Norm insoweit gedndert, als dass
nun auch Medizinprodukte ,hoherer Risikoklasse erfasst sind, worunter
nach §33a Abs.2 S.1 SGBV solche der Risikoklasse IIb der MP-VO fallen.
Ausgespart bleiben lediglich Anwendungen der hochsten Risikoklasse III.
Auf welche DiGA konkret sich der leistungsrechtliche Anspruch richtet,
bestimmt sich geméfS § 33a Abs. 1 Nr. 1 SGB V nach zwei Faktoren. Der eine
ist gemafd Nr. 2 des Absatzes, dass entweder eine drztliche/psychotherapeu-

268 Wagner, in: Rehmann/Wagner, Art. 51 MP-VO Rn. 3.

269 Vgl. Jorzig/Kellermeier, MedR 2021, 976 (979).

270 Gesetz zur Beschleunigung der Digitalisierung des Gesundheitswesens (Digital-Ge-
setz — DigiG) vom 22. Mirz 2024, BGBL. 12024, Nr. 101.
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tische Verordnung oder eine Genehmigung der Krankenkasse vorliegt; der
andere gemaf3 Nr.1 ist, dass die DiGA in einem besonderen Verzeichnis
des Bundesinstituts fiir Arzneimittel und Medizinprodukte (BfArM) aufge-
nommen wurde. Die Kriterien fiir diese Aufnahme bestimmt § 139e SGB V.
Damit die von Herrn Miiller genutzte Software als DiGA erstattungsfihig
wire, muss sie diese Anforderungen erfiillen.

« Ist das erlaubt?

Betrachten wir abschlieffend noch die materiell-rechtlichen Voraussetzun-
gen des Einsatzes der Software. Bereits unabhingig von einem etwaigen
KI-Element unterféllt eine medizinische Software-Anwendung, die, wie
hier, die Kontrolle von Vitalparametern zum Gegenstand hat, mindestens
der Risikoklasse IIb im Sinne der MP-VO. Auch in der letzten Station geht
es folglich um ein Hochrisiko-KI-System mit entsprechenden Anforderun-
gen an dessen Entwicklung (Art. 8 ff. KI-VO) sowie besonderen Pflichten,
die die Anbieter und Betreiber erfiillen missen (Art. 16 ff. KI-VO). Welche
Rolle die Uniklinik hier einnimmt, kdnnen wir nicht mit Sicherheit bestim-
men. Sollte sie selbst Anbieterin im Sinne der KI-VO sein, die KI-Anwen-
dung gemiaf3 Art. 3 Nr. 3 KI-VO also entweder selbst entwickelt haben oder
entwickeln lassen haben (die anderen Fallgruppen der Norm erscheinen
eher fernliegend), dann trafen sie die sehr umfangreichen Anbieter-Pflich-
ten selbst. Wire sie Betreiberin (Art.3 Nr.4 KI-VO), d.h. verwendete sie
das KI-System in eigener Verantwortung, dann gilt das oben in Station
3 Gesagte hier entsprechend. Betreiberin wire sie etwa dann, wenn sie
eigenen Zugriff auf das System hat, beispielsweise eigene Server unterhalt
und bestimmte Administrator-Rechte besitzt. Verschreibt® die Klinik bzw.
der behandelnde Arzt das System lediglich als DiGA und lasst sich die ent-
sprechenden Ergebnisse durch Herrn Miiller aushdndigen, dann wiirden
sie die Betreiberpflichten hingegen selbst nicht treffen. Die entsprechenden
Pflichten wiirden dann den Anbieter bzw. Betreiber der Anwendung treffen,
welches Unternehmen das auch immer sein mag.

Key take-aways

+ Medizinische KI-Systeme kénnen unter Umstédnden als DiGA (Digitale Gesundheitsanwen-
dungen) von den Krankenkassen erstattet werden.

« Die Nutzung von mit Sensor-Hardware verbundenen mHealth-Anwendungen ist im Grund-
satz bereits gesetzlich erfasst.
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