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Bei diesem Beitrag handelt es sich um einen wissenschaftlich 
begutachteten und freigegebenen Fachaufsatz („reviewed paper“).

Mehrwerte des Process Data Twins in einem herstellerübergreifenden Industrial IoT Netzwerk

Anwendung  
des Process Data Twin

A. Leinenbach, M. Wagner, F. Oettl, J. Schilp

Der digitale Zwilling wird als virtuelle Abbildung von beste-
henden oder entstehenden Produktionsanlagen eingesetzt.  
Die Nutzung für tiefergreifende Anwendungen erfordert einen 
 datengetriebenen Zwilling basierend auf dynamischen Daten. 
Hierfür wird der Process Data Twin (PDT) eingeführt und  
die dafür entwickelte Open-Source-Technologieumgebung 
 beschrieben. Die Anwendung, seine Mehrwerte sowie weiter -
führende Entwicklungsschritte zeigen abschließend die 
 vielfältigen Möglichkeiten des PDT.

Application of Process Data Twin

The digital twin is used as a virtual representation of existing 
or emerging production facilities. The use for deeper applicati-
ons requires a data-driven twin based on dynamic data. The 
Process Data Twin (PDT) is distinguished from the previous 
 definitions of the digital twin and its application is presented. 
Finally, the added values show the manifold possibilities of the 
PDT and the further development steps.

1 Einleitung/Motivation

Der digitale Zwilling ist im Kontext von Industrie 4.0 ein zen-
trales Schlagwort. Die Grundlage des digitalen Zwillings in aktu-
ellen Anwendungsfällen ist bisher die grafische Darstellung einer 
bestehenden oder entstehenden Produktionsanlage, die mit den 
benötigten Betriebsdaten angereichert wird. Datenbasierte Ansät-
ze wie die Asset Administration Shell setzen den interoperablen 
Datenaustausch um, bieten allerdings aktuell keine ganzheitliche 
Lösung, um beispielsweise Plug-and-Produce von Maschinen in 
einem offenen Ökosystem zu realisieren, da die AAS eine passive 
API bereitstellt, aber keine vollständige Infrastruktur wie in 
 Abschnitt 3.1 beschrieben. Weitergehende Anwendungsfälle wie 
zum Beispiel die maschinenübergreifende Optimierung von Pro-
duktionsprozessen oder die Nutzung von neuen Geschäftsmodel-
len, wie Equipment-as-a-Service, benötigen dynamische Daten 
und müssen diese herstellerunabhängig zur Verfügung stellen. 
Dieser Beitrag zeigt zunächst unterschiedliche Definitionen von 
digitalen Zwillingen und erklärt anschließend die technologische 
Umgebung sowie den strukturellen Aufbau des PDT. Dessen 
 Anwendung in verschiedenen Use-Cases zeigt die Mehrwerte auf.

2 Wissenschaftliche Grundlagen

Es existieren unterschiedliche, kontextabhängige Definitionen 
für den Begriff digitaler Zwilling. Grundsätzlich definiert der 
 digitale Zwilling einen digitalen Repräsentanten einer Entität. [1] 
Dabei kann ein Datenaustausch zwischen dem realen Asset und 
der digitalen Repräsentation stattfinden. [2] Abhängig von der 

Art der Interaktion haben die digitalen Repräsentanten unter-
schiedliche Bezeichnungen, wie in Bild 1 zu sehen. 

Findet eine Interaktion auf rein manueller Art statt, spricht 
man von einem digitalen Modell. Existiert ein automatischer 
 Datenfluss ausschließlich weg von dem realen Asset, definiert [3] 
dies als digitaler Schatten. Bei einem automatischen, bidirektiona-
len Datenfluss spricht man von einem digitalen Zwilling. Diese 
Definition ergibt die Möglichkeit, das physische Objekt über den 
digitalen Zwilling automatisiert auf Basis der digital gewonnenen 
Daten zu steuern. [3]

Ein datenbasierter Ansatz zur Beschreibung eines Assets liefert 
die Asset Administration Shell (AAS). Teilmodelle bieten die 
Möglichkeit, Daten standardisiert zu speichern, um den gesamten 
Lebenszyklus des Assets abzubilden und auf Assetinformationen 
über standardisierte Kommunikationskanäle zuzugreifen. [4, 5]

3 Technische Grundlagen des Systems

Um ein tieferes Verständnis für das entwickelte Open-Source-
Ökosystem zu entwickeln, wird zunächst die technische Sicht der 
Umsetzung beschrieben (3.1). Der dort implementierte Process 
Data Twin (PDT) wird anschließend strukturell definiert.

3.1. Technologieumgebung

Da für einen Digitalen Zwilling interoperable Datenmodelle, 
Datenaustausch und Dateninteraktion zwischen verschiedenen 
Domänen, zum Beispiel den Maschinen, Werkstücke, Menschen, 
Gebäude, Prozesse, etc., notwendig sind, muss ein Standard ver-
wenden werden, der ein großes Ökosystem an Datenmodellen 
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und Lösungen bereitstellt. Ein solcher Standard wird zum Bei-
spiel von der Fiware Foundation definiert. [6] Der Next-Genera-
tion-Service-Interface-Linked-Data Standard (NGSI-LD) spezifi-
ziert ein sehr flexibles Datenmodell und ein Objekt-Broker Appli-
cation Programming Interface (API), mit dem man auf diesen 
Daten operieren kann. [7] NGSI-LD setzt dabei auf existieren-
den, semantischen Standards von W3C [8], wie JSON-LD, Res-
source Description Framework Schema (RDFS) [9] und Shapes 
Constraint Language (SHACL) [10]. Dadurch ist es nicht nur 
leicht, semantische Objekte zu definieren, zu validieren und zu 
verknüpfen, sondern auch möglich diese in Echtzeit mit Wissens-
Graphen zu verbinden. Des Weiteren werden von Fiware wichti-
ge Europäische Themen der Datensouveränität adressiert. 
Schließlich kommt dazu noch ein großes Ökosystem: Allein der 
Context Broker hat drei unabhängige Open Source Implementie-
rungen und es existiert eine große Anzahl von Lösungsbaustei-
nen. Deshalb bietet NGSI-LD eine standardisierte und mächtige 
Grundlage für einen datenbasierten Digitalen Zwilling. Das be-
schriebene System wird bereits für Smart Cities genutzt. [11] 

Beide Konzepte, die Asset Administration Shell und NGSI-LD, 
haben überlappende und komplementäre Eigenschaften und be-
einflussen die Zukunft der Europäischen Industrie. Deshalb wird 
es zukünftig entscheidend sein, beide Konzepte zu kombieren, 
um die im Verlauf beschriebenen Use-Cases weiter optimieren zu 
können und die Industrie im technologischen Wandel zu unter-
stützen. Diese Publikation fokussiert sich nachfolgend auf die 
Umsetzung und Anwendung der Technologieumgebung mit 
NGSI-LD. 

3.2. Struktureller Aufbau

Jedes Asset besitzt einen PDT. Assets können Maschinen, 
 Logistikfahrzeuge, Softwarekomponenten oder Menschen sein. 
Für Maschinen entsteht der PDT am Ende des Produktionspro-
zesses, so dass dort alle nötigen statischen Informationen hinter-
legt werden. 

Mit der Erzeugung erhält der PDT und damit das physische 
Asset eine weltweit eindeutige Identifizierung, die von einer 

übergeordneten Instanz vergeben wird. Die Identifizierung 
 ermöglicht eine Zuordnung sämtlicher Informationen, Produkti-
onsdaten, Wartungspläne, etc. exakt zu einer Maschine. 

Wird die Maschine in die Produktion eingebracht, erzeugt sie 
zusätzliche Betriebsdaten. 

Ein zentraler Datensatz ist der Maschinenzustand, der im PDT 
nach VDI 3423 definiert ist. Bereits aus diesem Datensatz lassen 
sich einfache Rückschlüsse über die Maschinenverfügbarkeit zie-
hen. Mit der Normierung nach VDI 3423 sieht der Nutzer zu-
sätzlich bspw. die organisatorischen oder technischen Ausfall -
zeiten. Weitere Standarddaten sind die Spannungs- und Strom-
werte der Maschine als Grundlage für die CO2-Bilanzierung und 
Möglichkeiten zur Reduzierung des Energieverbrauchs. 

Neben diesen Standarddaten gibt es maschinenspezifisch wei-
tere Vorgaben, um die Interoperabilität zwischen einzelnen 
 Maschinen sicherzustellen. Beispielhaft sei hier eine Laser-
schneidanlage genannt, die für den Betrieb weitere Medien wie 
Druckluft oder Prozessgase verbraucht. Die gesammelten Daten 
können in strukturierter Form gruppiert werden, wie in Bild 2 
zu sehen. Dabei wird zwischen Bereichen Digital Nameplate 
 sowie den Lifecycle-, Document- und Component-Managern un-
terschieden. Zusätzlich sind in der Abbildung die Möglichkeiten 
zur Verfügbarkeit der Daten dargestellt. Das Digital Nameplate 
enthält grundlegende Maschineninformationen analog zu einem 
klassischen Typenschild. Dazu gehören beispielsweise der Ma-
schinentyp, der Hersteller oder das Baujahr. Der Document Ma-
nager stellt wichtige Dokumente wie zum Beispiel die CE-Zertifi-
zierung bereit, liefert aber auch über Verlinkungen die aktuellste 
Version von Betriebsanleitungen bereit. Durch die aktive Anbin-
dung weiterer System wie einem ERP ist es möglich, Schulungs-
nachweise und Benutzerrechte einfließen zu lassen. Die semanti-
sche Struktur erlaubt dabei eine Verknüpfung von Schulungen 
bezogen auf Maschinentypen. Die aktuellen Betriebsdaten fließen 
über diverse Kommunikationsschnittstellen wie OPC-UA, MQTT 
etc. in den PDT und können damit für diverse Anwendungen ge-
nutzt werden. Exemplarisch genannt seien die Optimierung von 
Produktionsprozessen oder die Anwendung von KI-Modellen. 

Bild 1. Interaktion zwischen Instanz und digitaler Repräsentant. Grafik: Lehrstuhl für Produktionsinformatik, in Anlehnung an [3] 
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Die semantische Struktur erlaubt dabei die Anwendung von Algo-
rithmen auf Maschinen verschiedener Hersteller. 

Neben der Nutzung der dort gespeicherten Daten zur Maschi-
ne kann beispielsweise geprüft werden, ob ein Mitarbeiter die er-
forderlichen Schulungen für die Arbeit an einer Maschine besitzt. 

Die Speicherung des PDTs erfolgt direkt auf der Maschine mit 
Zugriff auf die beschriebenen Daten. Gleichzeitig entsteht eine 
aktuelle Kopie auf Fabrik- und/oder Cloudebene. Der Eigentümer 
des Assets entscheidet, welche Daten freigegeben werden, bei-
spielsweise Maschinendaten für den Hersteller für die Optimie-
rung von Maschinen und Prozessen. 

Strukturell ergeben sich Überschneidungen beziehungsweise 
gleiche Eigenschaften wie bei der Asset Administration Shell, die 
teilweise gleiche Daten wie zum Beispiel das digitale Typenschild 
oder aktuelle Betriebsdaten verarbeitet beziehungsweise spei-
chern kann. Der Unterschied liegt in der technologischen Umset-
zung. Durch die Anwendung eines Context-Brokers in Kombina-
tion mit den beschriebenen Standards bietet das Ökosystem wei-
tere Verknüpfungs- und Anwendungsmöglichkeiten wie beispiels-
weise die direkte Interaktion von Maschinen entlang einer Pro-
zesskette. Insbesondere führen die verwendeten Technologien da-
zu, herstellerunabhängige Beschreibungen zu finden und diese für 
gleiche Maschinentypen anzuwenden. Diese Beschreibungen wer-
den in weiteren Veröffentlichungen beschrieben, da sie für die 
nachfolgenden Use-Cases im ersten Schritt keine Relevanz haben.

4 Anwendung und Mehrwerte des PDT 

Die nachfolgenden exemplarischen Anwendungen sollen die 
Umsetzung der in Abschnitt drei beschriebenen Technologie -
umgebung beschreiben und die damit generierten Mehrwerte 
aufzeigen. 

4.1. Transparente Produktionsprozesse

Die Produktion mittelständischer Unternehmen besteht häufig 
aus einem heterogenen Maschinenpark. Dies erschwert die ein-
heitliche Darstellung von maschinenübergreifenden Produktions-
prozessen und verhindert damit die einfache Schaffung von 
Transparenz. Durch die Abbildung der Maschinen in einem PDT, 
der in einer herstellerunabhängigen Vernetzungslösung imple-
mentiert ist, kann die Maschine einfach in die bestehende Infra-
struktur integriert werden. Schematisch ist diese Verknüpfung in 
Bild 3 dargestellt. Jede Maschine besitzt ein standardisiertes 
Gateway, zu dem die Maschinenkommunikation individuell er-
folgt. Der Austausch zwischen Gateway und Edge Server erfolgt 
über eine standardisierte, bidirektionale Kommunikation. Der Ed-
ge Server ist der Knotenpunkt in der Fabrik und bindet neben 
Maschinen auch weitere Assets wie Softwaresysteme an. Gleich-
zeitig kann über den Edge Server auf sämtliche Maschinendaten 
zugegriffen werden. In dieser lokalen Kommunikationsstruktur 
befindet sich der PDT auf dem Gateway, um die Informationen 
bei Standortänderungen dauerhaft vorliegen zu haben und damit 
eine Plug-and-Produce-Lösung zu erreichen. Eine Back-Up-Ko-
pie wird auf dem Edge Server zur Datensicherung erstellt. In den 
Anwendungsfällen zwei und drei wird auf die Kommunikations-
struktur zwischen Edge Server und Cloud weiterführend einge-
gangen.

Der PDT liefert damit grundlegende Maschinendaten herstel-
lerunabhängig, die beispielsweise in einem Dashboard angezeigt 
werden können. Mit den Nutzungsdaten lassen sich zum Beispiel 
die Maschinenverfügbarkeit nach aktuellen Normen VDI 3423 
ausgegeben oder Produktionsprozesse nachvollziehen. Die grund-
legenden Daten des Stromverbrauches liefern zudem die Mög-
lichkeit, eine CO2-Bilanzierung entlang des gesamten Produkti-
onsprozesses durchzuführen und damit zukünftigen gesetzlichen 
Anforderungen zu entsprechen. Perspektivisch liefert diese Da-
tenverfügbarkeit die Möglichkeit, maschinentyp-spezifische Da-

Bild 2. Aufbau des Process Data Twins (PDT) und den verschiedenen Informationen sowie Speicherungsarten und -orten.  
Grafik: Lehrstuhl für Produktionsinformatik
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ten auszugeben und damit maschinenübergreifend Produktions-
prozesse zu optimieren. Beispielhaft sei hier das Zusammenspiel 
zwischen einer Laserschneidanlage und der dazugehörigen Filte-
rung genannt. In bisheriger Konstellation wird die Filteranlage in 
einem binären Zustand betrieben (Filterung ist aktiv/nicht aktiv). 

Durch die Verwendung der Maschinendaten können Modelle 
entwickelt werden, die für alle Kombinationen aus Schneidma-
schine und Filteranlage herstellerunabhängig Anwendung finden 
können, um die Ansteuerung zu optimieren und damit zum Bei-
spiel die Energieeffizienz durch eine geringere Leistung der 
 Filteranlage zu erhöhen. Grundlage dafür ist die beschriebene 
technologische Umsetzung mit dem Context-Broker sowie die 
Modellierung mit Echtzeit-Wissensgraphen. 

4.2. Equipment-as-a-Service 

Speziell für kleine und mittlere Unternehmen (KMU) stellt 
die Anschaffung einer neuen Maschine aufgrund der Kapitalbin-
dung und des Eigenkapitalbedarfs eine große finanzielle Heraus-
forderung dar. Im Vergleich zu größeren Unternehmen unterliegt 
die Maschinenauslastung im Durchschnitt größeren Schwankun-
gen, wodurch sich der Return on Investment verschiebt.

Dies hat zur Folge, dass kleine und mittlere Unternehmen ihre 
Maschinen sehr lange halten und damit später auf neue, effizien-
tere Technologien umsteigen. Hierdurch werden ihre Produkti-
onskosten Jahr für Jahr höher, wodurch die Wettbewerbsfähigkeit 
und -verfügbarkeit abnimmt.

Einen Ausweg aus dieser Situation bieten Mietmodelle, da hier 
weniger finanzielle Mittel gebunden werden. Jedoch stellt die Be-
gleichung der fixen monatlichen Rate eine Hürde in auslastungs-
schwachen Monaten dar, da in diesen weniger Cashflow generiert 
wird. 

An dieser Stelle setzt auf der technologischen Basis des PDT 
das Finanzierungsmodell Equipment-as-a-Service an, bei 

 welchem das Unternehmen die Anlage auch mietet. Im Gegensatz 
zum reinen Mietmodell variiert allerdings die monatliche Rate. 
Diese richtet sich nach der tatsächlichen Maschinenauslastung. 
Wird in einem Monat mehr produziert, ist die Rate höher als bei 
einem vergleichbaren Mietmodell. Jedoch kann das Unternehmen 
diese leichter begleichen, da eine höhere Maschinenauslastung aus 
einer guten Auftragslage resultiert und so ein höherer Cashflow 
generiert wird. Bei einer schlechten Auftragslage ist die Maschi-
nenauslastung dementsprechend geringer, wodurch auch die mo-
natliche Rate sinkt. In Bild 4 wird der Zusammenhang zwischen 
der Maschinenauslastung und der monatlichen Rate beider Finan-
zierungsmodelle gegenübergestellt.

Das Auslastungsrisiko liegt bei diesem Modell nicht mehr 
beim Mieter, sondern beim Finanzierer, wodurch speziell KMUs 
immens profitieren. Zudem wird der Zugang zu neuen Technolo-
gien für KMUs deutlich erleichtert und die Wettbewerbsfähigkeit 
dieser aufgrund der geringen Produktionskosten gesteigert. Der 
Maschinenhersteller profitiert bei diesem Modell von der Gewin-
nung neuer Kunden und durch langfristige Serviceverträge sowie 
Ersatzteillieferungen.

Grundlage dieses Modells stellen validierbare und sichere Da-
ten identifizierbarer Entitäten dar, da die monatliche Rate anhand 
der tatsächlichen Laufzeit der Maschine berechnet wird. Daher ist 
die Grundvoraussetzung, dass die übertragenen Daten, wie der 
Maschinenstatus, nicht von anderen Maschinen oder Gateways 
gesendet werden können und so die Berechnungen der monatli-
chen Rate auf einer falschen Datenbasis erfolgen. Der Einsatz des 
PDT ermöglicht die Hinterlegung einer weltweit eindeutigen ID 
für das Asset und das Gateway, welche von einer non-profit Or-
ganisation bereitgestellt und verwaltet wird. Hierdurch wird 
 sichergestellt, dass gesendete Daten anderer Assets oder Gateways 
erkannt werden, da diese eine andere ID aufweisen. [12] Somit 
schafft der PDT einen Vertrauensraum zwischen Finanzierer, 
 Fabrikbetreiber und Maschinenhersteller.

Bild 3. Infrastruktur für die Umsetzung von transparenten Produktionsprozessen mit einem Edge Server sowie die Anbindung von Softwaresystemen und 
Maschinen. Grafik: Lehrstuhl für Produktionsinformatik
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4.3. Cloud Manufacturing

Wie in 4.2. beschrieben wird die Maschinenkapazität in vielen 
Unternehmen nicht vollumfänglich ausgenutzt, wobei andere Un-
ternehmen Auftragsspitzen abarbeiten müssen. Wenn Unterneh-
men Produktionskapazitäten standardisiert und ohne zusätzlichen 
bürokratischen Aufwand zur Verfügung stellen, steigt die Rendite 
der Maschineneigentümer und Kunden von fertigenden Unter-
nehmen haben kürzere Lieferzeiten. Gleichzeitig können Maschi-
nenkapazitäten als zusätzliche Einnahmequelle zur Verfügung 
 gestellt werden. In [13] ist dieses Vorgehen als Sharing Economy 

beschrieben, üblicherweise nutzt man den Begriff Cloud Manu-
facturing. [14]

Der strukturelle Aufbau ist in Bild 5 zu sehen. Jedes schwarze 
Rechteck stellt ein Unternehmen beziehungsweise einen Fabrik-
betreiber dar, der über den Edge Server mit einer Cloudinfra-
struktur kommuniziert. Durch den PDT als Kommunikations-
schnittstelle schafft die Struktur semantische Interoperabilität 
und ermöglicht maschinenherstellerunabhängig die Integration in 
die Infrastruktur. Fabrikbetreiber A möchte das gezeigte Bauteil 
fertigen, hat aber keine passende Maschine, keine Rohmaterialien 
oder fehlende Maschinenkapazitäten. Über die Anbindung an die 
Cloudinfrastruktur stellt er die Bauteilgeometrie sowie ge-

Bild 4. Kostenvergleich für ein klassisches Mietmodell und Equipment-as-a-Service. Grafik: Lehrstuhl für Produktionsinformatik

Bild 5. Vernetzte Fabriken über IndustryFusion-X als Dataspace für Industrie 4.0. Grafik: Lehrstuhl für Produktionsinformatik.
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wünschte Eigenschaften zur Verfügung. Die Fabrikbetreiber B bis 
D prüfen, ob, wann und unter welchen Rahmenbedingungen eine 
Fertigung möglich ist. Fabrikbetreiber A wählt das für ihn pas-
sende Angebot. Nach den Produktions- und Logistikprozessen 
erfolgt die Abrechnung ebenfalls über die digitale Infrastruktur. 
Sämtliche Daten zum Bauteil sind im PDT gespeichert und damit 
für Fabrikbetreiber A dauerhaft verfügbar. Für eine maximale 
Flexibilität unter geringem zeitlichem Aufwand müssen diese 
Prozesse automatisiert ablaufen. Dann kann dieser einzelne Be-
schaffungsprozess in die Gesamtbeschaffung einer Baugruppe 
eingebunden sein und zu einem möglichst günstigen Zeitpunkt 
erfolgen. Mehrwerte für die beteiligten Unternehmen ergeben 
sich, wenn der gesamte Angebots-, Bestell- und Bezahlungspro-
zess automatisiert abgebildet wird. Für die Unternehmen ergibt 
sich dann ein Anreiz, ohne hohe technologische Hürden an Cloud 
Manufacturing teilzunehmen, die Auslastung der eigenen Maschi-
nen zu steigern und damit die Rentabilität zu erhöhen. Freie Pro-
duktionsressourcen werden effektiv durch den Maschinenpark 
genutzt und die Vergabe von Produktionsaufträgen erfolgt auf ei-
nem automatischen Weg.

5 Zusammenfassung 

Dieser Beitrag zeigt den strukturellen Aufbau des PDT in der 
Open-Source-Technologieumgebung. Durch die Beschreibung 
von drei Anwendungsfällen wurden die Mehrwerte des Ansatzes 
gezeigt und abgeleitet. Die Vorteile durch eine weltweit eindeuti-
ge Identifizierung sowie die Standardisierung von Daten führen 
zu einer semantischen Interoperabilität und damit zur Nutzung 
aller Ansätze aus Industrie 4.0. Ähnliche Ansätze und Umsetzun-
gen zur Interoperabilität bestehen mit der Asset Administration 
Shell. 

Aktuell befindet sich mit der IndustryFusion-Foundation [15] 
ein Konsortium in der Umsetzung der Entwicklung und zeigt bei 
seinen Technologiedaten im Mai 2024? die praktische Anwen-
dung von Equipment-as-a-Service. Dabei erfolgt die Umsetzung 
mit verschiedenen Industriepartnern und wird im Bereich Safety 
durch den TÜV begleitet.

In zukünftigen Forschungsarbeiten sollen die Möglichkeiten 
der beschriebenen Open-Source-Technologien untersucht 
 werden, aber auch bestehende Ansätze wie die Asset-Administra-
tion-Shell einbezogen werden. Weitere wichtige Forschungs -
fragen sind die Umsetzung einer zentralen Produktionssteuerung 
oder der Aufbau einer dynamischen Safetystruktur für die ver-
wendeten Maschinen und Systeme.
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