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IX

Symbole und Funktionen

Symbole
∃ es existiert
∃! es existiert und ist eindeutig
∀ für alle
:= definiert als
1,n 1, . . . ,n

�m� die kleinste ganze Zahl, die größer oder gleich
m ∈ R ist

∂tg(x(t),v) ⇔
∂g(x,v)

∂x · ẋ

∂vg(x,v) ⇔
∂g(x,v)

∂v
Mengen
Bε(x) offene Kugel um x ∈ Rn mit Radius ε, vgl.

Def. 5 (Anhang)
Rn n× 1 Spaltenvektoren
Rn
∗ von null verschiedene Spaltenvektoren, d.h.

Rn\{0}
Rn×m n×m reelle Matrizen
Fn×m n×m reelle oder komplexe Matrizen
H

n n× n hermitesche Matrizen
Symn , Skewn n × n reelle symmetrische, schief-

symmetrische Matrizen
Pn(Nn) n× n symmetrische und positiv definite (se-

midefinite) Matrizen
∅ die leere Menge
N (A) Kern (Nullraum) einer Matrix A ∈ Rm×n,

N (A) := {x ∈ Rn|Ax = 0}
G�(v) Gebiet {x ∈ R

n|g�(x,v) < 0}
E�(v) Ellipsoid {x ∈ Rn|x�P(v)x < 0}
∂G Rand einer Menge G, vgl. Def. 8 (Anhang)
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X Symbole und Funktionen

coM bezeichnet die konvexe Hülle einer Menge
M, vgl. Def. 12 (Anhang)

dimM Dimension einer Menge
L(u,β) das Gebiet L(u,β) := {x ∈ Rn ||u(x)| ≤ β }

wo die Stellgrößenbegrenzung β eingehalten
wird

Spezielle Matrizen
0m,n m× n Nullmatrix
In n× n Einheitsmatrix
En n× n Elementarmatrix
A+ Pseudoinverse einer MatrixA ∈ Cm×n, auch

Moore-Penrose-Inverse genannt, vgl. [8, S.
397]

Ã(i,j) der Kofaktor zum Element a(i,j) der Matrix
A ∈ Rn×n, d.h. die Matrix, die entsteht,
wenn bei der Matrix A die i-te Zeile und
j-te Spalte gestrichen werden

adj(A),AA die adjungierte Matrix zu A ∈ Rn×n, d.h.
AA = C�, mit c(i,j) = (−1)i+j det(Ã(i,j))

x(i) Element (i) eines Vektors x ∈ Rn

a(i,j) Element (i,j) einer Matrix A ∈ Rm×n

xλ ∈ Rn zum Eigenwert λ gehörender Rechtseigen-
vektor xλ

z[k] ∈ Rk
[
1 z z2 · · · zk−1 ]�

A|A Schur-Komplement der Matrix A ∈ Rm×n

bzgl. der Blockmatrix A =
[
A B
C D

]
, defi-

niert als A|A=D−CA−1B,A nichtsingulär

Matrixfunktionen
Rang(A) Rang einer Matrix A ∈ Rm×n

sr(A) Spaltenrang einer Matrix A ∈ Rm×n

zr(A) Zeilenrang einer Matrix A ∈ Rm×n

Spec(A) Spektrum einer Matrix A ∈ Rn×n, d.h. die
Menge aller Eigenwerte bei Nichtbeachtung
der Vielfachheit

λ(A) ∈ C Eigenwert einer Matrix A ∈ R
n×n
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XI

κ(A) Konditionszahl einer Matrix A ∈ Rn×n, de-
finiert als κ(A) := λmax(A)/λmin(A)

Re λ(A) Realteil des Eigenwertes λ ∈ Spec(A)
Im λ(A) Imaginärteil des Eigenwertes λ ∈ Spec(A)
λi(A)∈Spec(A) ⊂ R i.-größter Eigenwert einer Matrix A ∈ Rn×n

mit reellen Eigenwerten
λmax(A)∈Spec(A)⊂R größter Eigenwert einer Matrix A ∈ R

n×n

mit reellen Eigenwerten
λmin(A)∈Spec(A)⊂R kleinster Eigenwert einer Matrix A ∈ Rn×n

mit reellen Eigenwerten
vec(A) Spalten-Vektorisierung einer Matrix A ∈

Rm×n, vgl. Def. 22 (Anhang)

‖x‖ =
√

n∑
i=1

x2(i) Euklidische Norm eines Vektors x ∈ R
n, vgl.

Def. 23 (Anhang)
‖A‖∞:= max

i∈{1,...,n}
j∈{1,...,m}

|A(i,j)| Maximum Norm einer Matrix A ∈ Rn×m,
vgl. Def. 24 (Anhang)

‖A‖σ∞ := σmax(A) Spektralnorm einer Matrix A ∈ Rn×m, vgl.
Def. 24 (Anhang)

A⊗B Kronecker Produkt, d.h. Multiplikation je-
des Elements der Matrix A mit der Matrix
B, vgl. [74] für verschiedene Eigenschaften

A⊕B Kronecker Summe, vgl. Def. 21 (Anhang)
A� Transponierte einer Matrix A ∈ Rm×n

CH konjugiert komplexe und transponierte Ma-
trix C ∈ Cm×n

Xv von v ∈ R abhängige Matrix X(v) ∈ Rm×n

Matrixrelationen
A 
 B (A � B) A−B ∈ Pn (A−B ∈ Nn)
A ∼ B die Matrizen A und B sind ähnlich, vgl. Def.

18 (Anhang)

Stochastik
H( · ), Z( · ) skalare Zufallsfelder
h( · ), z( · ) Realisierungen (Pfade) der skalaren Zufalls-

felder H( · ) bzw. Z( · )
C( · ) mehrdimensionales Zufallsfeld
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XII Symbole und Funktionen

c( · ) Realisierung (Pfad) eines mehrdimensiona-
len Zufallsfeldes C( · )

H , H Zufallsvariable, Zufallsvektor
η, η Realisierung einer Zufallsvariable bzw. eines

Zufallsvektors
[ · ] Wahrscheinlichkeitsverteilung (kurz: Vertei-

lung), die durch ihre Wahrscheinlichkeits-
dichte (oder kurz Dichte) gegeben ist

[X ] · [Y ] Multiplikation von zwei Dichten, d.h.
fX(x) · fY (y)

∝ proportionale Verteilungen
Dζx Definitionsbereich der Variable ζx

Nm(μ,Σ) m-dimensionale multivariate Normalvertei-
lung mit Erwartungswertvektor μ ∈ Rm

und positiv-definiter Kovarianzmatrix Σ ∈
Symm, vgl. Abschnitt B.1 (Anhang)

χ2n eindimensionale Chi-Quadrat Verteilung mit
n Freiheitsgraden, vgl. Abschnitt B.2 (An-
hang)

χ−2
n eindimensionale Inverse-Chi-Quadrat Vertei-

lung mit n Freiheitsgraden, vgl. Abschnitt
B.2 (Anhang)

T1(ν,μ,σ2) eindimensionale nicht-zentrale t-Verteilung
mit ν Freiheitsgraden, Nichtzentralitätspara-
meter μ und Skalierungsparameter σ2, vgl.
Abschnitt B.3 (Anhang)

Abkürzungen
o.B.d.A. ohne Beschränkung der Allgemeinheit
WSVR weiche strukturvariable Regelung
iLF implizite Ljapunov-Funktion
PPDQ Funktion polynomiell parameterabhängige quadrati-

sche Funktion
LTI System lineares zeitinvariantes System
LHS Latin-Hypercube-Sampling
ERMSPE Empirical Root Mean Squared Prediction

Error
AC Achieved Coverage
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XIII

Kurzfassung

Die vorliegende Arbeit beschäftigt sich mit der Synthese weicher struk-
turvariabler Regelungen (WSVR) zur Stabilisierung linearer zeitinvarian-
ten Systemen (LTI-Systeme) mit Stellgrößenbeschränkung und einer neuen
Methode zur Performance-Analyse in nichtlinearen Regelkreisen. Im Rah-
men der Regelsynthese werden zum ersten Mal notwendige und hinreichen-
de Stabilisierbarkeitsbedingungen solcher Strecken durch WSVRs mittels
impliziter Ljapunov-Funktionen (iLF) vorgestellt. Die erzielte Regelung
ist also nicht-konservativ. Aus der Notwendigkeit der Bedingungen folgt,
dass im Fall deren Nichterfüllung überhaupt kein Regler aus der unter-
suchten Klasse existiert. Die Notwendigkeit stellt eine wesentliche Erwei-
terung gegenüber bereits existierenden Stabilitätsbedingungen dar. Eine
zweite Erweiterung der WSVR auf solche Regelungen mittels invers-poly-
nomialer Selektionsstrategien wird ebenfalls vorgestellt. Darüber hinaus
werden die nicht-konservativen Regler bezüglich der Konvergenzrate opti-
miert. Es wird gezeigt, dass der konvergenzoptimale Regler ein Zweipunkt-
regler mit einer parameterabhängigen Umschaltstrategie ist, der ein sehr
schnelles Ausregelverhalten aufweist. Die Formulierung der Bedingungen
mittels äquivalenter linearer Matrixungleichungen (LMIs) wird ebenfalls
vorgestellt. Dies erlaubt einen numerisch effizienten Entwurf der Regler
für Strecken beliebiger Ordnung. Die Reglersynthese endet mit den Sta-
bilisierbarkeitsbedingungen solcher Regler für Regelstreckenensembles, die
durch parametrische LTI-Systeme beschrieben sind.
Der zweite Teil der Arbeit beschäftigt sich mit der Performance-Ana-

lyse in nichtlinearen Regelkreisen. Während für lineare Regelkreise ex-
akte (auch frequenzbasierte) Methoden zur Performance-Analyse existie-
ren, bezieht sich die kleine Menge an Analysemethoden für nichtlineare
Regelkreise meistens auf experimentelle Aussagen über das dynamische
Verhalten eines einzelnen Regelkreises. In dieser Arbeit wird zum ersten
Mal das in der Praxis weitverbreitete Konzept der Computerexperimen-
te auf die Performance-Analyse in nichtlinearen Regelkreisen angewandt.
Mittels Bayes’scher Interpolationsmethoden wird die Performance-Prädik-
tion eines gesamten Streckenensembles ermöglicht. Sehr wichtig sind dabei
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XIV Kurzfassung

die angegebenen Konfidenzintervalle der Prädiktion. Damit ist es möglich,
die erwartete Performance einer Regelmethode für eine bestimmte Strecke
anzugeben, ohne dabei einen Regler entwerfen zu müssen. In diesem Zu-
sammenhang wird auch eine Sensitivitätsanalyse vorgestellt, die Aussagen
darüber zuläßt, welchen Einfluß einzelne Streckenparameter auf die Per-
formance einer Regelmethode erwartungsgemäß haben. Die Arbeit endet
mit einem empirischen Vergleich verschiedener Prädiktoren anhand meh-
rerer Streckenensembles. Es wird gezeigt, dass die Prädiktionsgenauigkeit
abhängig von der Wahl der prädiktiven A-posteriori-Verteilung, von der
Wahl der Korrelationsfunktion zwischen verschiedenen Strecken, sowie von
der Wahl der empirischen Schätzmethode für die Parameter der Korrela-
tionsfunktion ist.
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XV

Abstract

The thesis deals with the non-conservative synthesis of soft variable struc-
ture controls (SVSC) for stabilizing linear time invariant systems (LTI-
systems) with input saturation, and with a new method for the perfor-
mance analysis in nonlinear control systems. The non-conservative control
synthesis yields some necessary and sufficient stability conditions for these
plants, employing implicit Lyapunov-functions (iLF). From the necessity
of the conditions follows that if they are not fulfilled, then there exists no
control from this class which stabilizes the given plant. This is an essen-
tial benefit of the proposed controls relative to the already existing SVSC
employing iLFs. Furthermore, an extension of the SVSC to ones that em-
ploy inverse-polynomial selection strategies is presented. In addition, both
(non-conservative) controls are being optimized relative to the convergence
rate. The maximal convergence control is a bang-bang type control with a
parameter-dependent switching scheme, that achieves very short settling
times. The formulation of the stability conditions in form of equivalent
linear matrix inequalities (LMI) is also a benefit of the proposed control
methods. This allows for an efficient numerical control design for plants
of any given order. The control synthesis part of the thesis ends with the
(non-conservative) design of SVSC for a plant ensemble, that is described
by a parameter dependent LTI-System.
The second part of the thesis deals with the performance analysis in

nonlinear control systems. While for linear systems there exists a large
number of exact (also frequency-based) methods for the performance-ana-
lysis, the number of methods for the performance analysis of nonlinear
systems is very small, and deals mainly with the analysis of a single plant
for a given control. In this thesis the concept of the design and analysis of
computer experiments is applied to the performance analysis of nonlinear
control systems. By employing Bayesian interpolation methods, one can
make a prediction of the performance of the nonlinear control method for
an ensemble of nonlinear closed-loop systems. An important benefit of em-
ploying this statistical framework is that the prediction is given together
with some confidence bounds on the expected performance. Consequently,
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XVI Abstract

it is possible to make a prediction of the performance of a control method
without designing the control. In this context we present also a sensitivity
analysis, which gives some insight on how the expected performance of the
control method changes, if one changes the parameters of the plant. The
thesis ends with an empirical comparison of some predictors, which shows
that the prediction depends on the a-posteriori distribution of the model,
on the correlation function employed and on its parameters, respectively
on the empirical estimation method for these unknown parameters.
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