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Vorwort

Um im interdisziplindren Dialog die Auswirkungen von Datafizierung,
Uberwachung und Kiinstlicher Intelligenz auszuloten und zu diskutieren,
veranstaltete das vom Bundesministerium fir Bildung und Forschung
(BMBEF) geforderte ,,Forum Privatheit und selbstbestimmtes Leben in der
digitalen Welt“ (http://www.forum-privatheit.de) am 18. und 19. Novem-
ber 2021 in Wiesbaden die Konferenz ,,Auswirkungen der Kinstlichen In-
telligenz auf Demokratie und Privatheit“. Der vorliegende Band prisen-
tiert die wichtigsten Vortrage und reflektiert die dort angestoenen Dis-
kussionen.

Das ,,Forum Privatheit® arbeitet seit nunmehr acht Jahren - ausgehend
von technischen, juristischen, ékonomischen sowie geistes- und gesell-
schaftswissenschaftlichen Ansitzen — an einem interdisziplinar fundierten,
zeitgemaflen Verstaindnis von Privatheit und Selbstbestimmung. Hieran
ankniipfend werden Konzepte zur (Neu-)Bestimmung und Gewihrleis-
tung informationeller Selbstbestimmung und des Privaten in der digitalen
Welt erstellt. Es versteht sich tber seine Kerndisziplinen hinaus als eine
Plattform fir den fachlichen Austausch und erarbeitet Orientierungswis-
sen fir den offentlichen Diskurs in Form wissenschaftlicher Publikatio-
nen, Tagungen, White- und Policy-Paper.

Seit 2021 ist das “Forum Privatheit” das zentrale Begleitprojekt der
vom BMBEF initiierten Plattform Privatheit und wird vom Fraunhofer-In-
stitut fiir System- und Innovationsforschung (ISI) in Karlsruhe und der
Projektgruppe verfassungsvertrigliche Technikgestaltung (provet) an der
Universitit Kassel koordiniert. In der Plattform Privatheit werden die vom
BMBF geforderten Projekte zu den Themen Privatheit, Datenschutz und
Selbstbestimmung zusammengefasst. Ziel des “Forum Privatheit” ist es,
allen Burgerinnen und Biirgern einen reflektierten und selbstbestimmten
Umgang mit ihren Daten, technischen Geriten und digitalen Anwendun-
gen zu ermoglichen. Das “Forum Privatheit” bereitet aktuelle Forschungs-
ergebnisse fur Zivilgesellschaft, Politik, Wissenschaft und Wirtschaft auf
und berit deren Akteure zu ethischen, rechtlichen und sozialen Aspekten
von Privatheit, Datenschutz und informationeller Selbstbestimmung,.

Die Organisation der Konferenz erfolgte zusammen mit dem Hessi-
schen Beauftragten fiir Datenschutz und Informationsfreiheit (HBDI).
Die inhaltliche Gestaltung erfolgte zusammen mit dem ebenfalls durch
das BMBF geforderten Projekt “PRIvatheit, Demokratie und Selbstbestim-
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mung im Zeitalter von KI und Globalisierung” (PRIDS), an dem neben
dem Fraunhofer ISI und der Universitat Kassel u.a. auch noch die Univer-
sitait Duisburg-Essen und das Internationale Zentrum fir Ethik in den
Wissenschaften der Universitat Tibingen beteiligt sind.

Als Herausgeber:innen freuen wir uns, nun diesen Konferenzband
prasentieren zu kdnnen. Wir danken insbesondere den Autor:innen fiir
die Uberarbeitung ihrer Vortrige und die Beisteuerung der jeweiligen
Fachaufsitze. Ebenso zum Dank verpflichtet sind wir allen Beteiligten
am ,Forum Privatheit“ sowie den Kolleg:innen, die die in diesem Band
veroffentlichten Texte begutachtet haben. Die Konferenz “Auswirkungen
der Kinstlichen Intelligenz auf Demokratie und Privatheit” wire ohne
die vielfiltige Unterstiitzung durch das interdisziplinire Kollegium nicht
moglich gewesen. Wir danken insbesondere all jenen, die organisatorisch
oder inhaltlich an der Vorbereitung und Durchfithrung der Konferenz
mitgewirkt haben, darunter vor allem Susanne Ruhm, Greta Runge, Frank
Ebbers, Murat Karaboga und Marleen Georgesohn (Fraunhofer ISI) sowie
Christian Geminn, Tamer Bile und Carsten Ochs (Universitit Kassel).
Dartber hinaus danken wir Barbara Ferrarese (Fraunhofer ISI) fur die
professionelle Wissenschaftskommunikation, Miriam Janke (Fusionistas)
fir die konzeptionelle Beratung und lebendige Moderation sowie Magda-
lena Vollmer fiir die kreative Live-Visualisierung der Vortrige. Prof. Dr.
Ina Schieferdecker (BMBF) danken wir fiir die gelungene Konferenz-Eroff-
nung und thematische Einordnung,.

Dem hessischen Landtag verdanken wir, dass wir unsere Veranstaltung
in den prichtigen Riumlichkeiten des Wiesbadener Stadtschlosses durch-
fihren durften. Der Vize-Prasidentin des Landtags Karin Miller danken
wir fir die herzliche Begrifung und historische Einfihrung. Der Presse-
stelle des HBDI, insbesondere Maria Christina Rost, danken wir fir die
tatkriftige Unterstiitzung sowie produktive Zusammenarbeit.

Dieser aus der Konferenz hervorgegangene Band wire nicht ohne tat-
kriftige Unterstiitzung bei der Manuskriptbearbeitung und -korrektur
zustande gekommen. Wir moéchten uns sehr herzlich bedanken bei den
Kollegen, die die Begutachtung der Tagungsbeitrige ibernommen haben.
Fir die angenehme und zielfihrende Zusammenarbeit mit dem Nomos-
Verlag danken wir Dr. Sandra Frey.
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Last but not least mdchten wir uns besonders bei Dr. Heike Prasse
und Kai Enzweiler (BMBF) fiir die Férderung des Projektverbunds sowie
die engagierte Unterstiitzung unserer Forschungsthemen bedanken. Auch
danken wir ausdriicklich Jan-Ole Malchow, der fiir den Projekttriger VDI/
VDE-IT die Forschungsarbeiten des ,Forum Privatheit“, die Vorbereitung
der Konferenz und das Erscheinen des Bandes konstruktiv begleitet hat.

Die Herausgeber:innen
Karlsrube, Kassel, Tiibingen, Duisburg, im Juli 2022
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Geleitwort

Ina Schieferdecker, Bundesministerium fiir Bildung und Forschung

Zur Jahreskonferenz 2021 hatte das Forum Privatheit in den Hessischen
Landtag eingeladen — einem symboltrichtigen Ort, an dem in Hessen 1970
das weltweit erste Datenschutzgesetz verabschiedet worden ist.

Seither wird um notwendige als auch hinreichende Ausprigungen von
Datenschutz gerungen, in den letzten Jahren vermehrt um den Daten-
schutz im digitalen Raum. Digitale Technologien durchdringen unser
Leben. Dabei ist Digitalisierung neben den riesigen Potenzialen fiir Fort-
schritt, Wohlstand und Innovation zu einer bestindigen Herausforderung
fur die Weiterentwicklung unserer Gesellschaft geworden.

Digitalisierung soll wie jede andere Technik das Leben und Arbeiten
von uns Menschen erleichtern. Sie muss dazu an unseren gesellschaftli-
chen Bedarfen orientiert und an uns ausgerichtet sein. In der heutigen
Wirtschaft dominieren jedoch hiufig immer noch Fragen der Gewinnma-
ximierung, wobei Sekundir- und Tertidraspekte sozialer und okologischer
Nachhaltigkeit nicht eingepreist sind. Hier kann und muss steuernd einge-
griffen werden.

So muss auch durch digitale Technik die Wirde des Menschen als
wesentliche Zielbestimmung und als zentrales Fundament jedweden Han-
delns gewahrt bleiben. So miissen digitale Systeme, Anwendungen und
Dienstleistungen durch den Menschen beherrschbar und handhabbar sein.
In der digitalen Transformation geht es deshalb auch darum, die Wahrung
der Rechte im Umgang mit digitalen Medien oder sozialen Plattformen si-
cherzustellen. Hierzu gehort ebenso die Durchsetzung bestehender Rechte
zur Privatsphire, Meinungsfreiheit oder zum Datenschutz im Cyberraum
— auch in neuen digitalisierten Raumen, die durch das Internet der Dinge
und smarte Gerate eréffnet werden.

Genau bei diesen Werten setzt der europaische Weg an. Anders als
andere Regionen der Welt verbinden wir in Deutschland und Europa
den digitalen Fortschritt mit Datenschutz, Meinungsfreiheit und dem
Recht auf Privatheit unter Achtung der Menschenwiirde und der Grund-
rechte. Dieser europdische Weg wird aber nur dann auch in Zukunft
moglich sein, wenn wir technologisch souverin bleiben und unsere Fahig-
keit zur kooperativen Gestaltung und Mitgestaltung von Schlisseltechno-

13
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logien und technologiebasierten Innovationen ausbauen. Technologische
Souveranitit umfasst die Formulierung von Anforderungen an Techno-
logien, Produkte und Dienstleistungen entsprechend der eigenen Werte
und deren Absicherung auch durch die Mitbestimmung entsprechender
Standards in globalen Markten. Vertrauen in digitale Losungen entsteht
da, wo die eingesetzte Soft- und Hardware verstanden wird und wo die
Einhaltung der Anforderungen, etwa zur IT-Sicherheit, tiberprifbar sind
und tberpriift werden. Gleichwohl geht es dabei um Produkte und Dienst-
leistungen, die gebraucht, die gekauft und genutzt werden, die sich im
Markt durchsetzen konnen — und so Arbeit, Arbeitsplatze und Wohlstand
sichern helfen. Was nttzt die beste vertrauenswiirdige Losung, wenn diese
nicht angenommen wird und letztlich weniger vertrauenswirdige Losun-
gen zur Anwendung kommen? Hier muss im engen Schulterschluss von
Wirtschaft, Wissenschaft und Gesellschaft klug agiert und im Interesse
aller ein breites Verstindnis von Vertrauenswiirdigkeit und anderen Qua-
litaten technischer Losungen erzeugt werden. Das ist kein Selbstlaufer,
sondern erfordert ein gut auszubalancierendes Vorgehen.

Deutschland und Europa gehen diese anstehenden Aufgaben bereits
verstirkt an und koénnen zum Vorbild fir eine digitale Gesellschaft wer-
den. Wir Europderinnen und Europier sind dabei nicht nur Nutzende
digitaler Technologien, sondern ebenso deren Gestalter und Entwickler.

Die Politik stellt dazu immer wieder wichtige Weichen, wie zum Bei-
spiel mit der DSGVO oder der europiischen Datenstrategie. Aktuell wird
am Al Act gearbeitet, der Europa zum Zentrum fiir innovationsstarke,
vertrauenswiirdige, Kl-basierte Systeme machen soll.

Hier kommt der Wissenschaft eine grofle Verantwortung zu. Nicht
alles, was wissenschaftlich oder technisch umsetzbar ist, ist auch sinnvoll
oder erstrebenswert. Und so ist es die Aufgabe der Wissenschaft, das Ver-
stindnis der digitalen Transformation zu vertiefen und dieses Verstandnis
in die Breite zu tragen — und dabei auf die Chancen als auch die Risiken
des digitalen Wandels hinzuweisen. Der fortschreitende wissenschaftliche
Erkenntnisgewinn hilft uns, erstrebenswerte Entwicklungen zu beférdern
und Fehlentwicklungen zu vermeiden.

Dieser Aufgabe haben sich die Mitglieder des Forums Privatheit in be-
sonderer Weise verpflichtet. Mit einem disziplineniibergreifenden Ansatz,
der sozialwissenschaftliche, psychologische, rechtliche, 6konomische und
nicht zuletzt technische Perspektiven vereint, wurde in den vergangenen
sieben Jahren eine neue, ganzheitliche Herangehensweise verfolgt.

Das Forum Privatheit wirkt weit tiber die Grenzen des Forschungsver-
bundes hinaus: Es liefert regelmafig wichtige Impulse fir den gesellschaft-
lichen Diskurs und die weitere Technikentwicklung, beispielsweise in

14
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Themen wie Datenschutz in der Blockchain, Privatheit und Kinderrechte,
Tracking von Nutzerinnen und Nutzern im Netz — und auch beim Thema
KI.

Auf der Jahreskonferenz 2021 wurde das Thema ,Auswirkungen der
Kinstlichen Intelligenz auf Demokratie und Privatheit in den Fokus ge-
rickt. KI hat sich zu einer Schlisseltechnologie unserer Zeit entwickelt.
Sie bietet ganz neue Chancen und Moglichkeiten. Durch moderne Verfah-
ren des maschinellen Lernens stehen uns bei der Auswertung umfangrei-
cher Daten neue Qualititen und Quantititen beim Erkennen, Einordnen
und Schlussfolgern zur Verfugung. Dies erdffnet neue Losungsmoglich-
keiten und Innovationen in Anwendungskontexten wie der Gesundheit,
Mobilitat oder der Sicherheit.

Diese Potentiale gehen mit Herausforderungen einher: So kann KI zur
Verstiarkung von Ungleichbehandlungen fithren. Sie kann wie jede andere
Technik missbriauchlich genutzt werden. So konnen Grenzen zwischen
Auferungen von Menschen und Social Bots verschwimmen, da sich Social
Bots mittels KI dem Verhalten echter Nutzer annahern. Und so gibt es bei-
spielsweise intensive Diskussionen darum, ob von Algorithmen generierte
Inhalte auch als solche kenntlich gemacht werden sollten. Aber was genau
ist ein algorithmengenerierter Inhalt? Wo beginnt er, wo hort er auf? Und
wie konnen solche Inhalte kenntlich gemacht und das Kenntlichmachen
wiederum abgesichert werden?

Und so ist und bleibt es wichtig, die weitere Entwicklung proaktiv
mitzugestalten. Thnen als Forschenden des Forums Privatheit kommt da-
bei die Aufgabe zu, aus Ihren Erkenntnissen die richtigen Impulse zu
entwickeln, die dabei helfen, die Entscheidungshoheit der Menschen in
den Mittelpunkt zu riicken und neue Entwicklungen zielgerichtet an den
gesellschaftlichen Bedarfen auszurichten. Sie miissen die Auswirkungen
von KI auf Privatheit und Demokratie unbedingt weiter in Breite und
Tiefe diskutieren. Die Aufgaben werden nicht kleiner werden: Die digita-
le Transformation wird Jahrzehnte benétigen. Es werden immer wieder
neue Fragestellungen auftreten. Dabei muss es gelingen, und ist es gerade
demokratischen Gesellschaften immer wieder gelungen, Technologien ein-
zuhegen, um Fehlentwicklungen zu begrenzen oder zu vermeiden.

Damit das gelingt, brauchen wir ebenso eine zielfihrende Forschungs-
politik. Dem Bundesministerium fir Bildung und Forschung ist das Fo-
rum Privatheit ein wichtiges Anliegen. Wir haben die Forderung deshalb
nicht nur fortgefiihrt, sondern bereiten aktuell den Ausbau des Forums
Privatheit zur ,Plattform Privatheit“ vor. Zukinftig wollen wir die wis-
senschaftliche Auseinandersetzung mit dem Thema Privatheit unter einer
entsprechenden Rahmenbekanntmachung fordern. Die dynamischen Ent-

15
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wicklungen relevanter Forschungsthemen kénnen so schneller und flexi-
bler adressiert werden. Ein erstes Projekt zum Thema ,,Privatheit, Demo-
kratie und Selbstbestimmung im Zeitalter von Kinstlicher Intelligenz und
Globalisierung* ist bereits gestartet.

Zudem hat die Bundesregierung das Thema Privatheit in ihrer Cybersi-
cherheitsstrategie verankert. Und ebenso zentral ist es fir das Forschungs-
rahmenprogramm ,Digital. Sicher. Souverdn.“ Mit diesem Programm set-
zen wir den Rahmen fir eine Forschung, die den européischen Weg in
der Digitalisierung vorantreibt und die technologische Souverinitat starke.
Unser Ziel ist es, mit einer Forschung europaischer Prigung Innovatio-
nen anzustoffen und die technologische Souverinitit Deutschlands und
Europas in Zukunft zu wahren und in wichtigen Schlisselbereichen aus-
zubauen. Deshalb stellen wir fiir die Umsetzung des Programms bis 2026
mindestens 350 Millionen Euro bereit.

Mit dem ,Forschungsnetzwerk Anonymisierung fiir eine sichere Daten-
nutzung® werden kinftig zudem Fragen der Anonymisierung und des
technischen Datenschutzes gebiindelt. Der Kern dieses Netzwerks wird aus
Kompetenzclustern zu wichtigen Anwendungsbereichen fiir die Anonymi-
sierung von personenbezogenen Daten wie Medizin oder Mobilitit beste-
hen. Und das Forum Privatheit sowie die zukiinftige Plattform Privatheit
werden auch weiterhin als wichtige Stimmen den 6ffentlichen Diskurs zu
den Themen Privatheit und Datenschutz anregen.

Die Wahrung von Datenschutz und Privatheit nach europaischen Stan-
dards bei der Gestaltung und Entwicklung neuer und nachhaltiger Tech-
nologien ist kein Hemmschuh. Richtig aufgesetzt sind sie Quellen der
Innovation. Und sie haben das Potenzial, Wirtschaft und Gesellschaft
nachhaltig entsprechend unserer Werte weiterzuentwickeln.

Privatheit ist und bleibt ein zentraler Wert in unserem Wertekanon und
in unseren Demokratien. Diesen Wert gilt es auch in einer digitalisierten
Welt zu erhalten, zu pflegen und zu schitzen. Hierfir ist interdisziplindre
Forschung ein zentraler Schlissel. Denn: Technikentwicklung und deren
kritische Begleitung miissen Hand in Hand gehen.

Fir diese wichtige kritische Begleitung der digitalen Transformation
danke ich allen am Forum Privatheit Beteiligten und wiinsche Thnen fir
den weiteren Weg und IThre weitere Arbeit gutes Gelingen.

16
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Einleitung: Kinstliche Intelligenz, Demokratie und Privatheit

Michael Friedewald und Alexander Rofinagel

Zum Thema dieses Bandes

Die digitale Transformation von Gesellschaften weltweit hat in den letz-
ten Jahren nicht nur weiter an Dynamik gewonnen, sondern auch im-
mer deutlicher sptrbar globale Wirkungs- und Problemzusammenhinge
ausgebildet. Heute sind es vor allem allgegenwartige Systeme der Kunstli-
chen Intelligenz (KI), die im Zentrum des wissenschaftlichen, politischen,
okonomischen, normativen und regulatorischen Interesses stehen. Von
besonderer Bedeutung sind hier algorithmische Datenauswertungen zur
Steuerung wirtschaftlichen und gesellschaftlichen Verhaltens, die eine Be-
deutung fir die politische Entscheidungsfindung und die Strukturierung
offentlicher Kommunikation haben und so die Lebenswirklichkeit der
Birgerinnen und Birger mitgestalten.

Die heute diskutierten KI-Systemen sind Gberwiegend Vertreter der so
genannten ,schwachen KI”, bei der es darum geht, einzelne kognitive
Fahigkeiten, vor allem Erkennen und Klassifizieren innerhalb eines engen
Aufgabenbereichs in einem Computersystem nachzubilden. Eine solche
Nachbildung bestimmeter, als ,intelligent” bezeichneter Funktionen um-
fasst aber kein Verstindnis fir die dahinterliegenden Konzepte. Die dazu
heute meist genutzten Verfahren sind statistischer bzw. probabilistischer
Natur, die auf einer Modellierung des betrachteten Problems basieren
und weitgehend nicht durch einfache Regeln erklart werden koénnen. Zur
Erstellung der Modelle und das ,Training” der Funktionalitit werden in
der Regel grofle Datenbestinde benétigt, so dass die Voraussagen, Klassifi-
zierungen oder Entscheidungen einer KI hochstens so gut sein konnen
wie die Qualitat der , Trainingsdaten®. Solche, auf ,maschinellem Lernen”
basierende Anwendungen haben in den letzten Jahren erheblich an (tech-
nischer) Reife gewonnen.

Unternehmen und Politik betrachten KI seit einigen Jahren als so ge-
nannte Schlisseltechnologie und hegen hohe Erwartungen an die Mog-
lichkeiten der 6konomischen Verwertung und administrativen Nutzung

17

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Michael Friedewald und Alexander Rofsnagel

zu Zwecken des Gemeinwohls.! Andere warnen eher vor den disruptiven
okonomischen Effekten und den unintendierten Folgen dieser gar nicht
mehr so neuen Technologie fiir Gesellschaft und Demokratie. Auf der na-
tionalstaatlichen Regulierungsebene ist es nach wie vor schwierig, die da-
mit einhergehenden Herausforderungen in den Griff zu bekommen. Un-
ter dem Eindruck einer ,,iberwachungskapitalistischen” Implementierung
von KI-Systemen einerseits und ,iberwachungsstaatlichen” Verwendung
solcher Systeme andererseits stehen Selbstbestimmung und Privatheit als
Grundwerte der demokratischen Gesellschaft einmal mehr vor einer Be-
wiahrungsprobe. Auch die Meinung in der deutschen Bevolkerung bildet
diese beiden Pole ab. Laut einer Umfrage des Branchenverbands BITKOM
aus dem Jahr 2021 betrachten tber 70 % der deutschen Biirgerinnen und
Birger KI vor allem als Chance, wihrend immerhin fast 30 % die Risiken
tiberwiegen sieht.?

Die mit der KI entstehenden Formen der Datafizierung dndern nicht
nur die zum Schutz von Privatheit und Selbstbestimmung erforderlichen
Konzepte, sondern stellen auch das Verstandnis und den Stellenwert von
Privatheit und Selbstbestimmung selbst in Frage. Bislang wurde ihr Wert
meist so begriindet, dass Privatheit und Selbstbestimmung den Einzel-
nen vor illegitimer Beobachtung, Einflussnahme und Fremdbestimmung
schiitzen und dadurch eine Grundlage fiir individuelle Autonomie, Selbst-
verwirklichung sowie freie Meinungs- und Willensbildung bieten soll.

Negative Einflisse wurden entsprechend an iiberwachend oder ,,mani-
pulativ” wirkenden Technologien festgemacht. Verwiesen sei an dieser
Stelle auf Schlagworte wie ,,Gesichtserkennung”, ,intelligente Videoiiber-
wachung”, ,,Big Nudging®, ,Micro Targeting”, ,Predictive Policing” und
dhnliche Nutzungsformen der KI. Tatsichlich bringen derartige Techno-
logien und die damit einhergehenden Datenverarbeitungen in zunehmen-
dem Mafle neue, auch gruppenbezogene und gesamtgesellschaftliche Risi-
ken mit sich. Wahrend beispielsweise die von einer personenbezogenen
Datenverarbeitung konkret Betroffenen immerhin verschiedene rechtliche
Méglichkeiten zur Durchsetzung ihrer Rechte offenstehen, koénnen sich
die Mitglieder einer algorithmisch generierten Gruppe weder tber ihre
Zughorigkeit zu dieser Gruppe noch iber die sie personlich betreffenden
Auswirkungen im Klaren sein. Moglich wird eine solche Zuordnung,

1 Vgl. z.B. die KI-Strategie der Bundesregierung. https://www .ki-strategie-deutschlan
d.de/home.html.

2 https://www.bitkom.org/Presse/Presseinformation/Kuenstliche-Intelligenz-als-Cha
nce (zuletzt zugegriffen: 06.07.2022)
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wenn Datenverarbeitungen zunichst auf konkret zu einer natirlichen
Person zuordenbare Daten verzichten und stattdessen nicht-personenbezo-
gene Daten (bestimmte Nutzungs- oder Verhaltensweisen bzw. Attribute)
als Bezugspunkt nehmen. Durch einen solche Verarbeitung der Daten
werden etwa aus Surfgewohnheiten einzelner Individuen Informationen
gewonnen, die in der Folge dann zur Personalisierung von Werbung oder
Newsfeeds eingesetzt werden konnen. Indem derartige Verfahren oft jen-
seits etablierter Schutzkonzepte operieren, weil statistische Verfahren hiu-
fig nicht mit ,personenbezogener Daten” im datenschutzrechtlichen Sinne
arbeiten, laufen die Regelungen des Datenschutzes ins Leere. Kinstliche
Intelligenz ermoglicht so nicht nur algorithmengestiitzte Entscheidungen,
die zur Steuerung und Organisation sozialer Systeme verwendet werden,
sondern auch die Extraktion ,emergenter”, privater Informationen aus
sunverdichtigen” Datensatzen.

Ein anderes Beispiel moglicher gesellschaftlicher Auswirkungen der KI:
Wird KI auch zur Entwicklung von Social Bots genutzt, damit diese com-
putergenerierten virtuellen Gespriachspartner moglichst menschenahnlich
auftreten, kann dies die Auseinandersetzung tber politische Meinungen
oder soziale Haltungen wesentlich verindern. Wihrend der Einsatz von
Social Bots im Falle der Beantwortung einfacher Kundenfragen noch
sinnvoll erscheint, ermdglicht dieselbe Technologie, den Diskussionsteil-
nehmer in politischen Auseinandersetzungen vorzugaukeln, dass reale
Menschen eine bestimmte Meinung vertreten. Indem Bots in Posts oder
ahnlichen Auferungen Zustimmung oder Ablehnung zu einem Vorschlag
oder einer Haltung zum Ausdruck bringen, kdnnen sie im demokratischen
Diskurs Mehrheiten verindern oder bestimmten Meinungen ,,zum Durch-
bruch verhelfen®. Auf diese Weise kann mit ihrer Hilfe der Effekt ausge-
nutzt werden, dass viele Menschen Teil der Mehrheit sein wollen und
daher der von Bots vertretenen Meinung zustimmen. Mittels des Einsatzes
von ,,Bot-Armeen* sind auf diese Weise sogar grofiflichige Meinungsmani-
pulationen méglich.

In diesem Zusammenhang ist auch die fir Gesellschaft und Individu-
en ausgehende und zunehmende Gefahr von Deepfakes und vergleichba-
ren manipulativen Verfahren einzuordnen. Mittels spezieller kiinstlicher
neuronaler Netzwerke (so genannte ,generative adervsarial networks”)
ist es heute bereits moglich, authentisch wirkende Falschungen von (Be-
wegt-)Bild- und Audiomaterial zu generieren. Mittels der auf diese Wei-
se generierten Deepfakes kdnnen sich fur Individuen Konsequenzen fiir
ihre Privatsphire entfalten, die sich derzeit insbesondere in Form von Ra-
chepornographie auflern. Die moglichen Verletzungen gesellschaftlicher
Werte reichen allerdings weit tiber das Individuum hinaus, wenn sie bei-
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spielsweise zur Manipulation und Irritation politischer Prozesse verwendet
werden — wie etwa die gefilschten Anrufe des Kiewer Birgermeisters Vitali
Klitschko bei europiischen Politikern im Juni 2022 gezeigt haben.

Alle diese Technologien konnen zu einer Gefahr fiir demokratische
Werte werden, wenn etwa Filterblasen zur ibermafigen Verbreitung von
Miss- oder Desinformation sowie zu Radikalisierungstendenzen im 6ffent-
lichen Diskurs beitragen. Illegitime Informationsbestinde, die jedoch eine
besonders hohe Popularitit unter den Nutzenden sozialer Netzwerke
genieflen, entfalten haufig eine stirkere Wirkung als Richtigstellungen
oder differenzierte und ausgewogene Informationsbestinde. Indem Algo-
rithmen die Aussendung von Inhalten steuern, konnen sie derartige soziale
Verhaltensweisen bestirken und zu einer Verschirfung des Problems fiih-
ren.

Solche Praktiken adressieren in der Regel alle Bevolkerungsgruppen.
Es muss aber berticksichtigt werden, dass die Folgen fiir die Selbstbestim-
mung aufgrund unterschiedlicher individueller Voraussetzungen fiir un-
terschiedliche gesellschaftliche Gruppen verschieden sein konnen. So ist
davon auszugehen, dass es sich etwa bei Kindern und Jugendlichen oder
bei élteren Personen um Gruppen handelt, die gegeniiber ausforschenden
und verhaltenssteuernden Technologien besonders verletzlich sind, da sie
auf anderen Kompetenzniveaus agieren, als Gruppen mit hoherer ,digital
literacy”. Die Fihigkeiten, Kenntnisse oder Mittel, die diesen Gruppen
zum wirksamen Schutz ihrer informationellen Selbstbestimmung zu Ver-
figung stehen, missen daher anders bewertet, gefordert und kollektiv ab-
gestitzt werden als im Falle der Gbrigen Gesellschaftsmitglieder. Dartiber
hinaus ist auch zu berticksichtigen, dass sich Menschen und ihr Umfeld
tber ihre Lebensspanne erheblich dndern und damit auch die Aussagekraft
der uber sie gesammelten Daten.

Die aus der Tagung des ,,Forum Privatheit” im November 2021 hervor-
gegangenen und in diesem Band gesammelten Beitrige drehen sich ent-
sprechend um die Frage, welche Auswirkungen ,Kiinstliche Intelligenz”
auf Privatheit, auf das Recht auf informationelle Selbstbestimmung und
auf demokratische Strukturen und Prozesse haben kann und wie diese zu
bewerten sind. Darauf aufbauend wird thematisiert, mit welchen Mitteln —
von der Regulierung tber 6konomische Anreize und soziale Praktiken
bis zur Technikgestaltung — auf diese Herausforderungen reagiert werden
kann, um eine zukunftsgerechte Gewahrleistung von Selbstbestimmung
und demokratischer Teilhabe zu gewahrleisten.
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Die Beitrige

Dieser Band gliedert sich in finf Teile, die verschiedene Aspekte des
Themenspektrums aus unterschiedlicher Perspektive und mit unterschied-
licher Schwerpunktsetzung aufgreifen.

Kiinstliche Intelligenz und Selbstbestimmung

Die Beitrage in Teil I gehen der Frage nach, in welcher Weise KI — sowohl
vom theoretischen Konzept als auch von der Umsetzung her — einen Para-
digmenwechsel in der Informationsverarbeitung bewirkt. Dabei steht im
Vordergrund, welche neuen Herausforderungen sich damit fir individuel-
le und gesellschaftliche Werte, insbesondere die Selbstbestimmung stellen.

Rainer Miihlhoff (Universitiat Osnabriick) argumentiert in seinem Kapi-
tel, dass die zentrale Herausforderung des Datenschutzes im Zeitalter von
KI darin liegt, die Vorhersage sensibler Informationen iber Menschen
und Gruppen rechtlich zu adressieren. Denn die ,pradiktive Analytik”
mache es moglich, aus der Verkniipfung von Verhaltensdaten (z. B. Nut-
zungs-, Tracking- oder Aktivititsdaten) mit (iberwiegend) anonymen oder
anonymisierten Daten viele weitere Aussagen tiber personliche Eigenschaf-
ten differenzierter Gruppen von Menschen zu machen — etwa tiber Kauf-
kraft, Geschlecht, Alter, sexuelle Orientierung, ethnische Zugehorigkeit
etc. Dadurch hitten die Daten anderer Menschen Auswirkungen auf einen
selbst und die eigenen Daten Auswirkungen auf andere Menschen — auch
wenn die Daten als ,nicht personenbezogene® Daten verarbeitet werden.
Indem die nachfolgende gesellschaftliche Praxis einzelne Personen statis-
tischen Gruppen zuordnet, werden die vorausgesagten statistischen Eigen-
schaften auf diese konkreten Personen angewendet. Die so entstehenden
Missbrauchspotenziale wiirden vom geltenden Datenschutzrecht nicht re-
guliert und die Verwendung anonymisierter Massendaten finde in einem
weitestgehend rechtsfreien Raum statt. Mithlhoff pladiert deswegen fiir
einen datenschitzerischen Ansatz, bei dem einerseits pradiktive Informa-
tionen rechtlich personenbezogenen Daten gleichgestellt werden und an-
dererseits in definierten Anwendungsbereichen (z. B. bei Haftentscheidun-
gen) die Herstellung pradiktiver Risiko-Modelle untersagt wird.

Rita Jordan geht in ihrem Kapitel ebenfalls von der Beobachtung aus,
dass mit dem Einsatz selbstlernender Algorithmen nicht nur der Umfang
und die Geschwindigkeit, mit der Daten erfasst, verarbeitet und ausge-
wertet werden, zunimmt, sondern auch die Abgrenzbarkeit zwischen per-
sonenbezogenen und nicht personenbezogenen Daten verschwimmt. Da-
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durch gerieten die Zwecke des Datenschutzrechts (Persdnlichkeitsschutz,
informationelle und demokratische Selbstbestimmung) und seine Schutz-
prinzipien (u. a. Zweckbindung, Datenminimierung und Transparenz) in
Spannung zu den Gewinninteressen datenbasierter Geschaftsmodelle und
dem herrschenden Innovationsdruck. Die Abgrenzbarkeit von personen-
bezogenen und nicht-personenbezogenen Daten sei aber zentral fir das
dogmatische Fundament der EU-Datenschutz-Grundverordnung. Jordan
macht deutlich, wie individuellen Nutzerinnen und Nutzern eine aufge-
klirte Rechtsausiibung praktisch erschwert wird, beispielsweise durch im-
mer kleinteiligere Datenschutzerklarungen. Sie erlautert, wie sich dies bei
der Digitalisierung von Stidten manifestiert, wo sich die Innovationskraft
algorithmischer Datenverarbeitung fiir Nachhaltigkeits- und Verkehrsziele
mit der physischen Oberfliche urbaner Erfahrungs- und Handlungsraume
verschrianken soll. Wegen der Ubiquitdt der erfassten Daten und der da-
mit einhergehenden Risiken fiir Privatheit und Selbstbestimmung sei eine
grundlegende Rekonzeptualisierung des Datenschutzrechts sowie eine De-
mokratisierung der Technologicentwicklung — insbesondere im Bereich
Kl-basierter Technologien — in stadtischen Raumen notwendig.

Jorn Lamla (Universitit Kassel) beleuchtet in seinem Kapitel diber die
KI als hybride Lebensform schlieflich das Wechselverhiltnis von Mensch
und digitaler Anwendung: KI setze mit ihren Herausforderungen das hu-
manistische Selbstverstindnis unter Druck. Der Beitrag argumentiert, dass
dies zurecht geschicht, dabei jedoch mit einer verkiirzenden Gegeniiber-
stellung operiert wird. Demnach seien KI-Technologien zwar paradigma-
tisch fiir die expansive Dynamik hybrider Lebensformen, die Menschen
und Maschinen in Feedbackschleifen verklammern, deren Charakter wer-
de aber immer noch verkannt. Die Technologie entwickle sich zu einem
Paradigma, das nach Lamla drei Aspekte umfasst, die bei der Analyse des
Verhiltnisses von Mensch und Maschine und der gesellschaftlichen Aus-
wirkungen zusammen gedacht werden missten: 1) die sich verstirkende
Hybridisierung von Mensch und Maschine, 2) die Datafizierung des Le-
bens und 3) eine Algorithmisierung, also eine permanente Weiterentwick-
lung und das Lernen von Algorithmen aus Hybridisierung und Datafizie-
rung. Angesichts der zentralen Rolle, die Digitalisierung und insbesondere
KI-Technologien in unserer Gesellschaft spielen, pladiert Lamla entgegen
der vorherrschenden kybernetischen Sichtweise fir eine Reflektion der
Dominanzstruktur des digitalen Analogismus. Um dieser Entwicklung
wirksam und kritisch entgegenzutreten, so die These, braucht es mehr
als die Beschworung humanistischer Werte: Es bedurfe eines besseren
Verstandnisses fir die ontologische Heterogenitit der gesellschaftlichen
Existenzweisen, die in hybriden Lebensformen versammelt sind.
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Kiinstliche Intelligenz, Profiling und Uberwachung

Uberwachung und Profiling (vor allem fiir staatliche Akteure wie Strafver-
folgungsbehorden und Geheimdienste) sind seit langem treibende Krifte
bei der Entwicklung von KlI-Verfahren. Die Beitrage in Teil II fokussieren
auf die Fragen, welche Rolle KI hier spielen kann, wie effektiv Betroffe-
nenrechte gewihrleistet werden kénnen und wie gut das entstehende euro-
paische Recht auf die absehbaren Herausforderungen reagiert.

Stephan Schindler und Sabrina Schomberg (Universitit Kassel) beleuch-
ten den aktuellen Verordnungsentwurf der Europiischen Kommission
zur Regulierung kinstlicher Intelligenz (AI Act), mit dem ein einheitli-
cher Rechtsrahmen fiir die Entwicklung, Vermarktung und Verwendung
kinstlicher Intelligenz im Einklang mit den Werten der Europiischen
Union geschaffen werden soll. Sie stellen dabei die Frage, ob es sich
mit Blick auf Anwendungen der biometrischen Erkennung um einen
groflen Wurf oder lediglich um Symbolpolitik handelt. Die biometrische
Erkennung nimmt im Verordnungsentwurf eine herausgehobene Stellung
ein; insbesondere sicht sie ein Verbot der Verwendung biometrischer Echt-
zeit-Fernidentifizierungssysteme in offentlich zuginglichen Ridumen zu
Strafverfolgungszwecken vor. Von diesem Verbot gibe es allerdings zahl-
reiche Ausnahmen, so dass die biometrische Echtzeit-Fernidentifizierung
in vielen spezifischen Anwendungskontexten mit mehr oder weniger strik-
ten Auflagen (Dokumentations- und Aufzeichnungspflichten, menschliche
Aufsicht) doch betrieben werden konne. Insgesamt begriffen Schomberg
und Schindler den Verordnungsentwurf, kritisieren aber die Ausnahme
in ihrer Vielzahl und Breite als problematisch und weisen dartiber hinaus
auf weitere offene Fragen hin, die insbesondere den Einsatz biometrischer
Systeme durch staatliche Stellen zu Strafverfolgungszwecken betreffen.

Jasmin Schreyer (Universitat Erlangen-Nirnberg) untersucht in ihrem
Kapitel den Datenschutz als zentrale Machtfrage in der Plattformokono-
mie. Spatestens seit den Snowden-Enthullungen sei klar, dass das Internet
mit seinen scheinbar unbegrenzten Moglichkeiten zur Datensammlung
ein Herrschaftsinstrument sei, das nicht nur von staatlichen Akteuren,
sondern vor allem auch von international agierenden Datenunternehmen
genutzt wird. Obwohl die fritheren Hoffnungen auf eine demokratisieren-
de Wirkung des Internet mittlerweile ad absurdum gefiihrt worden seien,
inszenierten sich die Plattformanbieter als neutrale Vermittlungsinstanzen
und propagierten, dass ihre Datensammlungen eine Form der ,hoheren”
Intelligenz ermégliche, die Wissen, Wahrheit und Objektivitit generiere.
Schreyer zeigt auf, welche Wirkung das von den Akteuren akkumulierte
Wissen uber vergangene, gegenwartige und zukiinftige Priferenzen, Ein-
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stellungen und Verhalten auf die betroffenen Subjekte hat. Dies fihre bei
den betroffenen Subjekten zu einer Internalisierung des Machtverhiltnis-
ses sowie zu einer Selbstkontrolle und Normierung des Verhaltens. Die
Autorin betont, dass sich dieser panoptische Zustand weiter verscharfen
werde.

Matthias Marx und Alan Dabi berichten in ihrem Kapitel tber prak-
tische Erfahrungen bei der Durchsetzung von Betroffenenrechten beim
US-amerikanischen Unternehmen Clearview Al, das sich auf KI-gestiitzte
Gesichtserkennung spezialisiert hat. Im Jahr 2020 wurde bekannt, dass
Clearview Al zum Zwecke der Gesichtserkennung rechtswidrig mehr als
zwanzig Milliarden Fotos von Gesichtern im Internet gesammelt und aus-
gewertet hatte. Die Autoren zeichnen den Weg einer Beschwerde samt der
dabei auftretenden Hindernisse nach, die beim Hamburgischen Beauftrag-
ten fiir Datenschutz und Informationsfreiheit eingereicht wurde. Zudem
beleuchten sie einige der rechtlichen Fragen, darunter die Anwendbarkeit
der DSGVO, die Rechtmifigkeit der Verarbeitung sowie die Handlungs-
moglichkeiten der Aufsichtsbehorden. SchliefSlich werden Entscheidungen
anderer europdischer Aufsichtsbehérden zu Clearview Al kurz vorgestellt.
Der Beitrag demonstriert, wie schwierig die Wahrnehmung grundlegender
Betroffenenrechte im Falle eines US-amerikanischen Unternehmens sein
kann.

Schlieflich befassen sich Marianne von Blomberg und Hannah Klober
(Universitat Koln) in ihrem Beitrag mit dem chinesischen Sozialkreditsys-
tem (SKS), das nicht nur die finanzielle Kreditwirdigkeit der Biirger,
sondern deren Vertrauenswirdigkeit im weiteren Sinne ermitteln soll.
Die Plane sehen vor, dass Sozialkreditdossiers fiir natiirliche Personen auf
zentraler Ebene angelegt und darin Informationen tber ordnungs- und
gesetzeswidriges Verhalten gespeichert werden. Anders als ihre Vorginger
sollen die modernen Sozialkreditdossiers transparent, den betroffenen Per-
sonen zuganglich und von ihnen korrigierbar sein. Der Beitrag beleuchtet
deshalb die lange Tradition personenbezogener Dossiers in China und
fragt, ob sich das SKS fundamental von vorherigen Dossiersystemen unter-
scheidet. Dazu analysieren die Autorinnen den aktuellen Rechtsrahmen
fur personenbezogene Sozialkreditdossiers im Hinblick auf den Transpa-
renzanspruch des SKS. Sie erldutern, dass eine wachsende Anzahl von
lokalen und sektoralen Verordnungen die Verwaltung personlicher So-
zialkreditinformationen regulieren. Thre Vielfiltigkeit einerseits und die
nicht standardisierte Sammlung und Verarbeitung von Informationen un-
ter Einbeziehung verschiedener Akteure andererseits erschwerten jedoch
das Einsechen und die Korrektur der Dossiers. Um dem Anspruch der
Transparenz gerecht zu werden bediirfte es daher einer Vereinheitlichung
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des rechtlichen Rahmens des SKS und einer eindeutigen Definition von
LSozialkredit”.

Kiinstliche Intelligenz und Nutzendenverbalten

Die Beitrage in Teil III befassen sich mit der Frage, welche menschlichen
Faktoren bei der Wahrung von Privatheit und Selbstbestimmung eine Rol-
le spielen. Dazu werden einerseits Kl-basierte Moglichkeiten diskutiert, die
typische menschliche Faktoren entweder ausnutzen oder die Nutzenden
bei einem Datenschutz wahrenden Verhalten unterstiitzen konnen. Ande-
rerseits werden menschliche Faktoren im Umgang mit KI am Beispiel der
Nutzung von Messenger-Diensten diskutiert.

Der Beitrag von Hannah Ruschemeier (Fernuniversitait Hagen) dreht sich
um das so genannte Privacy Paradox, welches beschreibt, dass Menschen
zwar regelmaflig bekunden, wie wichtig ihnen Privatsphire und Daten-
schutz ist, dieser Selbsteinschatzung aber keine entsprechenden Taten fol-
gen lassen. Unternehmen nutzten dieses Phinomen aus oder forderten es
sogar, so dass viele Personen trotz der betonten Wichtigkeit von Privatheit
und Selbstbestimmung niedrigschwellig oder gar anlasslos personlichste
Informationen tber sich preisgeben. Diese Diskrepanz zwischen Selbstein-
schitzung und realem Verhalten sollte - so die Argumentation der Auto-
rin — vom Recht nicht unbeachtet bleiben. Privatheit als Konzept in der
Vorstellung vieler Menschen konne unendlich viele Facetten abdecken,
die sich nur teilweise oder auch gar nicht mit konkreten personlichen Ver-
haltensweisen tiberschneiden. Das Recht reflektiere diese realen Vorausset-
zungen von Privatheit jedoch bisher unzureichend, wie das Beispiel der
datenschutzrechtlichen Einwilligung zeige. Zur Adressierung dieser Pro-
blemlage wird eine verinderte Ausrichtung des Datenschutzes von einem
hochstpersonlichen Gut hin zur Regelung kollektiver Auswirkungen und
institutioneller Verantwortung angeregt.

Leen Al Kallaa und Kolleginnen und Kollegen (Universitat Bochum) be-
fassen sich in ihrem Kapitel mit der Rolle, die Datenschutz und Datensi-
cherheit bei der Messenger-Auswahl und -Nutzung unter arabischsprachi-
gen Nutzerinnen und Nutzer spielen. Wie bei anderen Nutzendengruppen
gehorten Instant Messenger auch bei dieser Gruppe, die in anderen Unter-
suchungen meist unterreprasentiert ist, zu den am haufigsten genutzten
Smartphone-Apps. Im Rahmen einer empirischen Untersuchung fand das
Autorenteam heraus, dass die Anderung wichtiger Datenschutzaspekte in
den Nutzungbedingungen von Whatsapp im Frithjahr 2021 von der be-
fragten Gruppe Gberwiegend nicht wahrgenommen wurde: Lediglich 8 %

25

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Michael Friedewald und Alexander Rofsnagel

der Befragten hitten einen Messenger-Wechsel erwogen. Insgesamt besti-
tigt die Studie, dass die Griinde gegen den Wechsel zu einem sichereren
Messenger vor allem die Netzwerkeffekte sind: An erster Stelle steht die
Frage, wie viele Bekannte man erreichen kann.

Kiinstliche Intelligenz, Desinformation und Deepfakes

Teil IV dreht sich um Fragen der Desinformation, zu deren Erstellung
und Verbreitung seit einigen Jahren erfolgreich KI-Verfahren genutzt wer-
den. Dies reicht von der Extraktion von Personlichkeitsmerkmalen, tber
Social Bots und Verfahren des Mikrotargeting bis hin zu Deepfakes, also
realistisch wirkende, aber synthetische Medieninhalte. Wahrend bspw. der
Einsatz von Mikrotargeting im US-Priasidentschaftswahl 2012 noch als
modern und innovativ galt, wurde spatestens mit dem Fall ,Cambridge
Analytica” klar, welches Gefahrenpotenzial hier fir die demokratischen
Strukturen und Prozesse sowie deren Standards entsteht. Seither sind Be-
strebungen im Gange die Gefahren mit unterschiedlichsten Mittel einzu-
hegen.

Zunachst widmen sich Anna Louban (HWR Berlin) und Kolleginnen
und Kollegen dem relativ neuen Phinomen der Deepfakes, also durch
KI-Methoden generierte oder manipulierte Bilder, Audios und Videos,
die politische Desinformation und Propaganda in videographischer Form
transportieren konnen. Sie fragen interdisziplinir aus den Perspektiven
der Rechts- und Politikwissenschaft sowie der Informatik nach den Risi-
ken fiir politische Entscheidungsprozesse, zu denen Deepfakes und ihre
Nutzung fiir politische Desinformation fithren kénnen. Darauf basierend
prasentiert der Beitrag Ansitze aus dem multidisziplinir ausgerichteten
Forschungsprojekt FAKE-ID zur Erforschung Kl-basierter Deepfake-Detek-
toren.

Lena Isabell Lober (Universitat Kassel) untersucht die Moglichkeiten,
die die KI bietet, um Dienstbetreiber bei der Erfillung der gesetzlichen
Pflichten zur Bekimpfung von Hasskriminalitit im Netz zu unterstiitzen.
KI-Loésungen kdénnen wirkungsvolle Instrumente sein, um schadlichen In-
halte und Manipulationstechniken wie Social Bots in sozialen Medien zu
detektieren. Die mit ihrem Einsatz verbundenen Risiken fiir Kommunika-
tionsgrundrechte und Meinungspluralitit mussen aber durch manuelle
Nachkontrollen automatisiert ermittelter Treffer und einen verfahrensori-
entierten Grundrechtsschutz eingehegt werden. AufSerdem hilt die Auto-
rin schirfere Transparenzvorgaben und Aufsichtsstrukturen fir erforder-
lich, um den Risiken der technisch-organisatorischen Gestaltungs- und
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Entscheidungsmacht groffer Anbieter von sozialen Netzwerken z. B. im
Rahmen der algorithmischen Empfehlungssysteme zu begegnen. Betrach-
tet werden zu diesem Zweck die neuen Regelungen im Medienstaatsver-
trag und Netzwerkdurchsetzungsgesetz, die zu mehr Transparenz fiir die
Betroffenen fithren sollten, aber gerade beim Themenkomplex Desinfor-
mation weitestgehend vage bleiben. Dem gegentibergestellt werden die
auf EU-Ebene im Rahmen der Entwiirfe fir die KI-Verordnung und den
Digital Services Act vorgesehenen Regelungen, die auch weitergehende
Pflichten vorsehen und einen wichtigen Beitrag zu einem ganzheitlichen
Ansatz im Umgang mit digitaler Desinformation leisten kénnten.

Das Kapitel von Nicole Krdmer (Universitat Duisburg-Essen) und Kolle-
ginnen und Kollegen diskutiert schliefSlich aus interdisziplinirer Perspek-
tive die Probleme von Desinformation tiber Messengerdienste. Aus Sicht
der Informatik, Journalistik, Medienpsychologie und Rechtswissenschaf-
ten werden jeweils der Stand der Forschung zur Fragestellung und zur Lo-
sung durch denkbare Werkzeuge dargestellt, eigene Ansatze und Beitrige
diskutiert und Fragestellungen herausgearbeitet, die als Grundlage fiir eine
gemeinsame Forschung dienen konnen. So entsteht ein Uberblick tber
die zahlreichen Perspektiven, mit denen an die Thematik herangegangen
werden kann. Basierend darauf werden exemplarisch die Einflisse daten-
schutzrechtlicher Projektentscheidungen auf die Projektarbeit diskutiert.

Einsatz von KI in Gesundheit und Pflege

Im abschliefenden Teil V des Bandes werden in zwei Kapiteln Beispiele
des Einsatzes von KI im Bereich von Gesundheit und Pflege genauer be-
leuchtet, also aus einem Bereich, wo sowohl die Erwartung an das Gemein-
wohl aber auch die potenziellen Risiken fir den Einzelnen am hdchsten
sind.

Roger von Laufenberg (Wiener Zentrum fiir sozialwissenschaftliche Si-
cherheitsforschung) betrachtet KI-Systeme in Pflegeeinrichtungen fiir lte-
re Menschen. Die Technisierung der Pflege sei vor allem eine Reaktion auf
die alternde Bevolkerung und der damit einhergehenden Pflegekrise. Wah-
rend dies in der Theorie durchaus erfolgversprechend scheint, beschreibt
der Beitrag anhand einem Fallbeispiels (Sturzdetektion), dass die Entwick-
lung von KI-Pflegetechnologien haufig von der alltiglichen Lebensrealitit
alterer Personen entkoppelt ist. Dabei wird einerseits deutlich, wie in den
unterschiedlichen Schritten in der Systementwicklung ein Bild von alteren
Personen gezeichnet wird, das von Vulnerabilitit geprigt ist. Andererseits
erhielten iltere Personen als direkt Betroffene keine Moglichkeit, ihre
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Sichtweisen in die Entwicklung und Implementierung mit einzubringen.
Dadurch entstiinden KI-Systeme, die den Anspruch von Firsorge fiir alte-
re Menschen haben, dazu aber auf umfassende Uberwachung ausgelegt
sind und mogliche Risiken und negative Auswirkungen fiir Privatheit und
Selbstbestimmung haufig ausblenden.

Im abschlieSenden Kapitel analysieren Ni¢/ H. Conradie (RWTH
Aachen) und Kolleginnen und Kollegen, welche Auswirkungen intelligen-
te Wearables -— mit Bio-Sensoren ausgestattete kleine Computersysteme,
die direkt am Korper getragen werden — auf die Entscheidungsfreiheit
von schutzbedtrftigen Personen haben. Der Markt fiir Wearables boomt
seit einige Jahren und ist immer noch ein weitgehend unreguliertes Expe-
rimentierfeld fiir mehr oder weniger sinnvolle Anwendungen. Wie bei den
meisten neu aufkommenden Technologien miissen die Vorteile und Risi-
ken bewertet und gegeneinander abgewogen werden. Besonders wichtig
ist diese Abwigung, wenn es sich um Anwendungen handelt, die schutz-
bediirftige Personengruppen betreffen, da diese oft und in besonderem
Mafle von Verletzungen der Selbstbestimmung betroffen sind. Dieser Bei-
trag untersucht aus einer explizit normativen und ethischen Perspektive
die potenziellen Auswirkungen von Smart Wearables auf die Autonomie
der Entscheidungsfindung in drei solchen Gruppen, nimlich: Kinder, il-
tere Erwachsene und Personen mit nicht altersbedingten Autonomieein-
schrankungen.
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Pradiktive Privatheit: Kollektiver Datenschutz im Kontext von
Big Data und KI

Rainer Miiblhoff

Zusammenfassung

Big Data und kinstliche Intelligenz (KI) stellen eine neue Herausfor-
derung fur den Datenschutz dar. Denn diese Techniken werden dazu
verwendet, anhand der anonymen Daten vieler Menschen Vorhersagen
Uber Dritte zu treffen — etwa Uber Kaufkraft, Geschlecht, Alter, sexuelle
Orientierung, ethnische Zugehdrigkeit, den Verlauf einer Krankheit etc.
Die Grundlage fiir solche Anwendungen ,pradiktiver Analytik® ist ein
Vergleich von Verhaltensdaten (z.B. Nutzungs-, Tracking- oder Aktivitits-
daten) des betreffenden Individuums mit den potenziell anonymisiert ver-
arbeiteten Daten vieler Anderer anhand von Machine Learning Modellen
oder einfacherer statistischer Verfahren. Der Artikel weist zunachst darauf
hin, dass mit pradiktiver Analytik erhebliche Missbrauchspotenziale ver-
bunden sind, welche sich als soziale Ungleichheit, Diskriminierung und
Ausgrenzung manifestieren. Diese Missbrauchspotenziale werden vom gel-
tenden Datenschutzrecht (EU DSGVO) nicht reguliert; tatsichlich findet
die Verwendung anonymisierter Massendaten in einem weitestgehend
rechtsfreien Raum statt. Unter dem Begriff “pradiktive Privatheit” wird ein
datenschiitzerischer Ansatz vorgestellt, der den Missbrauchsgefahren pri-
diktiver Analytik begegnet. Die pridiktive Privatsphire einer Person oder
Gruppe wird verletzt, wenn anhand der Daten vieler anderer Individuen
ohne ihr Wissen und gegen ihren Willen sensible Informationen tber
sie vorausgesagt werden. Pradiktive Privatheit wird sodann als Schutzgut
eines kollektiven Ansatzes im Datenschutz formuliert und verschiedene
Verbesserungen der DSGVO im Hinblick auf die Regulierung pradiktiver
Analytik werden vorgeschlagen.

1. Emnleitung
Eine der aktuell wichtigsten Anwendungen von KI-Technologie ist die

sogenannte pradiktive Analytik. Unter diesen Begriff fasse ich datenbasier-
te Vorhersagemodelle, die tiber beliebige Individuen anhand verfiigbarer
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Daten Prognosen stellen. Diese Prognosen konnen sich auf zukinftiges
Verhalten beziehen (z.B., was wird jemand wahrscheinlich kaufen?), auf
unbekannte personliche Attribute (z.B. sexuelle Identitit, ethnische Zuge-
horigkeit, Wohlstand, Bildungsgrad) oder auf personliche Risikofaktoren
(z.B. psychische oder korperliche Krankheitsdispositionen, Suchtverhalten
oder Kreditrisiko). Pradiktive Analytik ist brisant, denn neben den gesell-
schaftlich nutzbringenden Anwendungsmoglichkeiten besitzt die Techno-
logie ein enormes Missbrauchspotenzial und ist aktuell gesetzlich kaum
reguliert. Pradiktive Analytik ermoglicht die automatisierte und daher
grofiflichige Ungleichbehandlung von Individuen und Gruppen beim
Zugriff auf 6konomische und gesellschaftliche Ressourcen wie Arbeit,
Bildung, Wissen, Gesundheitsversorgung und Rechtsdurchsetzung. Spezi-
ell im Kontext von Datenschutz und Antidiskriminierung muss die An-
wendung pradiktiver KI-Modelle als eine neue Form von Datenmacht
grofSer IT-Unternehmen analysiert werden, die im Zusammenhang mit der
Stabilisierung und Hervorbringung von Strukturen der Diskriminierung,
der sozialen Klassifizierung und der datenbasierten sozialen Ungleichheit
steht.

Vor dem Hintergrund der enormen gesellschaftlichen Auswirkungen
pradiktiver Analytik werde ich in diesem Kapitel argumentieren, dass wir
im Kontext von Big Data und KI neue Ansatze im Datenschutz benétigen.
Mit dem Begrift pradiktive Privatheit werde ich den Schutz der Privatheit
einer Person oder Gruppe gegen ihre neuartige Form der Verletzbarkeit
durch abgeleitete oder vorbergesagte Informationen fassen und normativ
verankern. Die Anwendung pradiktiver Modelle auf Einzelindividuen, um
damit Entscheidungen zu stiitzen, stellt eine Verletzung der Privatheit
dar — die jedoch neuartigerweise weder durch ,Datenklau“ noch durch
einen Bruch von Anonymisierung zustande kommt. Die Verletzung der
pradiktiven Privatheit erfolgt mittels eines Abgleichs der tiber das Zielin-
dividuum bekannten Hilfsdaten (z.B. Nutzungsdaten auf Social Media,
Browserverlauf, Geo-Location-Daten) mit den Daten vieler tausend anderer
Nutzer:innen. Pradiktive Analytik verfahrt nach dem Prinzip des ,pattern
matching® und ist immer dort moéglich, wo es eine hinreichend grofSe
Gruppe von Nutzer:innen gibt, welche die sensiblen Zielattribute tber
sich preisgibt, weil sie sich der Big Data-basierten Verwertungsweisen
nicht bewusst sind oder denkt, ,nichts zu verbergen zu haben®. Deshalb
markiert das Problem der pradiktiven Privatheit eine Grenze des im Da-
tenschutz weit verbreiteten Individualismus und gibt dazu Anlass, kollekti-
vistische Schutzgiiter und kollektivistische Abwehrrechte im Datenschutz
zu verankern.
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Eine solche kollektivistische Perspektive im Datenschutz berticksichtigt
erstens, dass Individuen nicht in jeder Hinsicht frei entscheiden kénnen
sollten, welche Daten sie tiber sich gegeniiber modernen Datenunterneh-
men preisgeben, denn die eigenen Daten konnen potenziell negative
Auswirkungen auch auf andere Individuen haben. Zweitens bringt die-
se kollektivistische Perspektive zur Geltung, dass grofSe Ansammlungen
anonymisierter Daten vielen Individuen aufgrund der darin ,lernbaren®
Korrelationen zwischen sensiblen und weniger sensiblen Datenfeldern von
Datenverarbeitenden nicht frei verarbeitet werden konnen sollten, wie es
die aktuelle Rechtslage nach DSGVO bei anonymisierten Daten erlaubt.
Drittens schlieSlich werde ich fordern, dass die Betroffenenrechte des Da-
tenschutzes (Recht auf Auskunft, Rektifizierung, Loschung, etc.) kollekti-
vistisch neu formuliert werden sollten, so dass betroffene Kollektive und
das Gemeinwesen im Ganzen befugt wiren, solche Rechte im Sinne des
Gemeinwohls gegentiber datenverarbeitenden Organisationen auszuiiben.

2. Pradiktive Analytik

Fir den Gegenstand dieses Artikels ist es unerheblich, auf welchen Algo-
rithmen und Verfahren ein pridiktives Modell konkret beruht. Es handelt
sich bei pradiktiver Analytik um einen Container-Begriff, der sowohl Ver-
fahren des maschinellen Lernens als auch einfachere statistische Auswer-
tungen umfasst. Wahrend pradiktive Analytik die technologische Disziplin
bezeichnet, verweist ,,pradiktives Modell auf eine konkrete Manifestation
dieser Technologie. Jedoch ist fiir ein addquates Verstindnis des Daten-
schutzproblems eine funktionale Charakterisierung pradiktiver Modelle
hilfreich. Es handelt sich dabei um Datenverarbeitungssysteme, die als In-
put eine Reihe verfiigbarer Daten tber ein Individuum (oder einen ,Fall®)
erhalten und als Ausgabe die Schitzung einer unbekannten Information,
eine Klassifikation oder eine Entscheidung in Bezug auf das Individuum
angeben (im Folgenden kurz ,Zielvariable“ genannt).

Die Inputdaten sind dabei typischerweise leicht verfigbare Hilfsdaten,
zum Beispiel Trackingdaten, der Browser- oder Standort-Verlauf, oder So-
cial Media Daten (Likes, Postings, Freund:innen, Gruppenmitgliedschaf-
ten). Bei der Zielvariablen handelt es sich typischerweise um schwer zu-
gingliche oder besonders sensible Informationen tber das Individuum,
oder um eine Entscheidung tber das Individuum in Bezug auf die Ge-
schiftsvorginge des Betreibers des pradiktiven Modells (zum Beispiel: zu
welchem Preis dem Individuum eine Versicherung oder ein Kredit ange-
boten wird).
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In der pradiktiven Analytik mochte man also anhand leicht zugingli-
cher Daten schwer zugingliche Informationen tGber Individuen abschit-
zen. Dazu vergleichen pradiktive Modelle den durch die Inputdaten gege-
benen Fall nach Prinzipien der Mustererkennung mit Tausenden oder
Millionen anderen Fallen, die das Modell zuvor wihrend einer Lernpha-
se (oder mittels anderer, statistischer Verfahren) ausgewertet hat. Haufig
werden solche Modelle mit Verfahren des iberwachten Lernens trainiert.
Dazu wird eine groffe Menge Trainingsdaten benotigt, also ein Datensatz,
in dem fir eine Kohorte von Individuen beide Datenfelder, die Hilfsdaten
und die Zieldaten, erfasst sind. Solche Datensitze fallen regelmafSig im
Kontext sozialer Alltagsmedien an, zum Beispiel produziert die Teilmenge
aller Facebook-Nutzer:innen, die in ihrem Profil explizit Angaben tber
ihre sexuelle Orientierung machen, einen Trainingsdatensatz fir pradik-
tive Modelle zur Abschitzung der sexuellen Orientierung beliebiger Face-
book-Nutzer:innen anhand der auf Facebook anfallenden Nutzungsdaten,
wie zum Beispiel Facebook-Likes (s. Abb. 1).

Pradiktive Analytik — Funktionsweise

Hilfsdaten tiber Alice Input Output
EE— Pradiktives Modell
2.B. Facebook likes

Training Inferenz [ Hilfsdaten
[l sensible Daten - preisgegeben
Social Media - - """"""" . 1l - [ sensible Daten - vorhergesagt
Plattform s [ ] [ ] N
- - \
| -
. . |

Daten aller User

Daten jener Minderheit der
Nutzer:innen, welche die
sensiblen Daten preisgibt.

Schematische Darstellung der Vorgebensweise pridiktiver Analytik

Wenn nur wenige Prozent der mehr als zwei Mrd. Facebook-Nutzer:innen
Angaben uber ihre sexuelle Orientierung machen, dann sind das einige
Millionen Nutzer:innen. Das damit trainierbare pradiktive Modell kann
die Plattform im nachsten Schritt dazu verwenden, die sexuelle Orientie-
rung fir alle anderen Facebook-Nutzer:innen abzuschitzen — auch fir
Nutzer:innen, die der Verarbeitung dieser Information nicht zustimmen
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wiirden, diese Angabe bewusst nicht getitigt haben oder moéglicherweise
nicht wissen, dass das Unternehmen in der Lage ist, diese Informationen
tiber sie abzuschatzen (vgl. auch Skeba und Baumer 2020).

Mediziner:innen von der University of Pennsylvania haben gezeigt, dass
sich mit dieser Vorgehensweise anhand von Facebook-Daten beispielswei-
se vorhersagen lasst, ob eine Nutzer:in an Krankheiten wie Depression,
Psychosen, Diabetes oder Bluthochdruck leidet (Merchant u.a. 2019). Face-
book selbst hat bekannt gegeben, suizidale Nutzer:innen anhand ihrer
Postings erkennen zu kénnen (Goggin 2019). Eine viel beachtete Studie
von Kosinski et al. zeigt, dass die Daten tber Facebook-Likes dazu ver-
wendet werden konnen, ,eine Reihe hochst sensibler personlicher Attribu-
te vorherzusagen, darunter sexuelle Orientierung, Ethnie, religiése und
politische Ansichten, Personlichkeitseigenschaften, Intelligenz, happiness,
Suchtverhalten, Trennung der Eltern, Alter und Geschlecht” (Kosinski u.a.
2013).

Solche pradiktiven Analysen stoSen bei Versicherungs- und Finanzkon-
zernen auf grofles Interesse, weil sie eine individuelle Risikobemessung
jenseits der klassischen Credit Scores erlauben.! Auch im Personalmanage-
ment werden solche pradiktiven Modelle verwendet, um zum Beispiel eine
automatisierte Vorauswahl von Bewerber:innen bei Einstellungsvorgingen
durchzufithren (O’Neil 2016, S. 108, 148). Zu den ersten und haufigsten
Anwendungen pradiktiver Analytik gehort aullerdem die gezielte Wer-
bung (targeted advertising). So ist es einer US-amerikanischen Supermarkt-
kette im Jahr 2011 gelungen, anhand der Einkaufsdaten, die Gber Rabatt-
programme (customer loyalty cards) gesammelt werden, schwangere Kun-
dinnen zu identifizieren (Duhigg 2012).

3. Pridiktive Privathert

Pradiktive Analytik erlaubt es, unbekannte oder potenziell sensible Infor-
mationen uber Individuen oder Gruppen anhand vermeintlich weniger
sensibler und leicht verfiigbarer Daten (Hilfsdaten) abzuschitzen. Dies ist
mit modernen maschinellen Lernverfahren moglich, wenn viele Nutzer:in-
nen einer digitalen Plattform die Datengrundlage schaffen, um Korrelatio-
nen zwischen den Hilfsdaten und den Zielinformationen zu ermitteln.
Wir stehen hier also vor einer Situation, in der die Datenfreigiebigkeit

1 Siehe Lippert 2014 zum Beispiele der Firma ZestFinance sowie O’Neil 2016, Kap. 8
zu sogenannten “e-scores” als alternative credit scoring-Verfahren.
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etner Minderbeit von Nutzer:innen (zum Beispiel die prozentual wenigen
Facebook-Nutzer:innen, die Angaben tber ihre sexuelle Orientierung ma-
chen) den Standard der tber alle Gesellschaftsmitglieder ableitbaren Infor-
mationen setzt. In der industriellen Verwendung pradiktiver Analytik im
Kontext digital vernetzter Medien hat sich eine Praxis etabliert, in der
die von Vorhersagen betroffenen Individuen in den meisten Fillen nicht
informiert oder gefragt werden. Auch auf regulatorischer Ebene ist das
Problem bisher im EU-Kontext weitestgehend unbeleuchtet: Insbesondere
die DSGVO verfehlt es, die Herstellung oder Verwendung pradiktiver Mo-
delle an geeignete Voraussetzungen zu kniipfen oder verantwortungsvoll
einzuschranken.?

Vorhergesagte Informationen tber Individuen oder Gruppen ermogli-
chen neben vorstellbar nutzbringenden Anwendungen zahlreiche schad-
liche und missbriuchliche Verwendungsweisen, welche mit Diskriminie-
rung, Ungleichbehandlung und weiteren Grundrechtseingriffen der Be-
troffenen verbunden sein kénnen. Um einen Schutz vor der missbrauchli-
chen Verwendung abgeschitzter Informationen normativ zu verankern —
zundchst ethisch, sodann politisch und rechtlich -, mochte ich deshalb
ein neues Schutzgut konstruieren. In direkter Antwort auf die Gefahrenla-
ge der pradiktiven Analytik schlage ich dazu den Begriff der pradiktiven
Privatheit vor (vgl. Mihlhoff 2020b, Miihlhoff 2021).3 Pradiktive Privatheit
lasst sich am besten negativ definieren, indem fixiert wird, wann sie verletzt
1st:

Die pradiktive Privatheit einer Person oder Gruppe wird verletzt,
wenn sensible Informationen ohne ihr Wissen oder gegen ihren Wil-
len dber sie vorhergesagt werden, und zwar in solcher Weise, dass
daraus die Ungleichbehandlung eines Individuums oder einer Gruppe
resultieren konnte. (vgl. Mihlhoff 2021)

2 In diesem Sinne argumentiert auch Rofnagel (2018, S. 365-367) fiir eine Moderni-
sierung der DSGVO angesichts der Gefahr durch prognostizierte Informationen.

3 Es gibt verwandte Begriffsvorschlage, die in eine dhnliche Richtung zielen. Darun-
ter ist insbesondere ,categorical privacy” von Vedder 1999 zu erwihnen, sowie die
jungere Debatte zu ,,group privacy” im Kontext von Big Data (Floridi 2014; Taylor
u.a. 2016; Mittelstadt 2017) und ,inferential privacy“ (Loi und Christen 2020).
Auch die Arbeiten zu einem ,right to reasonable inferences” von Sandra Wachter
und Brent Mittelstadt (Wachter und Mittelstadt 2018) schlagen eine dhnliche Rich-
tung ein. Eine Auseinandersetzung mit den Gemeinsamkeiten und Unterschieden
dieser Begriffe zu dem hier konstruierten Konzept der pradiktiven Privatheit findet
sich in Muhlhoff 2021.
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Hinter dieser sehr allgemeinen Begriffsbildung steht zunichst das Anlie-
gen, angesichts der durch KI veridnderten technologischen Situation auch
die gesellschaftliche und kulturelle Auffassung von Privatheit anzupassen
und zu erweitern. Denn bisher hat man sich unter Verletzungen von (in-
formationeller) Privatheit meist einen nicht-autorisierten Zugriff auf die
private ,Informationssphire“ oder Eingriffe in die informationelle Selbst-
bestimmung des Einzelnen vorgestellt, durch die dem Datensubjekt Infor-
mationen ,entwendet“ werden, die es nicht tiber sich preisgeben wollte.*
Zwar werden bei einer Verletzung pradiktiver Privatheit ebenfalls Infor-
mationen gewonnen, die das betroffene Subjekt mutmaflich nicht preisge-
ben mochte, jedoch geschieht dies nicht auf dem Weg der ,,Entwendung®
oder des Eindringens in eine private Sphire (diese Metapher ist in der
neuen technologischen Situation lingst nicht mehr adiquat, sieche dazu
auch Ruschemeier in diesem Band). Vielmehr werden die Informationen
tber das Datensubjekt abgeschitzt, und zwar anhand eines Vergleichs
mit den Daten, die viele andere Datensubjekte tiber sich preisgeben. Hier-
bei kommt es darauf an, dass diese Verletzungen pradiktiver Privatheit
nicht von der Genauigkeit oder Korrektheit der geschitzten Informationen
abhingen, sondern allein davon, dass diese Informationen das Potenzial
einer Ungleichbehandlung der betroffenen Individuen oder Gruppen ber-
gen. Das heif3t, es wire nach der ethischen und datenschitzerischen Norm
der pradiktiven Privatheit nicht automatisch legitim, Menschen anhand
von uber sie vorhergesagten Informationen unterschiedlich zu behandeln,
blof weil die Vorhersagen bestimmte Anforderungen der Genauigkeit
erfulle.

4 Zum Begriff Privatheit werden hiufig zwei oder mehr Haupttraditionen unter-
schieden, die im anglophonen Raum als ,nonintrusion theory“ und als ,control
theory“ of privacy in Erscheinung treten (vgl. Tavani 2007, der insgesamt vier
Kategorien unterscheidet). Das Verstindnis von Privatheit als Nicht-Intrusion be-
tont dabei eine (oder sogar mehrere geschachtelte) private Sphére(n) jedes Indivi-
duums, die vor Einblicken und Eingriffen zu schitzen sei(en); Kontrolltheorien
setzen dagegen weniger auf die Abgeschiedenheit fiir sich, sondern auf das Vermo-
gen des Individuums, effektiv und potenziell differenziert dariiber zu verfiigen,
wer welchen ,Zugang® zu den eigenen personlichen Informationen hat.

5 In diesem Punkt weicht die ethische und datenschutzerische Norm der pridiktiven
Privatheit von der zu kurz greifenden Forderung eines ,right to reasonable infe-
rences“ von Sandra Wachter und Brent Mittelstadt (vgl. Wachter und Mittelstadt
2018) ab.
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4. Ein neues Datenschutzproblem: Drei Angriffstypen

Die Abschitzung personlicher und potenziell sogar sensibler Informatio-
nen tber Individuen anhand von Massendaten stellt ein neues dominantes
Angriffsszenario im Datenschutz unter den Bedingungen unzureichend
regulierter KI- und Big Data-Technologie dar. Dies ist ein Angriffsszenario,
das erst seit etwa zehn Jahren virulent ist. Um die neue Qualitat dieser
Herausforderung und die entsprechend neuen Schutzbedarfe herauszuar-
beiten, lohnt sich eine vergleichende Gegeniiberstellung des neuartigen
mit zwei alteren Angriffsszenarien, die in den Diskursen tiber Datenschutz
und Privatheit der letzten Jahrzehnte jeweils zu ihrer Zeit eine prominente
Rolle gespielt haben (siche zur Ubersicht Tab. 1).

Tab. 1: Qualitativer Vergleich von Angriffsszenarien, die im dffentlichen Dis-
kurs um Datenschutz zu verschiedenen Zeiten eine dominante Bedro-
hung darstellen. Die jewetls anderen Angriffsszenarien waren zu je-
der Zeit ebenfalls denkbar, aufgrund der technologischen Entwicklung
besitzt die Relevanz der Szenarien jedoch unterschiedliche zeitliche

Schwerpunkte.
Typ 1: Intrusion Typ 2: Re-Identifikation Typ 3: Vorhersage

Virulent seit 1960 ff. 1990 fF. 2010 ff.

Mittel Hacking, Datenlecks, De-Anonymisierung mittels sta-  Abschitzung unbe-
Bruch von Verschlusse- tistischer Attacken oder Hinter-  kannter Informationen
lung etc. grundwissen anhand des Abgleichs

mit kollektiven Daten-
bestanden

Angriffsziel personliche Daten Anonymitit in Datensitzen Gleichheit der Be-

handlung, Fairness

Schutz Datensicherheit Differential Privacy, Predictive Privacy

Federated ML

Typ 1: Intrusion

Den Urtypus eines Gefahrenszenarios im Datenschutz kann man als In-
trusion bezeichnen. Damit eng zusammen hangt die zielgerichtete, auf
konkrete Individuen oder Gruppen begrenzte Uberwachung. Die Gefahr
der gewaltsamen Entwendung von Daten aus mehr oder weniger gesicher-
ten, jedenfalls nicht-6ffentlichen Zonen ist tragend fiir Debatten zum Da-
tenschutz spitestens seit dem Verbreiten der elektronischen Datenverarbei-
tung in den 1960er Jahren. Das Mittel dieser Form der Verletzungen von
Privatheit ist der klassische ,Datenklau® als gezielter Akt der Entwendung
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von Daten tber technische oder organisatorische Schutzbarrieren hinweg.
Obwohl die wichtigste potenzielle Angreiferin immer die datenverarbei-
tende Organisation selbst ist, wird dieser Angriffstypus in der popularen
Imagination oft mit hacking und Cyberattacken durch Kriminelle oder Ge-
heimdienste in Verbindung gebracht. Das Angriffsziel der intrusiven Ver-
letzung von Privatsphére sind konkrete sensible Datenbestinde (tber Ein-
zelpersonen, Kohorten, Firmen, staatliche Prozesse, ...), die den Angrei-
fenden eigentlich nicht zuginglich sein sollten.

Typ 2: Re-Identifikation

Eine zweiter Angriffstyp wird als Re-Identifikation bezeichnet. Dieser Ty-
pus wurde erst in den 1990er Jahren virulent, nachdem durch die Digitali-
sierung des Gesundheitswesens — zum Beispiel der Abrechnungsvorginge
mit Versicherungen oder der Patientenverwaltung in Krankenhiusern -
umfassende digitale Datenbestinde tber die Prozesse der medizinischen
Versorgung verfiigbar wurden. Es kam dann die Idee auf, diese Daten
far statistische Auswertungen im Rahmen wissenschaftlicher Forschung
verwenden zu wollen. Dazu stellte sich die Frage, wie man die Eintrage
in solchen Datenbanken anonymisieren konnte, um sie dann zu veréffent-
lichen.

In einem mittlerweile legendaren Fall hat der US-Bundesstaat Massa-
chusetts Ende der 1990er Jahre die Krankenhaus-Behandlungsdaten seiner
ca. 135.000 staatlichen Bediensteten und ihrer Angehorigen in vermeint-
lich anonymisierter Form der Forschung zuginglich gemacht. Die Anony-
misierung der Datensitze erfolgte, indem Name und Anschrift, sowie die
Sozialversicherungsnummer aus den Datensitzen herausgeloscht wurden.
Latanya Sweeney, damals Informatik-Studentin am MIT, konnte mit einer
linkage-Attacke den Datensatz des damaligen Gouverneurs von Massachu-
setts, William Weld, in den anonymisierten Daten identifizieren und sei-
ne Krankenakte rekonstruieren (Sweeney 2002; Ohm 2010). Dieser Fall
hat in Wissenschaft und Politik eine intensive Diskussion iber Grenzen
und Machbarkeit von Anonymisierung ausgelost. Die Frage der ,sicheren®
Anonymisierungsverfahren wird davon ausgehend bis heute diskutiert;
jeweils aktuelle Vorschlige fiir Anonymisierungsverfahren in der Informa-
tik werden immer wieder einige Zeit spiter durch spektakuldre Angriffe
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gebrochen$; es ist klar geworden, dass ,Anonymitit“ ein komplexer, nicht
absolut definierbarer Begriff ist, der stets von Annahmen in Bezug auf
das Hintergrundwissen der Angreifer:in und der statistischen Verteilung
der Daten im zu anonymisierenden Datensatz abhangt. Auf Verfahren der
Anonymisierung lastet die Anforderung, dass ein heute verwendetes Ver-
fahren alle zukiinftigen Angriffstechniken antizipieren und alle moglichen
Konfigurationen von Hintergrundwissen zukiinftiger Angreifer:innen ab-
decken muss.”

Die Gefahr der Re-Identifizierbarkeit von Individuen in anonymisierten
Datensitzen wurde seit den 1990er Jahren zu einem zweiten, viel diskutier-
ten Gefahrenszenario im Datenschutz. Die Diskussion hatte insbesondere
spurbaren Einfluss auf die Datenschutzgesetzgebung im Kontext medizini-
scher Daten, in den USA zum Beispiel auf den Health Information Portabi-
lity and Accountability Act (HIPPA) von 1996. Fir die Zwecke des vorlie-
genden Kapitels kommt es darauf an, auf die qualitative Differenz zum An-
griffstyp der Intrusion (und der Pradiktion) hinzuweisen. Im Unterschied
zum Datenklau ist das Ziel von Re-Identifikationsattacken ein Bruch der
Anonymitit. Auch wenn hier ebenfalls sensible Daten iiber Einzelne oder
definierte Kohorten ermittelt werden, ist das etwas anderes als intrusiver
Datenklau, da die zugrundeliegenden Daten zuvor bewusst verdffentlicht
wurden, jedoch mit dem Versprechen, dabei nichts tiber Einzelindividuen,
sondern nur tber statistische Zusammenhinge preiszugeben.

Typ 3: Pradiktion

Mein Argument ist nun, dass auch Re-Identifikation heute schon nicht
mehr als der wichtigste und dominante Angriffstypus im Datenschutz gel-
ten kann. Das Prinzip der Vorhersage von unbekannten Daten mittels Big
Data und KI-Technologie 16st die Gefahr der Re-Identifizierung freilich
nicht auf (genauso wenig wie die Gefahr der Intrusion). Die Gefihrdung

6 Vgl. Ohm 2010 und besonders spektakuldr: Die Re-Identifikation von Netflix-
Usern in einer pseudonymisiert publizierten Datenbank aus Film-Bewertungen
(Narayanan und Shmatikov 2008) oder die Rekonstruktion des Familiennamens
anhand anonym vorliegender Genom-Daten (Gymrek u.a. 2013).

7 Die Bundesrepublik Deutschland hat im Dezember 2019 im Rahmen des ,Digita-
le-Versorgung-Gesetz* erst die Zusammenfithrung der Behandlungsdaten aller ca.
70 Millionen gesetzlich Krankenversicherten zu einer zentralen Forschungsdaten-
bank beschlossen, vgl. Bundesgesetzblatt Teil I, Nr. 49 vom 18.12.2019, S. 2562. Vgl.
dazu auch Miihlhoff 2020a.
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durch unregulierte pradiktive Analytik tbertrifft jedoch beide klassische
Angriffsszenarien bei Weitem hinsichtlich Reichweite und Skalierbarkeit.
Ist ein pradiktives Modell einmal erstellt — und hierfir gibt es zur Zeit kei-
ne wirksamen rechtlichen Beschrinkungen —, kann es auf Millionen Nut-
zer:innen automatisiert und nahezu ohne Grenzkosten angewandt werden.
Die Datenfreigiebigkeit der oft privilegierten Gruppe von Nutzer:innen,
die vorbehaltlos die Trainingsdaten fiir pradiktive Analysen bereitstellen
(z.B. Gruppe der Facebook-Nutzer:innen, die explizite Angaben tber ein
sensibles Attribut machen, siche oben), setzen den Standard des tber
beinahe alle Menschen ermittelbaren Wissens, solange pradiktive Analytik-
Technologie nicht reguliert wird.

Dies stellt eine qualitativ neue Gefahrenlage im Datenschutz dar, denn
das Mittel der Verletzung pradiktiver Privatheit ist weder der Datenklau
noch der Bruch eines Anonymisierungsversprechens. Die Gefihrdung
durch pradiktive Analytik unterscheidet sich von den alteren Angriffssze-
narien in drei Hinsichten: hinsichtlich ihres Ursprungs beruht sie auf
der Verfiigbarkeit kollektiver Datenbestinde; hinsichtlich der vertibenden
Instanz ist sie genau jenen Akteuren vorbehalten, die Gber aggregierte
kollektive Datenbestinde verfigen; und hinsichtlich ihrer Effekte zeigt
sie nicht allein individuelle sondern vielmehr gesamigesellschaftliche Aus-
wirkungen. Dies bedeutet erstens eine kommerzielle Zentralisierung der von
pradiktiver Analytik ausgehenden Datenmacht bei wenigen grofSen Unter-
nehmen. Zweitens liegt der potenzielle Schaden von Verletzungen pradik-
tiver Privatheit nicht nur in der Abschitzung von Informationen tber
gezielt ausgewihlte Einzelindividuen, sondern in der automatischen und
synchronen Abschitzung dieser Informationen tber sehr grofSe Nutzer:in-
nen-Kohorten, die eine breite Mehrheit unserer Gesellschaften betreffen.
Im Zentrum der Verletzung pradiktiver Privatheit steht also nicht Spiona-
ge, die sich auf Einzelne richtet, sondern automatisierte und serienmafige
Ungleichbehandlung von Menschen in der Breite der Gesellschaft. Diese
Ungleichbehandlung ist ein struktureller Faktor insofern sie sich nicht nur
auf Einzelindividuen richtet, sondern auf uns alle in der Interaktion mit
automatisierten Systemen, zum Beispiel, wenn uns unterschiedliche Preise
fir Versicherungen angeboten werden, automatisiert entschieden wird,
wer fir ein Jobinterview eingeladen wird usf. Das Angriffsziel der Verlet-
zung pradiktiver Privatheit ist somit die Gleichheit und Fairness der ge-
sellschaftlichen Behandlung. Das Schutzgut, das hier verletzt wird, ist im
Unterschied zu den anderen Angriffstypen erst in einer kollektivistischen
Perspektive erkennbar.
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S. Pridiktive Privatheit als neues Schutzgut

Der Problemkomplex der pradiktiven Privatheit stellt eine neuartige und
aktuell wohl die bedeutsamste Herausforderung fiir den Datenschutz dar.
Um den Schutz pradiktiver Privatheit im vollen Sinne als ein Problem
des Datenschutzes zu erkennen, ist es erforderlich, das Denken des Daten-
schutzes von der Perspektive individueller Schutzanspriche zu 16sen, die
er qua Konstruktion aus der Bindung an den Schutz der Grundrechte
erbt, die stets Individualrechte sind. Das Schutzgut pradiktiver Privatheit
ist jenseits der Perspektive individueller Rechte in einer kollektivistischen
ethischen Blickweise zu konstruieren, die auf der Wertsetzung beruht, das
Kollektiv gegentiber den Individuen zu priorisieren. Zwar ist es auch
eine Gefahr fiir das Individuum, aufgrund abgeschitzter Informationen
nachteilig behandelt zu werden. Doch diese Gefahr allein ist nichts Neues.
Schon lang bevor es Kl-basierte pradiktive Analytik gab, haben Bankbe-
rater:innen anhand von Bauchgefiihl, Erfahrung und Vorurteilen tber
Kreditwirdigkeit entschieden, Arzt:innen anhand personlicher Einschat-
zungen Behandlungsprogramme priorisiert oder Human Resource Mana-
ger:innen bei Einstellungsvorgingen die Performanz von Bewerber:innen
prognostiziert.

Die neue Qualitit der Gefahrdung durch pradiktive Analytik liegt
weniger darin, dass Informationen tber eine konkrete Person X gegen
ihren Willen oder ohne ihr Wissen prognostiziert werden, sondern darin,
dass der Platzhalter ,X“ jede beliebige Person zugleich reprasentieren kann.
Die fir pradiktive Analytik verwendeten Technologien kénnen Progno-
sen zeitgleich und auf grofer Skala tber beliebige Personen X stellen.
Pradiktive Analytik-Technologien werden dort entwickelt, wo es um die
algorithmische Verwaltung von Nutzer:innen-Kohorten und Populationen
im Ganzen geht (Mihlhoff 2020c), also um die Sortierung grofer Men-
schenmengen, nicht um die Uberwachung oder das Ausspionieren von
Einzelpersonen. Das Wesen der Verletzung pradiktiver Privatheit liegt
somit nicht darin, in erne private ,Sphare“ einzudringen, sondern eine
strukturelle Neukonfiguration von Privatheit in der digitalen Gesellschaft
zu bewirken — auf die mit der Konstruktion eines Schutzgutes der pradikti-
ven Privatheit reagiert werden muss. Diese Neukonfiguration betrifft die
technologisch realistischen Erwartungen an Privatheit, die Skalierungsfa-
higkeit der Methoden zur Unterwanderung von Privatheit und die politi-
schen Werte, die mit Privatheit auf dem Spiel stehen: Im Kontext von KI
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und Big Data betreffen diese verstirkt die Fragen von Gleichheit, Fairness
und Anti-Diskriminierung.®

Die Missbrauchsgefahren pradiktiver Analytik sind also noch nicht er-
kannt, wenn man nur auf die Belange eines Einzelnen schaut - etwa
auf Selbstbestimmungs- und Kontrollrechte in Bezug auf die eigenen
Daten, inklusive des Rechts auf informationelle Selbstbestimmung. Der
Blick ist auf die strukturelle Machtasymmetrie zwischen Individuen und
datenverarbeitenden Organisationen zu richten. Eine positive Bestimmung
des Schutzgutes ,pradiktive Privatheit“ geht somit auch tber den Gehalt
der oben zunichst eingefithrten negativen Bestimmung der ,Verletzung
pradiktiver Privatheit eines Individuums oder einer Gruppe® hinaus. Es
geht bei pradiktiver Privatheit darum, eine Technologie zu regulieren, die
es ermoglicht, jedes beliebige Individuum — also potenziell jede:n von uns
in seiner pradiktiven Privatheit, und somit unsere Gesellschaft in ihren
Werten der Gleichheit, Fairness und Menschenwiirde — zu verletzen. In-
dem der Blick von den Schutz- und Abwehranspriichen des Einzelnen
auf positiv bestimmbare Werte der Gleichbehandlung verschoben wird,
gelangt der Schutz des Gemeinwohls in den Mittelpunkt und sodann geht
es bei pradiktiver Privatheit tatsichlich um den Ausgleich einer Macht-
asymmetrie, die daraus resultiert, dass Technologie auf neue Weise an der
Stabilisierung und Produktion sozialer Unterschiede und Diskriminierung
mitwirkt.

Das Datenschutzanliegen der pradiktiven Privatheit betrifft in besonde-
rer Weise eine kollektive Dimension des Datenschutzes, die durch neue
Technologie auf neue Weise virulent wird. Diese Dimension kann gestirkt
werden, indem pradiktive Privatheit — also der Schutz der Gesellschaft vor
der Macht einzelner Akteure, Pradiktionen tber beliebige Individuen zu
stellen — als Schutzgut im Sinne des Gemeinwohls konstruiert wird. Die-
se kollektivistische Bestimmung eines erweiterten Schutzguts des Daten-
schutzes ist eine direkte Antwort auf das Missbrauchspotenzial pradiktiver
Analytik, welches eben Kollektive und nicht allein Individuen betrifft.
Dieses Missbrauchspotenzial der anhand vieler Datenpunkte erstellten
pradiktiven Modelle ist von struktureller Qualitit, es betrifft synchron
und potenziell alle. Zwar ist ein individueller Schaden durch pradiktive
Verletzungen von Privatheit spurbar. Eine Verletzung pridiktiver Privatheit

8 Um Antidiskriminierung geht es hierbei nicht nur in Bezug auf die Fragen mogli-
cher Verzerrungen (bias) in Prognosesystemen, sondern insofern solche Systeme,
auch wenn sie ,unverzerrt“ sind (falls das moglich sein sollte), erhebliche gesell-
schaftliche Folgen haben.
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— man beachte den subtilen Unterschied beider Begriffe — jedoch bedeu-
tet in gesamtgesellschaftlicher Perspektive eine Zementierung oder Neu-
produktion sozialer Ungleichheit und datenbasierter soziodkonomischer
Selektion, die einen Gemeinschaftsschaden darstellt. Pradiktive Privatheit
benennt folglich einen Schutzanspruch des Gemeinwesens; das Schutzgut
der pradiktiven Privatheit stitzt die Grundwerte freier, egalitirer und de-
mokratischer Gesellschaften.

Neben der kollektivistischen Konstruktion des Schutzgutes pradiktiver
Privatheit gibt es einen weiteren ethischen Punkt zu bedenken: Die Verlet-
zung pradiktiver Privatheit ist durch eine kollektive , Taterschaft“ bzw. Ver-
ursachungsstruktur gekennzeichnet. Denn pradiktive Analysen sind nur
dort méglich, wo eine hinreichend groffe Menge Nutzer:innen bei der
Benutzung digitaler Dienste sensible Daten im Zusammenhang mit den
Hilfsdaten zur Verfiigung stellt und wo es Plattformunternehmen und an-
deren wirtschaftlichen Akteuren rechtlich gestattet ist, diese Daten (poten-
ziell auch in anonymisierter Form) zu aggregieren und damit pradiktive
Modelle zu trainieren. Der Schutz pradiktiver Privatheit erfordert sodann
nichts weniger als den Bruch mit einem tief verankerten liberalistischen
Denken westlicher Bevolkerungen in Bezug auf die Ethik der tiglichen
Datenproduktion bei der Verwendung digitaler Dienste. Er fordert ein
breit geteiltes Bewusstsein dafiir, dass die eigenen Daten potenziell ande-
ren schaden — und dass deshalb ein moderner Datenschutz noch nicht ge-
wihrleistet ist, wenn jede einzelne Nutzer:in die Kontrolle dartber erhil,
welche personenbezogenen Daten bei der Benutzung eines Service von
ihr erfasst werden. Das erforderliche kollektive Bewusstseins tGber diesen
Umstand konnte durch die umgekehrte Einsicht vermittelt werden, dass
personliche Informationen tber einen selbst mittels pradiktiver Analytik
anhand der Daten abgeschitzt werden, die viele andere Menschen mehr
oder weniger wissentlich und freiwillig tiber sich preisgeben (und die von
Plattformunternehmen vollig legal gesammelt werden).?

9 In diesem Vorschlag fiir eine Rhetorik zur 6ffentlichen Vermittlung des Anliegens
pradiktiver Privatheit findet jetzt wieder eine pragmatische Riickiibersetzung des
kollektivistischen Anliegens eines Schutzes vor Verletzungen pradiktiver Privatheit
in die Terminologie der drohenden prddiktiven Verletzung (individueller) Privathert
statt. Dieses Changieren zwischen Gemeinwohl- und Individualwohlterminologie
sehe ich ganz pragmatisch im Sinne der Uberzeugungskraft des Arguments auch
bei Menschen, die in ihrem politischen Empfinden weniger kollektivistisch ge-
stimmt sind.
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Diese elementaren Uberlegungen zu den gesellschaftlichen Externalita-
ten der eigenen Datenpraxis,' die sich aus der technische Grundstruktur
pradiktiver Analytik ergeben, zeigen eine gewichtige Grenze der Rechts-
grundlage der Einwilligung auf, die im Kontext sozialer Medien eines
der relevantesten, von der DSGVO bereitgestellten Vehikel darstellt, um
groffe Datenmengen bei Plattformunternehmen zu aggregieren. Hier wird
namlich klar: wenn eine Nutzer:in nach einer Einwilligung gefragt wird,
dann trifft sie eine Entscheidung auch fiir viele andere Menschen, die
anhand dieser Daten diskriminiert werden kdnnen, sofern auch noch ei-
nige weitere Nutzer:innen solche Daten tber sich preisgeben, was, wie
die zahlreichen Beispiele der sozialen Medien zeigen, tberwiegend der
Fall ist. In unserer aktuellen rechtlichen und regulatorischen Situation, in
der Bau und Verwendung pridiktiver Modelle nzcht reguliert sind, sind
individuelle Einwilligungsentscheidungen von #ber-individueller, nicht auf
das Datensubjekt selbst beschriankter Tragweite.

Hierbei ist verscharfend zu beachten, dass fiir das Training pradiktiver
Analysen anonyme Daten ausreichen. Man benotigt dazu nur die Korrespon-
denz von Hilfsdaten und Zielinformationen, zum Beispiel von Facebook-
Likes und Informationen tGber Krankheitsdispositionen; die Trainingsda-
ten fur pradiktive Analysen missen jedoch keine identifizierenden Datenfel-
der enthalten. Anonymisierungsversprechen werden deshalb routinemafig
in Stellung gebracht, um die Einwilligungsbereitschaft von Nutzer:innen
zu befordern; fiir Big Data Geschiftsmodelle, die auf pradiktiver Analytik
beruhen, ist das unschadlich.!' In Situationen, in denen Nutzer:innen
bei der Benutzung eines digitalen Service nicht anonym auftreten, ist da-
von auszugehen, dass Plattformunternehmen es vermeiden konnen, das
Training pradiktiver Analysen als Datenverarbeitungszweck aufzufiihren.
Denn die Unternechmen konnen die Daten ihrer Nutzer:innen nach der
Erfassung direkt anonymisieren und dann der weiteren Verwertung fir
das Training pradiktiver Modelle zufiithren. Die anonymisierten Daten
fallen nicht in den Schutzbereich der DSGVO und kénnen - insbesonde-
re in aggregierter Form — frei verwendet werden. Sie kénnen auch auf
unbestimmte Zeit gespeichert und erst spater fir pradiktive Analytik ver-

10 In diesem Sinne auch das Konzept ,data pollution®, siche Ben-Shahar 2019.

11 Siehe dazu insbesondere die Forschung zu differential privacy in machine
learning, vgl. Abadi u.a. 2016; Dwork 2006. Warum moderne Anonymisierungs-
verfahren wie differentially private machine learning pradiktive Privatheit eher
gefahrden als schiitzen, habe ich auch hier argumentiert: https://rainermuehlhoff.
de/differential-privacy-in-machine-learning-is-a-data-protection-challenge/
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wendet werden.!? Schlieflich ist zu bedenken, dass die trainierten pridik-
tiven Modelle selbst abgeleitete, hochst aggregierte, anonymisierte Daten
darstellen,'? die somit nicht in den Schutzbereich der DSGVO fallen und
insbesondere ohne effektive Datenschutzhirden verkauft und zirkuliert
werden.

6. Regulierungsvorschlige

Durch pradiktive Analytik und KI-Technologie ist das Missbrauchspotenzi-
al anonymisierter Massendaten in den vergangenen 15 Jahren erheblich
gestiegen (vgl. auch Tabelle 1). In der aktuellen rechtlichen Situation
sind Herstellung und Verwendung pradiktiver Modelle weitestgehend
unreguliert, so dass das Missbrauchspotenzial eine potenziell gravierende
gesellschaftliche Kraft darstellt, die sozio-okonomische Ungleichheit und
Diskriminierungsmuster stabilisieren und produzieren kann.

Ich mochte nun einige Vorschlige in die Diskussion einbringen, wie
man dem Missbrauchspotenzial pradiktiver Analytik vorbeugen und das
kollektivistische Schutzgut der pradiktiver Privatheit im Kontext der EU
DSGVO stirken konnte. Nach dem Grundsatz des Datenschutzes als ei-
nes ,,Vorfeldschutzes“ (Britz 2010; Lewinski 2009; Lewinski 2014) kommt
es hierbei darauf an, die Schutzwirkung als praventive Absicherung von
Gleichheit und Fairness in der Behandlung durch privatwirtschaftliche
und offentliche datenverarbeitende Organisationen zu betrachten. Es geht
um den Ausgleich einer Machtasymmetrie zwischen Gesellschaft und
Organisationen; diese besteht bereits in der potenziellen und drobenden
Verletzung pradiktiver Privatheit, sowie in der unterschiedlich verteilten
Vulnerabilitat verschiedener Gruppen und Akteure in Bezug auf das Miss-
brauchspotenzial anonymisierter Massendaten und pradiktiver Modelle.

Die Schutzwirkung einer Datenschutzregulierung, die wirksam die
Missbrauchsgefahren pradiktiver Analytik einschrinkt, kann somit nicht
allein auf die Schultern der Abwehrrechte betroffener Einzelindividuen
gelegt werden. Denn ein solcher Ansatz lduft dem tatsichlichen Verlet-

12 Das liegt daran, dass anonyme Daten nicht in den Gegenstandsbereich der
DSGVO fallen und zum Beispiel das Recht auf Loschung im Kontext der DSGVO
auch durch Anonymisierung der Daten erfiillt werden kann, vgl. dazu Abschn. 6
unten.

13 Dies setzt voraus, dass etablierte Anonymisierungsverfahren dabei eingesetzt wer-
den, die unter Stichworten wie differential privacy und differentially private
machine learning seit finfzehn Jahren dafir entwickelt werden.
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zungsvorfall stets hinterher. Die Wirksamkeit solcher Instrumente wird im
vorliegenden Kontext noch dadurch abgeschwicht, dass der Verletzungs-
tatbestand aus der individuellen Opferperspektive oft schwer identifizier-
bar oder gar nachweisbar ist. Aus Sicht des betroffenen Einzelindividuums
ist aullerdem der nachweisbare Schaden durch pradiktive Verletzungen
von Privatheit hiufig geringwertig, so dass der individuelle Rechtsweg we-
nig Erfolg verspricht; durch einen Streueffekt, der dadurch zustande
kommt, dass die entsprechenden Techniken automatisiert auf tausende In-
dividuen parallel angewandt werden, kann der gesamtgesellschaftliche
Schaden jedoch erheblich sein (vgl. Ruschemeier 2021).

Statt einer Betonung individueller Schutzrechte miissen deshalb auf
Ebene (a) des Schutzgutes, (b) der Abwehrrechte und (c) des Prozessrechts
jeweils Strukturen geschaffen werden, die kollektives Handeln — sowohl von
Gruppen als auch des Gemeinwesens insgesamt — gegeniiber Datenunter-
nehmen ermoglichen.

6.1 Aktuell fehlende Regulierung
6.1.1 Herstellung pridiktiver Modelle

Zunichst stellt sich die Frage, warum die DSGVO nicht effektiv die Her-
stellung pradiktiver Modelle reguliert. Ein Grund liegt in der individualisti-
schen normativen Konzeption der DSGVO, die letztlich in der Konzeption
der Grundrechte als Individualrechte grindet. Dartiber hinaus ist es ein
Kennzeichen des offentlichen Diskurses, der Rechtsprechung und der Ge-
schaftspraktiken, die sich rund um die DSGVO entspinnen, dass sowohl
Schutzgut als auch Abwehrrechte des Datenschutzes stets auf die Relation
des Individuums zu seinen eigenen Daten zugespitzt werden. Die Ausle-
gung lautet meist: Die Souveranitit der Einzelnen in Bezug auf die Ver-
wendung ihrer (personlichen) Daten muss gewahrt bleiben; jede:r wird in
Bezug auf seine eigenen Daten um Zustimmung gebeten oder bekommt
eine andere Rechtsgrundlage erklart. Verletzungstatbestinde beziehen sich
folglich darauf, dass eine Einzelperson geltend macht, dass personenbezo-
gene Daten siber sie auf eine Weise verarbeitet wurden, die durch die bean-
spruchte Rechtsgrundlage nicht gedeckt war. Insbesondere die Betroffe-
nenrechte wie das Recht auf Auskunft (Art. 15), Rektifizierung (Art. 16),
Loschung (Art. 17), Einschrankung der Verarbeitung (Art. 18), und Porta-
bilitit (Art.20), sind in der DSGVO als individuelle Rechte gefasst, die
stets nur das Individuum in Bezug auf seine eigenen Daten ausiiben kann.
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Ein weiterer, hiermit zusammenhéingender Grund fiir die schwache Re-
gulierung pradiktiver Analytik durch die DSGVO liegt darin, dass sich die
DSGVO auf , personenbezogene Daten® (Art. 4 (1)) bezieht und anonyme
Daten nicht betrifft. Die Abgrenzung personenbezogener und anonymer
Daten ist im Kontext von KI und Massendaten jedoch veraltet. Dies jedoch
nicht blof, weil Anonymisierung gebrochen werden kann,'# sondern weil
mittels pradiktiver Analytik die anonymisierten Daten wvieler Individuen
dazu verwendet werden konnen, sensible und ,personliche“ Daten iiber
wiederum andere Individuen abzuschatzen. In der juristischen und unter-
nehmerischen Praxis wird die Unterscheidung zwischen personenbezoge-
nen und anonymen Daten oft nur im ,, Input Stadium® der Datenverarbei-
tung evaluiert und bertcksichtigt, etwa um zu beurteilen, ob bestimmte
Daten rechtmifig erfasst wurden (Wachter-Mittelstadt 2018, S. 122, 125f;
Wachter 2019), obwohl nach Art. 4(1) DSGVO alle Stadien der Datenver-
arbeitung zu betrachten sind. Hinzu kommt, dass bei der Evaluation hin-
sichtlich Personenbezug vs. Anonymitit in der Praxis ausschliefSlich die
Relation der fraglichen Daten zu dem einen Datensubjekt betrachtet wird,
von dem die Daten erhoben werden.!S Dass die anonymisierten Daten vie-
ler Datensubjekte einen neuartigen Bruch von Privatheit beliebiger Anderer
ermdglichen, bleibt in diesem Schema unerkannt. Im Laufe der Verarbei-
tung abgeleitete Informationen konnen die Unterscheidung von anonymen
vs. personenbezogenen somit unterlaufen, und zwar nicht nur insofern
vermeintlich anonyme Daten durch Schlussfolgerung wieder dem Daten-
subjekt zugeordnet werden konnten, auf das sie sich vor Anonymisierung
bezogen haben, sondern vielmehr weil durch Verkniipfungen anonymer
Daten neue Erkenntnisse in Bezug auf beliebige Dritte gewonnen werden
konnen. Der Personenbezug wiirde hier also variable Individuen und ins-
besondere Dritte treffen und ist als Konzept damit tiberholt.

Die rechtliche und theoretische Wiirdigung der Gefahr durch abgeleite-
te Daten ist umstritten und uneinheitlich. Das Bundesverfassungsgericht
argumentierte bereits im Volkszahlungsurteil 1983, dass es keine ,belang-
losen“ Daten gebe (BVerfGE 1983, S. 34) — doch der Fokus liegt hier nicht
auf dem Massendaten-Szenario, das es damals noch nicht in der heutigen
Form gab, sondern auf der Ableitung sensibler Informationen tber ein In-

14 Das ist natirlich auch ein Problem, es entspriche Typ 2 der Angriffsszenarien;
dieses steht jedoch hier nicht im Vordergrund, da ja argumentiert werden soll,
dass es dariiber hinaus noch eine neue Gefahrenlage gibt (Typ 3).

15 So willigt zum Beispiel beim Zugriff einer Social Media App auf das Telefonbuch
eines Smartphones nur die Smartphonebesitzer:in in die Verarbeitung dieser Da-
ten ein, nicht all die Personen, die in dem Telefonbuch eingetragen sind.
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dividuum X aus scheinbar weniger sensiblen oder anonymisierten Daten
tber dasselbe Individuum X. Die ehemalige Artikel 29 Arbeitsgruppe hat in
verschiedenen Stellungsnahmen empfohlen, abgeleitete Informationen un-
ter die personenbezogenen Daten nach Art.4 DSGVO zu fassen (Arti-
cle-29-Datenschutzgruppe, 2018); in ihren Richtlinien und Stellungnah-
men ist jedoch ebenfalls keine trennscharfe Adressierung des Phinomens
anonymer Massendaten im Unterschied zur Gefahr der Re-Identifizierung
zu erkennen. In Bezug auf die Kategorisierung von Daten (wie oben disku-
tiert zum Beispiel als anonym vs. personenbezogen) befiirwortet die Artikel
29 Arbeitsgruppe in progressiver Weise, auf Verarbeitungszwecke und -fol-
gen zu schauen anstatt auf Personenbezug im Input-Stadium (Article-29-
Datenschutzgruppe, 2007; Wachter und Mittelstadt 2018, S. 126). Der Eu-
ropdische Gerichtshof hingegen hat in mehreren Urteilen klargestellt, dass
sich der Anwendungsbereich der DSGVO auf das ,Input-Stadium® der Da-
tenverarbeitung beschrinke (Wachter und Mittelstadt 2018, S. 6) und die
Abwehr gegeniiber Verarbeitungsfolgen, auch hinsichtlich automatisierter
Entscheidungen, auf sektorspezifische Regulierungen gestiitzt werden
musse (Wachter und Mittelstadt 2018, S. 7). Mit dem Instrument der Da-
tenschutzfolgenabschitzung wiederum sieht die DSGVO einen Mechanis-
mus vor, der die Folgen der Datenverarbeitung auch jenseits des ,,Input
Stadiums“ und somit insbesondere auch hinsichtlich der Effekte von an-
onymisierten Massendaten explizit einbeziehen kann. Doch auch diesem
vergleichsweise sperrigen Instrument durfte durch die Unterscheidung an-
onymisierter und personenbezogener Daten Grenzen gesetzt sein. Denn
insbesondere gilt nach der aktuellen Auslegung des Rechts auf Loschung,
dass diesem Recht auch durch Anonymisierung von Datensitzen Genulge
getan werden kann.'® Hier 6ffnet sich ein Schlupfloch fiir die unbefristete
und unregulierte Verarbeitung von ehemals personenbezogenen Daten
tiber die Zweckbindung hinaus, zum Beispiel fiir das Training pradiktiver
Modelle, insofern dafiir anonymisierte Daten ausreichen.

16 Ich folge hier meiner Auslegung der Entscheidung der Osterreichischen Daten-
schutzbehorde DSB 2018. Vgl. in diesem Sinne aufferdem direkt auf den Seiten
der Europiischen Kommission: ,Data can also be kept if it has undergone an
appropriate process of anonymisation.“ https://ec.europa.eu/info/law/law-topic/
data-protection/reform/rules-business-and-organisations/dealing-citizens/do-we
-always-have-delete-personal-data-if-person-asks_en (letzter Besuch: 2022-03-10).
In hiervon abweichender Auffassung vertritt Rofnagel 2021, dass Datenloschung
und Anonymisierung nach DSGVO nicht gleichgestellt sind.
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6.1.2 Verwendung pridiktiver Modelle

Die zweite Frage ist, warum die DSGVO nicht effektiv die Verwendung
pradiktiver Modelle — das heifSst die Anwendung bereits vorhandener und
trainierter Modelle auf Einzelpersonen — reguliert. Dies hingt eng mit der
Frage zusammen, ob die DSGVO in ausreichendem Mafe vor der Herstel-
lung und Verwendung personenbezogener Vorhersagen schiitzt. Sandra
Wachter und Brent Mittelstadt sehen hier Unterschiede des Schutzniveaus
im Vergleich zu explizit erhobenen personenbezogenen Daten:

“Compared to other types of personal data, inferences are effec-
tively “economy class” personal data in the General Data Protection
Regulation (“GDPR”). Data subjects’ rights to know about (Art. 13-
15), rectify (Art.16), delete (Art.17), object to (Art.21), or port
(Art. 20) personal data are significantly curtailed when it comes to infe-
rences, often requiring a greater balance with the controller’s interests
(e.g., trade secrets or intellectual property) than would otherwise be
the case. Similarly, the GDPR provides insufficient protection against
sensitive inferences (Art. 9) or remedies to challenge inferences or im-
portant decisions based on them (Art.22(3)).” (Wachter und Mittel-
stadt 2018, S. 6).

Insbesondere sechen Wachter und Mittelstadt in der Rechtsprechung des
EuGH der letzten Jahre Anhaltspunkte, dass abgeleitete Informationen
tber Individuen in Bezug auf die Rechtsfolgen der Datenverarbeitung
nicht vollstindig als , personenbezogene Daten® gemiff DSGVO behandelt
werden miussen (Wachter und Mittelstadt 2018, S. 5 ff., 105 ff.). Das ist ein
Punkt, in dem der 2018 beschlossene und 2020 in Kraft gesetzt California
Consumer Privacy Act (CCPA) eine eindeutigere Regelung trifft: Im Unter-
schied zur DSGVO bietet der CCPA eine Definition von ,personal infor-
mation®, die abgeleitete Daten explizit umfasst (Blanke 2020). Im Wortlaut
des CCPA fallen unter den Begriff der ,,personal information“ neben ver-
schiedenen unmittelbar personenbezogenen Daten auch:

“Inferences drawn [...] to create a proﬁle about a consumer reflecting
the consumer’s preferences, characteristics, psychological trends, pre-
dispositions, behavior, attitudes, intelligence, abilities, and aptitudes.”
(CCPA §1798.140 (o), CCPA 2018)

In diesem Zusammenhang ist zweitens zu nennen, dass die Regulierung
von Profiling und automatisierten Entscheidungen durch die DSGVO
(siche Art.22) zu schwach ausfillt, weil sie explizit auf voll-automatisierte
Verfahren beschranke ist. Verfahren, die mittels pradiktiver Modelle Men-
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schen unterschiedlich behandeln, konnen vergleichsweise leicht als halb-
automatische Routinen implementiert werden, indem menschliche Auf-
sicht und Eingriffsmoglichkeiten (z.B. durch Klickarbeiter:innen) in den
Verarbeitungsprozess integriert werden, um die Bestimmungen des Art. 22
zu umgehen.

Ein dritter Grund fir die effektiv schwache Regulierung der Verwen-
dung pradiktiver Modelle liegt darin, dass bei der Erhebung der Hilfsdaten
tiber Zielsubjekte, also derjenigen Daten, die als Input fiir die inferenzielle
Verwendung eines pradiktiven Modells benotigt werden, die Einwilli-
gungshiirde psychologisch niedrig liegt. Die meisten User willigen in die
Verarbeitung solcher Daten vorbehaltlos ein, weil ihnen Verhaltensdaten
wie Facebook Likes als wenig sensibel erscheinen. AuSerdem werden diese
Daten hiufig routinemifig, ohne jeweils zweckbezogene Einwilligung
oder auf der Rechtsgrundlage eines ,berechtigten Interesses® (Art. 6(1)(f)
DSGVO) bei der Verwendung sozialer Alltagsmedien erfasst.

6.2 Die DSGVO fit machen fiir KI & Big Data
6.2.1 Abgeleitete Informationen

Entlang dieser Bestandsaufnahme ergeben sich Vorschlige, wie die Regu-
lierung pradiktiver Analytik im Kontext der DSGVO verbessert werden
kann. Die Vorschlige zielen in die Richtung, abgeleitete personenbezoge-
ne Informationen mit Blick auf die Rechtsfolgen der Datenverarbeitung
vollumfinglich mit explizit erhobenen personenbezogenen Informationen
gleichzustellen — analog dem Kalifornischen CCPA. Das wiirde insbeson-
dere bedeuten, dass die Legitimitat einer Datenverarbeitung nicht allein
in Bezug auf das Moment der Datenerhebung festzustellen ist, sondern im
Hinblick auf die Zwecke und Auswirkungen der Verarbeitung beliebiger,
auch etwa im Zuge der Verarbeitung anonymisierter Daten und Daten
anderer Personen. Im Unterschied zu dem Vorschlag eines ,Right to rea-
sonable inferences“ von Wachter und Mittelstadt (Wachter und Mittelstadt
2018) schlage ich hier jedoch nicht den Weg ein, den Datenschutz mit
Instrumenten auszustatten, welche Individuen vor falschen oder wenig
akkuraten Vorhersagen schiitzen mochten. Dieser Vorschlag greift zu kurz,
um die Machtasymmetrie zwischen globalen Unternehmen, die tber ,,pre-
diction power® verfiigen, und Gesellschaften auszugleichen. Wie argumen-
tiert, konnen auch zutreffende Pradiktionen missbrauchlich und in fir
Gesellschaft und Individuum schadlicher Weise verwendet werden — eine
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Schutzwirkung dagegen zu entfalten, wire das Anliegen der rechtlichen
Umsetzung pradiktiver Privatheit.

6.2.2 Anonymisierte Daten

Um die Gesellschaft vor dem Vermogen grofler Firmen, anhand aggre-
gierter Daten Vorhersagen zu stellen, zu schiitzen, sollten zweitens auch
anonymisierte Daten unter die DSGVO-Prinzipien gefasst werden.!” Vor
dem Hintergrund der Missbrauchspotenziale sollte es nicht selbstverstind-
lich sein, dass die Verarbeitung anonymisierter Daten umstandslos erlaubt
ist und sich in einem weitestgehend unregulierten Geschiftsfeld auerhalb
des Zugriffs der DSGVO abspielt. Anonymisierung von Datensitzen soll-
te tberdies nicht der Loschung gleichgestellt werden.!® Bei einer entspre-
chenden Neuregelung ist darauf zu achten, sich nicht auf die Gefahr der
Re-Identifikation von Einzelpersonen in anonymisierten Datensitzen (An-
griffsszenario von Typ 2) zu beschrinken. Bei der Regulierung der Verar-
beitung anonymer Daten zur Milderung der Risiken von Typ 3 ist erstens
zu bedenken, dass es hierbei um die Missbrauchspotenziale grofer Samm-
lungen anonymisierter Daten geht. Zweitens geht es um solche Sammlun-
gen, in denen verschiedene mehr und weniger sensible Datenfelder auf
Korrelationen untersucht werden konnen. Ein steigendes gesellschaftliches
Bewusstsein um den Informationsreichtum anonymisierter Massendaten
wire fur dieses Regulierungsanliegen forderlich, um es in der offentlichen
und politischen Debatte nicht auf die Gefahr der Re-Identifikation zu
reduzieren. Aufzuklaren ist auch dartber, wie der Informationsreichtum
anonymisierter Massendaten durch Datenanalyse- und KI-Verfahren kom-
merziell abgeschopft wird, mit potenziell grofsen gesellschaftliche Auswir-
kungen, die auch Menschen betreffen, deren anonymisierte Daten dem
Modell nicht zugrunde liegen. Die DSGVO ist hiergegen bisher zahnlos, da
Big Data-Geschiftsmodelle genau die Verwendungsmoglichkeiten von Da-

17 Dies bedeutet nicht, wie der Vorschlag haufig missverstanden wird, die Verarbei-
tung anonymisierter Daten kategorial zu verbieten, sondern, analog den perso-
nenbezogenen Daten, sie unter ein grundsitzliches Verarbeitungsverbot zu stel-
len, dessen Ausnahmen durch Rechtsgrundlagen geregelt werden miissen. Die
Rechtsgrundlage der Einwilligung scheidet hierbei aus, wenn die Folgen der Da-
tenverarbeitung potenziell Dritte betreffen, siche unten. Eine politische Debatte
ist dariiber zu fithren, welche Verwendungsweisen anonymisierter Massendaten
als gesellschaftlich forderlich vs. schidlich gelten.

18 Vgl. oben, Fufinote 16.
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ten kapitalisieren, die trotz Anonymisierung und DSGVO-Regulierungen
moglich sind.

Auch die Beschrinkung der Verarbeitung anonymisierter Daten darf
sich nicht auf das Input-Stadium der Datenverarbeitung beschrinken.
Besonders ist zu bedenken, dass trainierte pradiktive Modelle selbst aggre-
gierte, anonymisierte Daten darstellen.’ Die Regulierung der Verarbeitung
anonymisierter Daten muss daher die Zirkulation und Verwendung trai-
nierter Machine Learning-Modelle umfassen. Pradiktive Modelle, die aus
Kundendatensitzen erzeugt werden, konnen aktuell frei und insbesondere
zweckbindungstrei zirkulieren oder verkauft werden, weil sie nicht in den
Schutzbereich der DSGVO fallen. Im Rahmen einer Neuregelung wire
eine erweiterte Form des Zweckbindungsgebots und der Aufsicht durch
Aufsichtsbehorden oder unabhingiger Stellen einzubeziehen: Im Rahmen
der Genehmigung der Herstellung eines pradiktiven Modells wire im
Vorhinein der Zweck anzugeben und zu genehmigen, fiir den dieses Mo-
dell durch benannte Akteure verwendet werden soll, so dass anderweitige
Verwendungsweisen oder die Weitergabe verboten werden konnen.

6.2.3 Einwilligung beschrinken

Eine dritte Siule der Modernisierung des Datenschutzes betrifft die
Rechtsgrundlage der Einwilligung. Da im Kontext von Big Data und
KI-Technologie die Verarbeitung der eigenen Daten grundsatzlich Auswir-
kungen auf andere hat, steht die Validitit der Rechtsgrundlage der Ein-
willigung grundsitzlich in Frage. Die Einwilligung sollte nur verfiigbar
sein, wenn die Konsequenzen der Einwilligungsentscheidung allein das
einwilligende Individuum betreffen (vgl. dazu auch Ruschemeier in die-
sem Band).

Bei einem durchschnittlichen Gebrauch von Internet und Smartpho-
ne-Apps ist die Einwilligung heute eine der dominantesten Manifestatio-
nen von Datenschutzregulierungen im taglichen Mediengebrauch. Die be-
wausstseinsbildende Funktion der Einwilligung ist nicht zu unterschitzen;

19 Solche Modelle werden durch Millionen Eintrige in einer groffen Matrix repra-
sentiert, die im Trainingsverfahren simulierter neuronaler Netze kalibriert wer-
den. Diese Parameter sind selbst abgeleitete Daten und wenn das Trainingsver-
fahren bestimmte, technisch wohldefinierte Anforderungen erfiillt, lassen sich
daraus keine individuellen Eintrdge der Trainingsdaten rekonstruieren, so dass
es sich dabei formal um anonyme Daten handelt. Siehe hierzu den Diskurs zu
differential privacy in machine learning; FufSnote 11 oben.
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doch sie bestitigt das liberalistische Missverstindnis von Datenschutz, das
von den Gefahren pridiktiver Analytik ablenkt (Kroger u.a. 2021): Jeder
neue Einwilligungsdialog, mit dem die Nutzer:in konfrontiert wird, affir-
miert das gesellschaftlich schadliche Verstindnis, dass es dem Datenschutz
um die individuelle Wahlmoglichkeit jedes Einzelnen in Bezug auf die
Preisgabe seiner Daten gehe. Dartiber hinaus ist bekannt und wurde viel
thematisiert, dass Einwilligungsdialoge Gber Dark Patterns, Design-Tricks,
Nudges, lingliches Kleingedrucktes und weil sie in den unpassendsten
Momenten erscheinen, die Nutzer:innen nicht richtig informieren, son-
dern nicht selten zur Einwilligung tberlisten oder notigen (vgl. Baruh und
Popescu 2017; Mithlhoff 2018).

Weiterhin konnte dem Instrument der Einwilligung bei der Anwen-
dung pradiktiver Modelle auf Einzelpersonen Bedeutung zukommen. Ein
von pradiktiver Wissensproduktion betroffenes Individuum sollte in die
Ermittlung von Informationen oder Entscheidungen tber es einwilligen
mussen, bevor die dafir herangezogenen und meist weniger sensibel er-
scheinenden Hilfsdaten erfasst werden. In diesem Zusammenhang sei auf
die erste Forderung zurickverwiesen, dass abgeleitete Daten hinsichtlich
der Rechtsfolgen in vollem Umfang wie personenbezogene Daten behan-
delt werden sollten. In welchen Anwendungsbereichen die Einwilligung
in diesem Fall als Rechtsgrundlage zur Verfiigung gestellt und in welchen
Domanen sie verboten werden sollte, ware ausfithrlicher zu erwéigen (vgl.
Mihlhoff 2021).

6.2.4 Kollektive Schutzrechte

Ein weiterer zentraler Vorschlag betrifft die Einrichtung kollektivistischer
Pendants zu den Betroffenenrechten der DSGVO. Das heifdt, die Rechte
zu Auskunft, Rektifizierung, Loschung, Portierbarkeit usw. sind kollekti-
vistisch zu erweitern, so dass zum Beispiel von Diskriminierung betroffene
Gruppen, aber auch das Gemeinwesen im Ganzen, in die Lage versetzt
werden, von Plattformbetreibern tiber pradiktive Modelle und die Verar-
beitung anonymisierter Daten Auskunft zu verlangen.?’ Eine solche Re-
gelung sollte Interessenverbinden und der demokratischen Gesellschaft
im Ganze mehr Kontrolle dariber ermoglichen, welche Informationen
kommerzielle Organisationen tber beliebige Individuen aus Hilfsdaten
ableiten koénnen und welche pradiktiven Modelle eine Organisation an-

20 Vgl. auch dhnliche Vorschlige bei Mantelero 2016; Pohle 2016.
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hand der Daten vieler Nutzer:innen trainiert. Dieses kollektive Recht auf
Einsichtnahme soll dazu dienen, dass aufgedeckt werden kann, welche
Diskriminierungsmuster den pradiktiven Modellen eingeschrieben sind.
Ein kollektives Recht auf Berichtigung oder Loschung solcher Modelle
sollte aktivierbar sein, wenn Muster der Ausgrenzung und Diskriminie-
rung, oder stabilisierende und verstirkende Effekte in Bezug auf sozia-
le Ungleichheit beobachtbar sind. Fir die Ausiibung dieser kollektiven
Abwehrrechte sollten Aufsichtsorgane sowie geeignete Instrumente der
kollektiven Rechtsdurchsetzung wie Verbandsklagen oder Musterfeststel-
lungsklagen vorgesehen werden (vgl. ausfihrlich Ruschemeier 2021).

6.3 Antidiskriminierung

Angesichts der Missbrauchspotenziale von Big Data und KI wird sich ein
wirkungsvoller Datenschutz im aktuellen Jahrzehnt daran messen lassen
miissen, zu welchem Grade er in eine tragfihige Allianz mit Antidiskrimi-
nierungsgesetzgebung tritt. Denn es geht im Kontext dieser Technologien
nicht um das Ausspionieren Einzelner, sondern um massenweise parallel
durchgefiihrte Abschitzungsoperationen, die uns alle betreffen und auf
individualisierte — und das heif3t, unterschiedliche — Behandlung von Indi-
viduen und Gruppen, mithin auf soziale Ungleichheit, Diskriminierung
und Ausschlussmechanismen hinauslaufen konnen. Das Feld der pradikti-
ven Wissensgewinnung anhand von anonymisieren Massendaten, die wir
alle tiglich kostenfrei fiir grofe Datenunternehmen produzieren, ist aktu-
ell weitestgehend unreguliert. Um den Regulierungsbedarf zu erkennen,
muss sich der Datenschutz (und insbesondere der anglophone Diskurs um
privacy) von seinem Lieblingsbezugspunkt, dem Schutz der informationel-
len Sphare des Einzelnen, 16sen, und die soziale Strukturierungswirkung
moderner Datenverarbeitung in den Blick nehmen.
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Nothing personal? Der Personenbezug von Daten in der
DSGVO im Licht von kiinstlicher Intelligenz und Big Data

Rita Jordan

Zusammenfassung

Mit dem Einsatz selbstlernender Algorithmen steigt auch der Umfang,
die Rate und die Geschwindigkeit, mit der Daten erfasst, verarbeitet und
ausgewertet werden. Dadurch geraten die Zwecke des Datenschutzrechts
(Personlichkeitsschutz, informationelle und demokratische Selbstbestim-
mung) und seine Schutzprinzipien (u.a. Zweckbindung, Datenminimie-
rung und Transparenz) in Spannung zu den Gewinninteressen datenba-
sierter Geschaftsmodelle und dem herrschenden Innovationsdruck. Die
technischen Moglichkeiten von Big Data unterwandern die eindeutige
Abgrenzbarkeit zwischen personenbezogenen und nicht personenbezoge-
nen Daten, die zentral fiir das dogmatische Fundament der Europaischen
Datenschutzgrundverordnung (DSGVO) ist. Durch immer kleinteiligere
Datenschutzerklarungen und die technischen Barrieren einer informierten
Einwilligung wird individuellen Nutzer:innen eine aufgeklarte Rechtsaus-
tibung erschwert. Einen zentralen Bereich der Digitalisierung, in dem die-
ses Spannungsfeld sich manifestiert, bieten Smart Cities. Hier verschranket
sich die Innovationskraft algorithmischer Datenverarbeitung fiir Nachhal-
tigkeits- und Verkehrsziele mit der physischen Oberfliche urbaner Erfah-
rungs- und Handlungsraiume. Die Ubiquitit der erfassten Daten und die
damit einhergehenden Risiken fiir Privatheit legen eine grundlegende Re-
konzeptualisierung des Datenschutzrechts sowie eine Demokratisierung
der Technologieentwicklung — insbesondere im Bereich Kl-basierter Tech-
nologien - in stadtischen Riumen nahe.

1. Einleitung

Der Beitrag unterstreicht einen kritischen juristischen Blick auf die gel-
tende datenschutzrechtliche Personenbezugsdogmatik anhand eines Bei-
spielszenarios tber die Entwicklung intelligent vernetzter Verkehrsinfra-
strukturen. Dieses Beispiel leitet hin zu einer politikwissenschaftlich infor-
mierten Auseinandersetzung mit dem Bedarf und den Potentialen einer

59

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Rita Jordan

partizipativen Technologieentwicklung hinsichtlich des Ziels einer demo-
kratischen Einbettung der Digitalisierung in stidtische Infrastrukturen.!
Zunichst wird das geltende, stark auf individuelle Datensubjekte ausge-
richtete EU-Datenschutzrecht knapp vorgestellt (2.). AnschlieSend wird
diese Zentrierung auf das Individuum aus rechts- und sozialwissenschaftli-
chen Perspektiven kritisch beleuchtet (3.). Die Kritik wird daraufhin am
Anwendungsbeispiel der intelligent vernetzten Infrastruktur von Smart
Citzes illustriert, um den Bedarf einer demokratischen, tiber individuenzen-
trierte Datenschutzmodelle hinausgehenden Technologieentwicklung her-
vorzuheben (4.). Dadurch verlagert sich der Fokus des Textes vom Thema
der regulatorischen Gestaltung effektiven Rechtsschutzes hin zu einem
praktisch-politischen Losungsansatz des Problems auf der Handlungsebe-
ne. Zuletzt werden die Erkenntnisse zusammentfasst und ein Ausblick auf
zukinftige Herausforderungen gegeben (5.).

2. Personenbezogene Daten im Sinne der DSGVO

Der Schutz der DSGVO ist in seiner Grundkonzeption auf das Individuum
als Rechtssubjekt bezogen. Dementsprechend sind dem Verordnungstext
zufolge alle Informationen geschiitzt, ,die sich auf eine identifizierte oder
identifizierbare natirliche Person [...] beziehen.“ (Art.4 Nr.1 DSGVO)
Identifizierbar in diesem Sinne ist eine nattrliche Person, ,die direkt oder
indirekt, insbesondere mittels Zuordnung zu einer Kennung wie einem
Namen, zu einer Kennnummer, zu Standortdaten, zu einer Online-Ken-
nung oder zu einem oder mehreren besonderen Merkmalen identifiziert
werden kann, die Ausdruck der physischen, physiologischen, genetischen,
psychischen, wirtschaftlichen, kulturellen oder sozialen Identitit dieser na-
turlichen Person sind.“ (Ebd.).

1 Der disziplineniibergreifende Ansatz dieser Ausfiihrungen ladt dazu ein, den Blick
mehr in die Breite der Auseinandersetzungen mit dem Thema des Schutzes per-
sonenbezogener Daten zu weiten, als in die Details einer einzelnen Fachdebatte
einzusteigen. Ausgangspunkt des Textes ist der Versuch, die sehr kleinteilige juris-
tische Fachdiskussion zur eher strukturellen Perspektive in der soziologischen und
politikwissenschaftlichen Literatur in Beziehung zu bringen und gegebenenfalls
aufzuzeigen, wo moglicherweise Leerstellen bleiben und Anpassungsbedarfe beste-
hen. Zugleich erméglicht das Nachdenken dber den Personenbezug von Daten
aus diesen beiden Richtungen auch eine kritische Auseinandersetzung mit den
Grenzen der jeweiligen Disziplinen.
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Im Ruckschluss greift das Datenschutzrecht dementsprechend bei eini-
gen Datengruppen nicht ein. Dazu gehdren zunichst anonymisierte Da-
ten, ,,die sich nicht auf eine identifizierte oder identifizierbare natiirliche
Person beziehen, oder personenbezogene Daten, die in einer Weise anony-
misiert worden sind, dass die betroffene Person nicht oder nicht mehr
identifiziert werden kann.“ (Erwigungsgrund 26, S. 5 DSGVO) Auch sach-
bezogene Daten sind nicht geschitzt. Dieser Begriff wird in der Verord-
nung selbst allerdings nicht definiert, sondern lediglich als Gegenbegriff
zu dem der personenbezogenen Daten verstanden. Einen Grenzfall stellen
pseudonymisierte Daten dar. Das sind gem. Art. 4 Nr. 5 DSGVO Daten,
»die durch Heranziehung zusitzlicher Informationen einer natiirlichen
Person zugeordnet werden konnten.“ Bei pseudonymisierten Daten ist der
Personenbezug unter Einbeziehung aller objektiven Faktoren zu ermitteln.
Das meint im Wesentlichen das Verhiltnis zwischen dem aktuellen Stand
der Technik im jeweiligen Zeitpunkt und dem monetiren sowie zeitlichen
Aufwand, den eine Entschlisselung in diesem Lichte erfordert.

Daran zeigt sich, dass die Beziehbarkeit eines Datums auf eine natirli-
che Person entweder aus der Aussage eines genuin als personlich verstande-
nem Charakters der abgebildeten Information heraus entstehen kann, oder
aber sich aus dem Bezug der Daten zueinander ergibt. Je nach Kontext und
den tber die Gruppenmitglieder verfiigbaren Informationen kann sich die
Identifizierbarkeit Einzelner situativ stark unterscheiden.

Die Offenheit des Personenbezugsmerkmals schlagt sich im Wortlaut
der DSGVO nieder und ist mafigeblich auf ihren Ansatz der Technologie-
neutralitit zuriickzufihren. Dieser dient dem Zweck, eine Umgehung der
Schutzvorschriften zu vermeiden, indem der Gesetzestext keine technik-
spezifischen Regelungen vorsieht, sondern das Schutzgut an sich versucht
zu konkretisieren, um auf diesem Weg sowohl analoge als auch digitale
Datenverarbeitungen unterschiedlichster Art zu umfassen. Mit dem Wort-
laut ,Fur einen Personenbezug missen Daten einer [...] Person zuzuord-
nen sein® (Art. 4 Nr. 1 DSGVO) bietet der Gesetzestext allerdings eher eine
zirkuldre Aussage als eine tatsichlich konkretisierende Definitionshilfe.
Auch der Weg tber Gegenbeispiele verspricht keine wirkliche Hilfe, da
der Begriff der sachbezogenen Daten lediglich negativ zu dem der perso-
nenbezogenen definiert wird. Auch fir die Gruppe der anonymisierten
Daten wird pauschal ein nicht mehr vorhandener Personenbezug unter-
stellt. Daran zeigt sich, dass jeweils davon ausgegangen wird, dass die Per-
sonenbeziehbarkeit von Daten ein eindeutig festzustellendes Merkmal sei.
Auf diese Weise wird eine eindeutige Abgrenzbarkeit suggeriert, die sich
in der Anwendung oftmals als zirkelschlissig herausstellt.
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Selbst bei Daten, die ausschlieflich Beziige zu Gegenstinden aufweisen
oder anonymisiert sind und damit die Kehrseite eines personenbezoge-
nen Datums darstellen, kann im Wege der Kombination mit anderen
Datensitzen oder durch die Identifikation einzelner Datenpunkte oftmals
doch mit relativ hoher Genauigkeit ein spezifisches Mitglied einer Gruppe
ausgesondert werden. Zahlreiche Studien zur Re-Identifizierbarkeit von
Datensitzen einer gewissen Grofe legen nahe, dass eine vollstindige Ano-
nymisierung in hinreichend groffen Datensitzen nahezu unmdglich ist
(Sweeney 2000; Solove/Schwartz 2011). Statt auf diese verarbeitungsspezi-
fischen Risikolagen genauer einzugehen, fokussiert der Verordnungstext
selbst, wie oben dargestellt, auf die Frage, was natirliche Personen identi-
fizierbar macht. Diese interpretatorische Liicke wird in der Praxis durch
die Heranziehung verfassungsrechtlicher Grundsitze und Rechtsprechung
gefiille. Doch gerade diese Marker dndern sich haufig je nach Datenlage
und Situation, sodass stets ein nicht unwesentliches Risiko der Rechtsver-
letzung bleibt.

3. Kritik der individualistischen Ausrichtung des Datenrechts

Im Folgenden wird die oben dargestellten Ausrichtung des Datenschutz-
rechts auf individuelle Personen einer kritischen Priffung unterzogen. Die
Kritik bezieht sich im Wesentlichen darauf, dass eine auf sprachlicher Ebe-
ne zunichst offensichtlich scheinende Abgrenzbarkeit personenbezogener
zu nicht personenbezogenen Daten nur unzureichende Antworten auf
bestimmte kontextabhingige Auslegungsprobleme bietet.

3.1 Herausforderungen von KI und Big Data

Die bereits im Rechtstext angelegten Abgrenzungsprobleme verscharfen
sich in Fillen der Datenverarbeitung durch Machine Learning- und Big Da-
ta-Techniken. Die Zunahme sogenannter smarter Umgebungen, d.h. da-
tenintensiver Grofsysteme, die auf algorithmischer Datenverarbeitung ba-
sieren und so eine Echtzeit-Interaktion mit ihrer Umgebung ermdglichen,
werden nicht nur in privaten Kontexten (z.B. im Fall von Smart Homes),
sondern auch in der Unterhaltungsindustrie sowie dem produzierenden
Sektor (z.B. mit Smart Wearables) eingesetzt. Der Einsatz am Korper oder
einem konkreten Objekt dient meist dem Tracking und damit dem Zweck
der Optimierung bestimmter Angebote oder Abldufe. Der Einsatz von KI-
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basierten Techniken in der Offentlichkeit kann sich aulerdem regulierend
auf das Verhalten von Biirger:innen im offentlichen Raum auswirken und
auch gegen den individuellen Willen eingesetzt werden (z.B. im Fall des
Predictive Policing). Dieser Beitrag konzentriert sich nicht auf pradiktive
Polizeiarbeit im engeren Sinne, richtet sein Augenmerk jedoch auf Pro-
blemlagen des Einsatzes intelligenter Technologie in 6ffentlichen Riumen
hinsichtlich des Schutzes von Privatheit und Demokratie.

Zunichst aber sollen die beiden zentralen Begriffe Big Data und Kiinst-
liche Intelligenz fur den Zweck dieses Beitrags konkretisiert werden. Big
Data kann mit einer gangigen Definition als ein Modus der Informations-
bearbeitung verstanden werden, die von einer Zunahme der Datenmen-
ge (Volume) im Vergleich zu vorangehenden Medien, gepragt ist. Dieses
Wachstum bildet sich im gesamten Lebenszyklus digitaler Daten ab, d.h.
von der Erhebung tiber ihre Verarbeitung und Analyse bis hin zu ihrer Vi-
sualisierung. Dariiber hinaus wird seit geraumer Zeit seitens marktbeherr-
schender Technologieunternehmen versucht, zusatzlich die Zunahme von
Wert (Value) und Wahrhaftigkeit (Veracity) von Daten in die Definition
des Begriffs aufzunehmen (Oracle 2021). Das Merkmal der Wahrhaftigkeit
wird allerdings dabei auf die innere Schlussigkeit eines Datensatzes bezo-
gen und nicht auf eine Ubereinstimmung bestimmter Daten mit dem
Gegenstand ihrer Abbildung. Kiinstliche Intelligenz hingegen beschreibt auf
maschinellem Lernen und neuronalen Netzen basierte Anwendungen, die
in datenintensiven Umgebungen eingesetzt werden, um darin Muster und
Kategorien zu ermitteln. Ein politisches Verstindnis dieser Technologien,
soweit eine Generalisierung dessen angesichts ihrer jeweils spezifischen
Funktionsweisen Gberhaupt leistbar bzw. sinnvoll ist, konzeptualisiert da-
tenverarbeitende Systeme in Offentlichen Kontexten als Infrastrukturen
(Falco 2021).

Ein hervorzuhebender Effekt des oben beschriebenen (jedenfalls quanti-
tativen) Zuwachses von datengestiitzten Infrastrukturen im 6ffentlichen
Raum ist unter anderem die dadurch deutlich vereinfachte Moglichkeit
der kleinteiligen Erfassung von Bewegungs- und Verhaltensmustern einzel-
ner Personen. Durch die Kopplung dieser Methode mit wirtschaftlichen
Anreizen entstehen die fir den digitalen Kapitalismus typischen datenba-
sierten Geschaftsmodelle (Srnicek 2017; Staab 2019). Aus der Digitalisie-
rung der Lebenswelten (Kommunikation, Handel, Verkehr, Dienstleistun-
gen, Gesundheit) ergeben sich immer engmaschigere Aggregate individu-
eller Handlungsweisen, deren Auswertung durchaus Potentiale fur die Lo-
sung gesellschaftlicher Probleme (z.B. im Gesundheitswesen) verspricht.
Dennoch sind statistische Vorhersagen dieser Art aber auch vorurteilsbelas-
tet und hédufig ungenau, was hauptsichlich auf die zugrundeliegenden
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Trainingsdatensets zuriickzufithren ist. Die immer weiter automatisierte
Datenverarbeitung ist nicht nur aufgrund ihrer Masse (3V’s) untbersicht-
lich, sondern auch durch die programmierte Architektur und den Schutz
als Geschiftsgeheimnis meist intransparent fiir Aulenstehende. Die Funk-
tionsweise uniberwacht selbstlernender algorithmischer Systeme be-
schreibt Luciana Parisi folgendermaflen: ,Undeterminiertheit ist hier als
ein aktives Element zu einem Teil der Berechnung geworden, indem sie
ausstellt, wie das logische Denken funktioniert, und wie die Bedeutung
von Konzepten geformt werden kann. Hier tberschneidet sich die Uber-
prifung von Hypothesen mit der Generierung hypothetischer Bedeutung,
indem Unbestimmtheit jenseits wissensbasierter Automatisierung als ein
Weg genutzt wird, um Vorhersagen zu strukturieren.” (Parisi 2018, S. 103)
Damit wird die strukturelle Intransparenz algorithmischer Datenverarbei-
tungstechniken als sog. Black Box noch durch die innere Opazitit ihrer
Funktionsweise verstarkt.

3.2. Auslegungs- und Ubersetzungsprobleme

In Bezug auf das Datenschutzrecht weist Nadezdha Purtova (2018) in einer
umfassenden Studie darauf hin, dass die technischen Entwicklungen in na-
her Zukunft eine perfekte Identifizierbarkeit erméglichen werden. Da-
durch werde die oben dargestellte, in der DSGVO angelegte Abwigung
zwischen Deanonymisierungsaufwand und Schutzinteresse mittelfristig
obsolet. Die Autorin geht davon aus, dass durch die Digitalisierung der Le-
benswelt ein konzeptuelles Verschwimmen von vier bis dato getrennten
Sphiren zu erwarten sei, die eine von ihr als Onlife (Purtova 2018, S. 41;
vgl. auch Hildebrandt 2020, S. 6 ff.) bezeichnete Situation hervorbrichten:
Die davon betroffenen, bisher als klar abgrenzbar codierten Sphéren sind
Realitat/Virtualitdit, Mensch/Maschine/Natur, Informationsknappheit/
Informationstberfluss sowie eine von selbststindigen, statischen Entititen
und binaren Beziechungen geprigten Weltsicht hin zu einem Fokus auf In-
teraktionen, Prozesse und Netzwerke (vgl. Purtova 2018, S. 41).

Purtova zufolge hat diese Transformation der Lebenswelt zweierlei Aus-
wirkungen auf das Recht: Mit der zunehmenden Datafizierung gehe einer-
seits ein gesteigertes Schutzbedirfnis fir Einzelne einher, wodurch die Re-
levanz eines robusten Datenschutzrechts zunichst unterstrichen wird. An-
derseits deutet Vieles darauf hin, dass die derzeitige Ausgestaltung des Da-
tenschutzrechts fir ein derart weitgreifendes Schutzbediirfnis nicht ge-
wappnet sei und daher auf absehbare Zeit zu kollabieren drohe (,system
overload®, vgl. Purtova 2018, S.72ff.). Einen der zentralen Griinde dafiir
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sieht Purtova in der weiten Definition der Personenbeziehbarkeit von Da-
ten. Im Zusammenspiel mit den erweiterten technischen Moglichkeiten
werde sich das Datenschutzrecht auf lange Sicht funktional von einem /ex
specialis zu einem Jex generalis des Personlichkeitsschutzes entwickeln. Die
Vollzugskraft der DSGVO, vornehmlich in den darin festgeschriebenen
Zustindigkeiten und Prifkompetenzen manifestiert, sei fiir Grenzfille
und hochkomplexe Technologien wie bspw. automatisierte Gesichtserken-
nung nur unzureichend geeignet (Purtova 2018, S.75).

3.3 Ausweitung der Bezugsgruppe (Group Privacy)

Eine weitere Kritik an der geltenden Zentrierung des Datenschutzrechts
auf den Schutz von Einzelsubjekten ergibt sich aus der Annahme, dass in
Prozessen algorithmischer Datenverarbeitung meist Bezugsgruppen an-
hand emergenter Kategorisierungen gebildet werden. Diese fortlaufende
Kategorisierung ermoglicht eine Steuerung in Echtzeit, indem sie tempo-
raire Merkmale wahrscheinlichkeitsbasiert gerinnen lasst und auf diese
Weise den sozialen Raum entlang der kalkulierten Vorhersagen struktu-
riert. Die im Rahmen dieses Prozesses entstehenden Bezugsgruppen sind
in ihrer Datenférmigkeit zugleich sowohl deskriptiver als auch pradiktiver
Natur (Mittelstadt 2016, S. 477). Die fortlaufende Re-Konfiguration wirkt
sich wiederum modulierend auf die zugrundeliegenden Datensitze aus.
Unter diesen Umstanden ist es fur Einzelpersonen sehr unrealistisch, effek-
tive Kontrolle Gber die jeweils iiber sich selbst im Umlauf befindlichen Da-
ten und Informationen zu erlangen (Mittelstadt 2016, S. 481). Der Umfang
der im Einzelfall verarbeiteten Daten und die Komplexitit der angewand-
ten Methoden rechtfertigen der Ansicht des Autors nach ein kollektives
Recht auf Privatheit fir ad hoc von Algorithmen gebildete Personengrup-
pen (Mittelstadt 2016, S. 485). Mit diesem Ansatz wird die subjektzentrier-
te Ausrichtung des Datenschutzrechts um eine wertvolle Perspektive der
Gruppenorientierung erginzt, welche bis dato hauptsachlich im Antidis-
kriminierungsrecht verankert war und damit anderen rechtlichen Voraus-
setzungen unterlag.

Mit einer dhnlichen Stofrichtung heben auch Mann und Matzner
(2019) die Vorteile einer Erweiterung des Datenschutzrechts um gruppen-
bezogenen Privatheitsschutz in Fallen von Kl-basierten, strukturell diskri-
minierend wirkenden Anwendungen hervor. In dem von ihnen als emer-
gente Diskriminierung bezeichneten Prozess werden durch die Heranzie-
hung komplexer und nichtreprasentativer Kategorien strukturelle Nachtei-
le fur bestimmte Nutzer:innengruppen im Zuge von Profilbildung syste-
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misch verstirke. Da diese Profilbildung oftmals nicht gezielt erfolgt, son-
dern an implizite Merkmale anonymisierter Datensitze ankniipft, wird sie
haufig nicht vom klassischen Antidiskriminierungsrecht erfasst (Mann/
Matzner 2019, S.7). Die Verbindung beider Rechtsregime in Form eines
kollektivistisch informierten Datenschutzrechts erscheint angesichts der
gruppenbezogenen Funktionsweisen von Kl-basierten Systemen durchaus
vielversprechend.

3.4 Auswertung des Zeithorizonts

Ein weiterer Vorschlag zur Erginzung des Datenschutzes personenbezoge-
ner Daten im konkreten Zeitpunkt ihrer Erfassung und Verarbeitung ist
das Konzept der Predictive Privacy (Mihlhoff 2021). Mihlhoft erlautert die
inhdrent diskriminierenden Funktionsweisen pradiktiver Algorithmen
und zeigt die ethischen und politischen Probleme auf, die aus diesen Vor-
hersagen erwachsen: Nicht nur negiert eine wahrscheinlichkeitsbasierte
Gleichbehandlung die Autonomie und Entscheidungsfreiheit der einzel-
nen Gruppenmitglieder, sondern sie wirkt auch langfristig in Form perfor-
mativer Effekte auf die Entscheidungsfindung Einzelner zurtick (Mihlhoff
2021, S. 13). Das hat dem Autor zufolge die Wirkung, dass ,,Predictive sys-
tems produce and stabilize precisely the kinds of social differences and ine-
qualities that they claim to merely detect in the world.” (Ebd., m.w.N.)
Diese Verzerrung, die bei der Uberbriickung der Prediction Gap — also der
Lucke zwischen einer auf Trainingsdaten basierten Wahrscheinlichkeit zu
einer auf ein konkretes Individuum gerichteten Vorhersage — entsteht, ver-
schirft noch einmal das zuvor im Anschluss an Parisi dargestellte Problem
der verzerrenden Eigendynamik algorithmischer Systeme. Die weit iiber-
wiegende Anzahl der Machine Learning-Algorithmen basiert auf pradiktiver
Analytik und erfillt somit regelmafig nicht die Voraussetzungen einer pri-
vatheitsschonenden und autonomieférdernden Datenverarbeitung. Daher
schldgt er eine Erweiterung des Datenschutzrechts auf solche Daten vor,
die aus pradiktiver Analytik hervorgehen und als Grundlage fiir weitere
Analysen dienen (Mihlhoff 2021, S. 14). Somit wire fiir die Verwendung
und Verarbeitung pradiktiver Modelle ebenso eine Rechtsgrundlage oder
ausdrickliche Zustimmung der von dieser Methode betroffenen Individu-
en erforderlich, wie es derzeit fiir die Verarbeitung personenbezogener Da-
ten in allen anderen Fallen bereits notwendig ist.

Das Konzept pradiktiver Privatheit stellt gewissermaffen eine Vorstufe
der in Art. 22 DSGVO behandelten automatisierten Entscheidungsfindung
sowie des Profilings dar. Diese Norm schitzt Rechtssubjekte davor, einer
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ausschliefSlich auf automatisierter Datenverarbeitung basierten Entschei-
dung unterworfen zu werden. Sie unterliegt jedoch engen Anforderungen,
die, um den Wirkungsbereich der pradiktiven Analytik zu umfassen, er-
weitert werden mussten. Dafir spricht, dass aus Nutzer:innenperspektive —
insbesondere im Internet — haufig nicht klar ersichtlich ist, welche Daten
im aktuellen Zeitpunkt oder in der Zukunft verarbeitet werden, und ob
dieser Prozess rechtliche Auswirkungen im Verordnungssinne hat. Aufer-
dem sind die individuellen Reaktions- und Informationsmdglichkeiten
haufig tberkomplex formuliert und fiir ein Laienpublikum kaum vermit-
telbar. Daran wird deutlich, dass Gber das Art. 22 DSGVO regulierte End-
resultat ,Entscheidung® hinausgehend bereits die im Vorfeld des Ergebnis-
ses stattfindenden pradiktiven Datenanalysen fiir einen effektiven Indivi-
dualrechtsschutz in den Blick genommen werden sollten.

3.5 Zwischenfazit

Die vorangehenden Ausfithrungen verdeutlichen aktuelle Herausforderun-
gen, denen sich das subjektzentrierte Datenschutzregime der DSGVO
durch die zunehmende Dominanz von datengetriebenen Geschiftsmodel-
len und Kl-basierten Technologien ausgesetzt sicht. Bereits die herrschen-
de Rechtslage weist Definitions- und Auslegungsprobleme auf, die auf
den Ansatz der Technologieneutralitit zurickgefihrt werden konnen
und durch Zweifelsregeln sowie die pauschale Erweiterung des Anwen-
dungsbereichs kompensiert werden. Dadurch entsteht allerdings nicht die
wunschenswerte Rechtssicherheit, sondern vielmehr ein recht instabiles
Gleichgewicht, das zeitnah in eine Uberforderung des Datenschutzregimes
oder zumindest ein Leerlaufen des Rechtsschutzes aufgrund einer uniiber-
sichtlichen, schwer zu durchdringenden Rechtslage zu kippen droht. Da-
riber hinaus erscheint im Lichte der Einwilligungsregeln, die meist fiir
Laien nur schwer bis nicht verstindlich sind sowie der hochkomplexen
Verarbeitungskonstellationen (vgl. RofSnagel u.a. 2020) eine vollstindige
Verlagerung der Zustimmungsverantwortung auf individuelle Nutzer:in-
nen nicht besonders effektiv zu sein, was einmal mehr den Mehrwert
einer Erweiterung des Datenschutzrechts mit gruppenbezogenen Rech-
ten betont. Einen ersten praktischen Schritt in diese Richtung stellt die
Moglichkeit fiir Verbraucher:innen dar, im Rahmen der EU-Verbandskla-
gerichtlinie (EU 2020/1828) auch fir DSGVO-Verstofse niedrigschwellig
entschidigt zu werden. Ebenso sinnvoll wire eine Ausweitung des Daten-
schutzrechts auf die Verarbeitungsschritte, die auf die erste Datenerfassung
und -verarbeitung folgen, um effektiven Schutz beim Einsatz pradiktiver
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Modelle zu gewihrleisten. Diese Aspekte zeigen Problemfelder auf, die
spezifisch fur datenbasierte, selbstlernende KI-Systeme sind. Sie unterstrei-
chen den Bedarf fiir technologiespezifische Datenschutzregelungen und
ein kontextsensibles Privatheitsverstaindnis (Nissenbaum 2009).

4. Anwendungsbeispiel: Partizipative Technologieentwicklung in ,Smart Cities
3.0°

Der folgende Abschnitt konkretisiert die theoretischen Ausfithrungen des
vorangegangenen Teils exemplarisch anhand der Entwicklung einer digita-
len stadtischen Infrastrukeur und schligt vor, die identifizierten Probleme
des Datenschutzrechts in ein Modell demokratischer Technologieentwick-
lung einzubetten. Diese Einbettung dient dem Zweck, die Legitimitat
konkreter technischer Losungen zu erhéhen und die gesellschaftliche Sen-
sibilitdt fiir das inhédrent Politische an technologischen Infrastrukturen
zu schérfen. Nach einer einfithrenden Illustration des Themenkomplexes
anhand des Szenarios eines Planungsprozesses einer Smart City wird der
Ansatz der partizipativen Technologieentwicklung aus demokratietheoreti-
scher Perspektive eingehender beleuchtet.

Die bisherige Entwicklung sogenannter Smart Cities lasst sich in mehre-
re Generationen einteilen (Bria’/Morozov 2018, S. 5). Die erste Generation
teilweise streng kritisierter Konzepte zur Digitalisierung urbaner Raume
basierte auf einem technikzentrierten, kommerziell motivierten Stadtent-
wicklungsmodell, das sich beispielsweise in Gestalt vermeintlich intelli-
genter Milleimer manifestiert hat, deren Einbettung in Abfallmanage-
ment-Systeme eher aufgrund ihrer umfassenden Uberwachungssysteme
Schlagzeilen produzierte als wegen ihrer positiven Auswirkungen auf die
Nachhaltigkeit. Ahnlich fragwiirdig sind die am Reiflbrett geplanten und
durch umfassende Public-Private-Partnerships querfinanzierten Smart Ci-
ties der zweiten Generation, wie sie das Beispiel der Megastadt Songdo in
Stdkorea veranschaulicht (Halpern/Giinel 2017). Die in diesem Zuge ent-
standenen umfassenden Datensitze, auf die nur begrenzte Personenkreise
innerhalb der Betreiberfirmen oder Stadtverwaltungen zugreifen konnen,
haben dazu gefihrt, dass die datenintensive, KI-gestiitzte technische Ein-
bettung von stadtischen Infrastrukturen in Verruf geraten ist. Neue Model-
le der Smart City 3.0 versuchen diesem Schicksal entgegenzuwirken, indem
sie auf offene Daten und partizipative Modelle der ko-kreativen, birger:in-
nennahen Technikentwicklung setzen (Bria’Morozov 2018, S. 26).

Beispiele fur die dritte Generation digital souverdner Stidte sind u.a.
Wien und Barcelona, die als Inspiration fir die derzeit in Deutschland ge-
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forderten Entwicklungs- und Strategieprozesse dienen. Intelligente Stidte
sind also nicht nur paradigmatisch fiir die negativen Auswirkungen von KI
und Big Data, sondern kénnen auch als ein Erméglichungsraum fiir die
kooperationsfordernden, demokratischen Potentiale dieser Techniken ver-
standen werden. Was zunichst als planerisch- politische Herausforderung
ohne rechtlichen Bezug erscheinen mag, steht tatsichlich insofern eng in
Zusammenhang mit den oben beschriebenen Problemen des Datenschutz-
rechts, als dass die dort thematisierten Anpassungsbedarfe erst entdeckt
werden konnen, wenn die Wirkweisen von im offentlichen Raum verwen-
deten Technologien tberhaupt mit betroffenen Personengruppen bespro-
chen und reflektiert werden: Im Rahmen einer ihrem Namen gerecht
werdenden intelligenten Stadtentwicklung muss also zwangslaufig auch
auf einen passenden Rechtsrahmen und Konzepte der Datengovernance
eingegangen werden, die Freiheiten einzelner Datensubjekte schiitzen und
ausweiten.

4.1 Szenario: Entscheidungsprobleme und Risiken intelligenter Infrastrukturen

Die Ermoglichung dieser Potentiale erfordert eine Auseinandersetzung
mit zahlreichen Entscheidungen, die im Rahmen der digitalen Infrastruk-
turentwicklung in urbanen Riumen zu treffen sind. Beispielhaft soll das
anhand eines Gedankenexperiments — dem Bau einer intelligenten Briicke
als Bestandteil einer vernetzten stadtischen Infrastruktur — illustriert wer-
den. Ein partizipativer Beteiligungsprozess konnte dafiir die Perspektiven
der durch Los bestimmten Mitglieder eines Burger:innengremiums in die
Planung und Umsetzung der Briicke einbeziehen.

Eine erste Illustration der Politizitit digitaler Technologien bietet be-
reits die Frage, welche Funktion die Briicke erfillen soll. Wihrend das
auf den ersten Blick offensichtlich scheint — Briicken dienen dem sicheren
Uberqueren von Flissen — konnten zusatzlich aber auch die Stromungsbe-
wegungen des Gewidssers sensorisch aufgezeichnet und ggf. automatisierte
Warnsysteme implementiert werden, die den Verkehr bei drohender Ge-
fahr, z. B. durch einen ansteigenden Wasserspiegel, in Echtzeit umleiten.

Die technischen Moglichkeiten sind auch fir die Einbindung der Bri-
cke in die Sicherheitsarchitektur der Stadt relevant. Nicht nur die Steue-
rung des Straenverkehrs liegt hier als Bezugspunkt nahe, sondern auch
der Einsatz Kl-basierter Techniken zur Uberwachung des offentlichen
Raums sowie zahlreiche Herausforderungen des automatisierten Fahrens.
Die damit einhergehenden Fragen und Probleme sollten vor einer Imple-
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mentierung steuernder Systeme breit angelegten Beteiligungsprozessen zu-
gefithrt werden.

Im Bereich der Nachhaltigkeit konnte eine intelligente Briicke beispiels-
weise durch Predictive Maintenance, d.h. automatisierte Wartungsprozesse,
Vorteile fir Umwelt und Stadtgesellschaft bewirken. Ebenso konnte ein
intelligentes Nachhaltigkeitsmanagement eine Verschaltung der Briicken-
nutzung mit anderen Ressourcen bedeuten, was den Erhalt und Betrieb
wiederum in Abhingigkeit zu anderen Finanzierungsposten des Systems
bringen wiirde. Dariiber hinaus kénnte eine solche Briicke auch die Was-
serqualitat des Flusses messen, die verarbeiteten Daten auswerten und auf-
bereiten und ggf. sogar den Sauerstoffgehalt des Wassers in Reaktion auf
die Befunde beeinflussen.

Die Vielfalt dieser Struktur- und Funktionsentscheidungen hingt eng
mit Entscheidungen aber die Gestaltung der Datenarchitektur bzw. der
Datengovernance zusammen (vgl. Micheli u. a. 2020). Dabei geht es um
die Frage, welche Daten auf welche Weise und an welchem Ort gespei-
chert und verarbeitet werden sollen, die Bestimmung der gewiinschten
Verarbeitungsweise sowie die Bemessung angemessener Loschfristen. Zur
Vermeidung von Datensilos, d.h. isolierten, nur eingeschrinkt interopera-
blen Datensitzen in privater oder 6ffentlicher Hand, sind mehrere Model-
le denkbar und mittlerweile im stidtischen Kontext auch gut erprobt. Das
Datenmanagement in sog. Datenpools, Datenkooperativen oder Treuhin-
dermodellen ist zentraler Gegenstand des aktuellen Entwurfs der EU-Kom-
mission zum Data Governance Act (2020/767 final). In der Suche nach
einem passenden Modell sollten alle beteiligten Stakeholder und Akteure
einbezogen werden — nicht zuletzt, um einen angemessenen Privatheits-
schutz zu gewihrleisten. Diese Einbeziehung von Betroffenen erginzt die
Durchfiihrung einer Datenschutz-Folgeabschitzung durch Expert:innen
und Offnet nicht nur den Raum fiir eine kritische Auseinandersetzung,
sondern fordert im Fall einer erfolgreichen Umsetzung auch die Akzep-
tanz in der Bevolkerung.

Diese beispielhafte Darstellung liefe sich noch fortfithren, insbesondere
hinsichtlich der Einbettung einzelner Bausteine in komplexere digitale
Infrastrukturen eines ganzen urbanen Systems. Fur alle hier angedeuteten
Felder sind datengestiitzte und Kl-basierte technische Verfahren essenti-
ell, damit sie einen funktionalen Mehrwert generieren und das jeweils
erwiinschte Wissen produzieren konnen. Ob die im Einzelnen adaptierten
Losungen tatsichlich das Pradikat der Intelligenz verdienen, lasst sich al-
lerdings nicht allein anhand der Anzahl digitalisierter Prozesse oder der
Menge der erhobenen Daten bestimmen. Vielmehr ist ihr gesellschaftli-
cher Mehrwert im Einzelnen abhéngig von einer sinnvollen und robusten
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Einbettung in bestehende Systeme, wozu auch die bereits vorhandenen
menschlichen Ressourcen zu zihlen sind. Ein flr soziale und politische
Strukturen und Arbeitsprozesse blinder Solutionismus droht, die negati-
ven Auswirkungen intelligenter Infrastrukturen auf den Schutz von Privat-
heit und individueller Autonomie zu verstarken.

Privatheitsrisiken im Bereich der Planung, Entwicklung und Umset-
zung intelligenter Stidte entstehen zunichst, wenn sie mafigeblich der
Privatwirtschaft Gberlassen werden. Offentliche Trager allein verfigen
aber bislang nur selten dber die finanziellen Mittel oder die Expertise,
technologische Innovationen in einem mit dem privaten Sektor vergleich-
baren Tempo und Ausmaf§ zu entwickeln. Die Auswirkungen der derzeit
in der Umsetzung befindlichen EU-Gesetzgebung zum digitalen Binnen-
markt konnten, sofern der Balanceakt zwischen Innovationsférderung und
Rechtsicherheit gelingt, durchaus positive Schwerpunkte fiir eine gemein-
wohlorientierte Datenwirtschaft setzen.

Ein zweifelhafter Riickschluss aus dem Privatisierungsdilemma konnte
hingegen darin liegen, dass der Staat sich am besten selbst um die im Rah-
men der Smart City-Infrastrukturen erfassten Daten kiitmmern solle. Aber
auch diese Forderung bietet Anlass zu Bedenken: Immer umfangreichere
Uberwachungspraktiken werden unter den Schutzzweck der offentlichen
Sicherheit subsumiert und in der bereits angesprochenen pradiktiven Poli-
zeiarbeit umgesetzt. Das allseitige Risiko einer Uberwachung von unter-
nehmerischer und staatlicher Seite sowie durch Biirger:innen untereinan-
der in datafizierten Gesellschaften bietet Anlass zu der beunruhigenden
Frage, wer eigentlich vor wem zu beschiitzen ist (Bachle 2016, S. 182).

An dieser Stelle lohnt ein Ruckblick an die zuvor ausgefiithrte Kritik der
Zentrierung des geltenden Datenschutzrechts auf personenbezogene Daten.
Fir nahezu alle Daten, die von der im obigen Szenario beschriebenen in-
telligenten Briicke erfasst und verarbeitet werden, lieen sich bereits aus
der Verbindung weniger Datenpunkte mafigeschneiderte Profile und Vor-
hersagen erstellen. Hinzu kommt, dass auch eine Anonymisierung die
Méglichkeit der Profilbildung und Aussonderung Einzelner nie vollstin-
dig eliminiert. Gleichzeitig ist eine wirksame Einwilligung in derart um-
fassende Datenerfassung und -verarbeitung in offentlichen Riumen nur
schwer konstruierbar. Technische Losungen, die fiir die beschriebenen
Probleme bereits entwickelt sind und eingesetzt werden, sind Privacy En-
hancing Technologies oder dezentrale Speicherungs- und Verschliisselungs-
16sungen auf der Ebene der Datengovernance. Art.25 DSGVO (Daten-
schutz durch Technikgestaltung und durch datenschutzfreundliche Voreinstellun-
gen) verankert ihre Implementierung im Verordnungstext. Eine verpflich-
tende Umsetzung dieser beiden Standards konnte das Datenschutzniveau
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deutlich erhéhen. Eine aktive Auseinandersetzung mit den Schutzgehalten
und Risiken der technischen Losungen im Einzelnen findet auf der Ebene
der auftraggebenden Stelle mit der verpflichteten Durchfithrung einer Da-
tenschutz-Folgeabschatzung (Art. 35 DSGVO) bereits hiufig statt. Diese
Auseinandersetzung konnte aber im Rahmen einer demokratischen Tech-
nologieentwicklung weitergefithrt werden, indem die Frage danach, wel-
cher Schutz im jeweiligen Kontext tiberhaupt gebraucht bzw. gewiinscht
wird, an den weiteren Betroffenenkreis gestellt wird. In dieser Auseinan-
dersetzung kreuzen sich die beiden hier eingenommenen Perspektiven:
Partizipative Gestaltungsformate stellen oftmals einen geeigneten Raum
dar, um zivilgesellschaftlichen Einschitzungen tber Risikolagen, den da-
raus entstehenden Konstellationen zu schiitzender Rechtstrager:innen so-
wie der Dauer der jeweiligen Datenschutzvorkehrungen in die Entwick-
lung einzubeziehen.

Eine Antwort auf die Frage, wer vor wem zu schiitzen ist, verbirgt
sich im Kontext der Datenverarbeitung und den spezifischen Eigenschaf-
ten der jeweils angewandten Technologien. Zugrunde liegt dem immer
der Gedanke, dass die subjektiven Entscheidungsmoglichkeiten Einzelner
moglichst umfassend erhalten werden sollten, damit nicht vorrangig ver-
meintlich objektive, datengestiitzte und auf korrelativen Modellen beru-
hende Analysen als Grundlage fir die Gestaltung offentlicher Raume und
die darin implementierten Steuerungslogiken herangezogen werden. Die-
ser Ansatz ist auch an die von der EU-Kommission jiingst vorgeschlagene
risikobasierte KI-Regulierung anschlussfahig.

4.2 Demokratische Technologieentwicklung fiir intelligente Stidte

Die im vorigen Teilabschnitt verdeutlichten politischen und gesellschaftli-
chen Effekte digitaler Infrastrukturen intensivieren also den politischen
Entscheidungsdruck nicht erst im Zeitpunkt ihres Einsatzes, sondern be-
reits wihrend ihrer Planung und Entwicklung. Dadurch wichst der Bedarf
einer demokratischen Auseinandersetzung mit dem Design intelligenter
Technologien, um ihren normativen Wirkungen im Rahmen eines inte-
grativen und gemeinwohlorientierten Digitalisierungsprozesses Rechnung
zu tragen.

Demokratische Technologieentwicklung beschreibt eine offentliche
Auseinandersetzung mit den regelnden und steuernden Wirkungsweisen
der eingesetzten Technik auf individuelle und kollektive Handlungs- und
Autonomieraume. Das muss nicht bedeuten, dass im Sinne umfassender
Transparenzanforderungen jedes einzelne technische Detail eines Systems
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fur die Gesamtbevolkerung erklarbar gemacht werden muss. Vielmehr
ist eine Sensibilisierung dafiir, wann und auf welche Weise individuelle
Entscheidungen von algorithmischen Systemen tiberschrieben bzw. einge-
schrankt werden, erforderlich, um tberhaupt ausmachen zu kénnen, in-
wiefern die konstitutionelle Ordnung durch sie unter Druck gerit und wie
damit umzugehen ist (Miller-Mall 2020).

Modelle der kooperativen Stadtentwicklung finden sich in planungs-
rechtlichen Beteiligungsverfahren, die durch Methoden des in der Tech-
nologieentwicklung seit den 70er Jahren etablierten Participatory Design
erganzt werden konnen. Dabei wird das Wissen der Akteure, die von einer
konkreten Technologie betroffen sind, fiir den Technikentwicklungspro-
zess fruchtbar gemacht. Praktisch bedeutet das die gemeinsame Auseinan-
dersetzung von Nutzer:innen und Entwickler:innen mit den zu lésenden
Problemen, verfiigbaren Ressourcen und technischen Moglichkeiten. Im
Kontext einer Smart City kann das z.B. in Stadtlaboren und anhand von
modellhaften Prototypen geschehen. So fillt die Ermittlung konkreter
Potentiale und Risiken von Technologien fiir das Gemeinwesen leichter
(Williams 2020) und erginzt die Einschitzungen von Expert:innen, bei-
spielsweise in der Form von Datenschutz-Folgeabschitzungen, um wert-
volles Wissen. Auf das Datenschutzrecht bezogen bedeutet es, dass die
oben illustrierten individuellen und kollektiven Interessen beziiglich be-
stimmter Datenverarbeitungsvorginge besser verstanden, eingeordnet und
bewertet werden konnen. Statt die Abwigung einzelner Belange in den
vermeintlich objektiven Raum einer algorithmischen Black Box zu verle-
gen, deren Funktion in erster Linie auf die proprietiren Gewinninteressen
grofer Technologieunternehmen zugeschnitten ist, kann im Rahmen von
Beteiligungsverfahren erforscht und herausgearbeitet werden, an welchen
Stellen der Einsatz von Kiinstlicher Intelligenz tberhaupt gesellschaftlich
erwinscht ist, und wo eine manuelle bzw. menschlich gesteuerte Verarbei-
tung vorzuzichen ist (Keymolen/Voorwinden 2020). So wird tberhaupt
auch erst ein Design for all, also eine inklusive Technologie- und Stadtent-
wicklung moglich. Die Funktionen von Systemen wie der datengestitzten
Briicke miissen also von iterativen, diskursiven Prozessen begleitet werden.
Das ist ohne offene Daten, wirksamen Personlichkeitsschutz und freie
Software nicht moglich, die damit einen zentralen Bestandteil jedes demo-
kratischen Datenmodells bilden sollten.
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S. Fazit und Ausblick

Die hier skizzierten theoretischen Gedanken und methodischen Ansitze
lassen sich mit deliberativen und experimentellen Ansitzen der Demokra-
tietheorie verbinden. Viele der aktuell in der Umsetzung befindlichen
Smart City-Strategien greifen auf gemeinwohlorientierte Methoden zurtick
und haben sich damit bereits in der praktischen Umsetzung positiv be-
wihrt. Eine demokratische Nutzung von KI erfordert im Kontext 6ffentli-
cher Infrastrukeuren also sowohl eine Kollektivierung von (Privatheits-)Ri-
siken als auch eine diskursive Verankerung im Gemeinwesen. Die Bedeu-
tung des ersten Aspekts fir die Nutzung von Kinstlicher Intelligenz ist
nicht zu unterschitzen, um eine mit Privatheitsinteressen vertragliche In-
novation zu gewahrleisten. Partizipative Methoden an sich werden noch
nicht die im ersten Teil des Beitrags herausgearbeiteten strukturellen
Probleme des Datenschutzrechts zu l6sen vermégen. Dennoch ist eine ge-
meinwohlorientierte, inklusive Auseinandersetzung mit den Schutzmog-
lichkeiten und -modalititen des Datenrechts eine essentielle Komponente
der Einbettung digitaler Infrastrukturen in demokratische Gemeinwesen.
Wihrend eine Monopolisierung von Daten in privater oder dffentlicher
Hand nicht in der Lage ist, das erwiinschte Maf§ an gesellschaftlichem
Vertrauen in datafizierte 6ffentliche Rdume hervorzubringen, bieten die
hier vorgestellten Ansitze dafiir essentielle Experimentierriume und Ein-
flussmoglichkeiten.
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Kunstliche Intelligenz als hybride Lebensform.!
Zur Kritik der kybernetischen Expansion

Jorn Lamla

,Kein Anschluss unter dieser Nummer ...«
Deutsche Bundespost

Zusammenfassung

Kunstliche Intelligenz (KI) fordert die menschliche Intelligenz heraus und
setzt das humanistische Selbstverstindnis unter Druck. Der Beitrag argu-
mentiert, dass dies zurecht geschieht, dass dabei jedoch mit einer falschen,
verkirzenden Gegentiberstellung operiert wird. Mensch und Technik sind
immer schon in hybriden Lebensformen verwoben. Aber der genaue Cha-
rakter dieser Hybriditit wird verkannt, wenn an die Stelle unzureichender
Dichotomien von menschlichem Subjekt und technischem Objekt die
totalisierende Vorstellung eines kybernetischen Informationsuniversums
tritt, die alles Existierende auf diesen einen Vergleichsgesichtspunkt re-
duziert. Als Paradigma der digitalen Gesellschaft ist die KI Triger und
Ausdruck einer solchen kybernetischen Expansion, die den digitalen Ana-
logismus als geschlossene Weltdeutung oder Kosmologie zugleich gesell-
schaftlich verankert und auf der Wissensebene plausibilisiert. Sie vertieft
und verallgemeinert damit Konventionen und funktionalistische Recht-
fertigungsmuster, die in der Industriegesellschaft eine lange Geschichte
haben. Um dieser Expansionsdynamik wirksam und kritisch entgegenzu-
treten, so die These, braucht es mehr als die Beschworung humanistischer
Werte: Es braucht ein besseres Verstindnis fiir die ontologische Heteroge-
nitat der gesellschaftlichen Existenzweisen, die in hybriden Lebensformen
versammelt sind.

1 Bei der Fritz-Thyssen-Stiftung mochte ich mich fiir die Gewahrung eines Lesezeit-
Semesters bedanken, welches mir die intensive Aufarbeitung von Teilen der in
diesem Aufsatz behandelten Literatur ermdoglicht hat.

77

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Jorn Lamla

1. Jenseits von starker und schwacher KI

Eine Standard-Erziahlung im aktuellen Diskurs zur Kiinstlichen Intelligenz
(KI) beginnt mit der Unterscheidung von starker und schwacher KI. In-
dem die Vorstellung von einer alles beherrschenden starken KI, einer
singularen Superintelligenz der Rechenmaschinen, die alle kognitiven Fa-
higkeiten der Menschen bei weitem tbersteigt, ins Reich der Science-Fic-
tion oder unbegriindeten kollektiven Paranoia geschoben wird, erscheint
die eigene, nur von schwacher KI ausgehende Position als realistisch,
kompetent und vertrauenswiirdig. KI ist in dieser Perspektive dann kein
Mysterium mehr, sondern das sehr konkrete, lokale Einsetzen von groffen
Rechenkapazititen, adaptiven Algorithmen und neuronalen Netzwerken
zur Losung sehr spezifischer Aufgaben. Wie so oft in techno-szientifischen
Narrationen werden vor allem Beispiele aus dem Gesundheitsbereich er-
lauternd herangezogen. Diese veranschaulichen nicht nur, wie KI etwa
in bildgebenden Verfahren der Medizin die Trefferquoten bei der Entde-
ckung von Krebsleiden erhoht, sondern sie vermehren — indem sie die
Chancen der KI am Zentralwert der Gesundheit exemplarisch veranschau-
lichen - zugleich die generelle Akzeptanz fiir Forschungs- und Entwick-
lungsinvestitionen im Bereich KI. Was dann in der Regel nicht mehr
hinterfragt wird, ist die Unterscheidung von starker und schwacher KI
selbst. Diese Unterscheidung wird befestigt als jene Grenze, die es erlaubt,
KI als ethisch und rechtlich kontrollierbare, gesellschaftlich grundsatzlich
winschenswerte Technologie zu implementieren, fir die sich in jedem
einzelnen Anwendungsfall die guten Griinde prifen lassen und mit Blick
auf die Transparenz oder Autonomie von algorithmischen Entscheidungen
allgemeine gesetzliche Vorgaben machen lassen.

Aus soziologischer Perspektive verwundern die impliziten Vorstell-
ungen vom gesellschaftlichen Wandel, die mit solchen Erzahlungen ver-
bunden sind. Bilder von Maschinen, die in einem kriegerischen Akt der
Revolution die Weltherrschaft an sich reiffen, sind wohl ebenso unpas-
send wie die Unterstellung kontinuierlicher gesellschaftlicher Strukturer-
haltung, sofern nur stets gewahrleistet bleibt, dass neue Technologien kon-
trolliert und inkrementell in das Gefiige gesellschaftlicher Praktiken, Insti-
tutionen und Werte einwandern. Was in dieser Gegeniiberstellung unter
den Tisch fallg, ist die Moglichkeit paradigmatischer Transformationen im
Strukturaufbau ganzer Gesellschaften, die ihre weitreichenden Konsequen-
zen gerade deshalb entfalten, weil sie kaum merklich und nach und nach
in das Geflige von sozialen Praktiken und Alltagsvollziigen einsickern.
Ruckblickend ist dies allerdings der Normalfall, der durchaus weitreichen-
de Folgen mit sich bringen kann (vgl. etwa Beck 1996). Unter diesem
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Blickwinkel nimmt die wertende Unterscheidung von starker und schwa-
cher KI verschleiernde und de-/legitimierende Zige an — nicht zuletzt da-
durch, dass all jene, die vor problematischen Nebenfolgen der Kiinstlichen
Intelligenz warnen, in diesem schematischen Wahrnehmungsraster schnell
der apokalyptischen Science-Fiction starker KI zugeschlagen werden. Eine
sehr andere Wandlungsgeschichte wird hingegen in den Wahrnehmungs-
horizont geriickt, wenn auf das Neue im Alten geschaut wird, auf die klei-
nen paradigmatischen Shifts, die mit der Expansion lokaler KI-Anwendun-
gen in unterschiedlichen Gesellschaftsbereichen zunachst kaum merklich,
nach und nach die Gewohnheiten verindern, aber kumulativ erhebliche
Strukturveranderungen bewirken.

Die folgenden Uberlegungen entwickeln eine solche Wandlungshypo-
these ausgehend von paradigmatischen Verinderungen, die sich in vielen
Kontexten beobachten lassen. Ziel ist es, das ihnen gemeinsame Struktur-
prinzip zu identifizieren, das mit der Expansion solcher Verinderungen
fur die Charakterisierung der Gesellschaft allméihlich strukturpragend
wird (vgl. Giddens 1992). Dieses Strukturprinzip ist nicht die Kinstliche
Intelligenz selbst. KI, so lautet die Vermutung, ist vielmehr nur eines von
vielen exemplarischen Versuchsfeldern fiir dessen Expansion. Sie ist mit
ihren vielen lokalen Anwendungsfillen selbst nur ein Anwendungsfall
einer allgemeineren Wandlungsdynamik, deren programmatischer Kern
als kybernetische Kosmologie bezeichnet werden kann, die sich expansiv
in unterschiedlichen sozialen Praktiken und Konstellationen ausbreitet,
manifestiert und Evidenz verschafft. Dieses Strukturprinzip hat also eine
virtuelle, ideologische, weltdeutende oder paradigmatische Seite und eine
materiale, die Ontologie der Praktiken in Raum und Zeit strukturieren-
de, operationale oder auch syntagmatische Seite. Es kann entsprechend
in unterschiedlichen Zusammenhangen identifiziert und beschrieben wer-
den. Als solches fallt es nicht vom Himmel, sondern entwickelt es sich
allméhlich aus historischen Vorlaufern, die der Vorstellungswelt der In-
dustrie zugehoren und deren Entwicklung begleiten — ablesbar etwa an
den harmonischen Ordnungsvorstellungen utopischer Frithsozialisten wie
Fourier (1967) oder Saint-Simon (1977). Es beschreibt also einen angeb-
baren genealogischen Pfadverlauf und tritt gleichzeitig in verschiedenen
zueinander wahlverwandten Phianomenen in Erscheinung. Das konnen
Verinderungen technologisch-materieller Art, aber auch in der Padagogik
und Psychotherapie, im Recht, in den Wissenschaften und nicht zuletzt im
Modus des Regierens sein (vgl. Lamla 2020).

Bevor darauf niher eingegangen und das Argument genauer entfaltet
wird, sei diese andere Transformationserzihlung an einem Aspekt von KI
erldutert. Damit Algorithmen in die Lage versetzt werden konnen, eigen-
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standig Muster zu erkennen, Vorschlige zu generieren oder Entscheidun-
gen zu fallen, braucht es im Vorfeld eine groffere Menge an sogenannten
Trainingsdaten (vgl. Engemann 2018). Sie bilden die probabilistische
Grundlage dafir, dass eine KI mit hinreichender Erfolgswahrscheinlich-
keit schliefen kann, wann ein bestimmter Schatten im Bild auf Krebs, die
Wahl eines Musiktitels auf dsthetische Vorlieben einer bestimmten Stil-
richtung, zwei Profile auf einer Partnervermittlungswebsite auf Passfihig-
keit oder Antipathie hindeuten usw. Solche Trainingsdaten zusammenzu-
stellen gehdrt zu den aufwindigen und damit auch kostspieligen prakti-
schen Problemen der Informatik — insbesondere dann, wenn dies unter La-
borbedingungen in der Wissenschaft, unter Einhaltung hoher Daten-
schutzstandards und von Hand geschehen muss. Einfacher und wesentlich
effizienter wird es, wenn fiir dieses Trainieren von Algorithmen die gesell-
schaftliche Praxis direkt angezapft werden kann: Réntgen- und Computer-
tomographiebilder der Medizin und ihre Klassifizierung durch die Prakti-
ker:innen etwa, groffe Datenmengen einer Musik-Streaming- oder Dating-
Plattform oder auch direkte Indizierungsarbeiten fiir die Bilderkennungs-
industrie, die dieses bisweilen sehr stupide Trainieren von Maschinen para-
doxerweise als Ausweis von Menschlichkeit darstellt: ,] am not a robot*
(reCAPTCHA). Mit dieser Verankerung von spezifischen Machine-
Learning- und KI-Entwicklungen in den Kontexten der gesellschaftlichen
Praxis selbst stellt sich jedoch die Frage, wer eigentlich wen trainiert.
Wenn Roboter, die lernen sollen, mit Kindern zu interagieren, um diese
spater beim Lernen unterstitzen zu konnen, zuvor mit Kindern interagiert
haben miissen, um deren Reaktionen und Aufmerksamkeitsmuster pro-
gnostizieren und antizipieren zu konnen, lernen diese Kinder zugleich,
mit Robotern zu interagieren, diese als Spielkameraden aufzunehmen und
ithnen die erforderliche Aufmerksamkeit zu widmen (Reimer/Flickinger
2021). Sehr schnell lernen wir, die Spracherkennungssoftware in unseren
Autos mit Bedacht so anzusteuern, dass halbwegs brauchbare Antworten
zu erwarten sind. Auch der berithmte Turing-Test (Turing 1950) lasst sich
hier einreihen. Er kann als Paradigma einer KI gelten, deren performative
Intelligenz sich daran bemisst, dass zwischen dem Auferungsverhalten
von Menschen und Maschinen kein Unterschied wahrgenommen wird.
Vollig offen bleibt allerdings, ob dies dem Lernen der Maschine oder der
Umgewohnung der Menschen zuzurechnen ist (Lanier 2010, S.49). Das
spielt fir KI keine Rolle. Nur die Erfolgsmessung zahlt.

Problematisch wird damit jedoch der Begrift der Kiinstlichen Intelli-
genz insgesamt — egal ob in seiner starken oder schwachen Version. Denn
in beiden Fallen, als Bedrohung oder Erginzung, spielt der Begriff mit der
Opposition zu einer menschlichen Intelligenz, die der kinstlichen als un-
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abhingige Grofie gegeniiberzustehen scheint. Diese Unabhingigkeit ist je-
doch gar nicht gegeben. Vielmehr sind menschliche und maschinelle Intel-
ligenz immer schon rekursiv aneinandergekoppelt, so dass es sich um eine
genuin sozio-technische Intelligenz handelt, deren materielle Basis nicht
allein leistungsstarke Rechner und Rechnernetze sind, sondern hybride Le-
bensformen. Das Hybride dieser Lebensformen jedoch, so die These, wird
doppelt verkannt, weil einerseits weiterhin ein herausgehobenes Mensch-
sein adressiert und der Humanismus hochgehalten, andererseits aber zu-
gleich von einer universellen Anschlussfahigkeit und Ubersetzbarkeit in
Maschinensprache ausgegangen wird: von einer Verdopplung der Welt
durch Daten (Nassehi 2019, S. 33f.). Beides steht aber nicht nur zueinander
in einer widerspriichlichen Spannung, sondern verkennt auch je fiir sich
die Qualitat hybrider Lebensformen.

Um diese These im Folgenden niher zu erlautern, mobilisiert der Bei-
trag neuere anthropologische Theorieperspektiven auf die Hybriditit von
Lebensformen. Mit diesen zeigt sich die Programmatik der rekursiven An-
schliisse und Verkopplungen von Lebenspraxis und KI als Speerspitze ei-
nes neuen, namlich digitalen Analogismus (Abschnitt 2). In der kritischen
Reaktion auf eine solche Diagnose gilt es dann aber nicht die Hybriditét
von Lebensformen zu leugnen und in eine einfache humanistische Oppo-
sition von Menschen und Maschinen zurtckzufallen, wie dies etwa mit
der Renaissance der digitalen Souveranitat vorschnell geschieht. Vielmehr
gilt es, dritte Denkraume zur Begrenzung der kybernetischen Expansion
zu Offnen. Zur Neubestimmung von kritischen Kompetenzen kann etwa
auf Okologie- und Nachhaltigkeitsdiskurse zurtickgegriffen werden (Ab-
schnitt 3). Thr Kernmerkmal ist ein gesteigerter Sinn fiir das Heterogene in
hybriden Lebensformen und vermittelt Gber dieses ontologische Differenz-
bewusstsein die Fiahigkeit, sozio-technische Anschlusszwinge begrindet
hinterfragen und zuriickweisen zu konnen, also die eingangs zitierte Kri-
senriickmeldung des Fernmeldewesens emanzipativ umzukehren.

2. Der digitale Analogismus der kybernetischen Kosmologie

Um das Wirken von und das Changieren zwischen humanistischem und
kybernetischem Weltbild sichtbar werden zu lassen, miissen diese als sol-
che erfasst werden. Mit ideengeschichtlichen Methoden hat etwa Vincent
August (2021) nachgezeichnet, wie sich das kybernetische Denken im 20.
Jahrhundert als alternatives Steuerungsdenken entwickelt hat und neue
Formen technologischen Regierens befordert. Dabei 16st sich dieses neue,
netzwerkorientierte und auf emergente, sich selbstregulierende Feedback-
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systeme abzielende Denken zunehmend von Ideen einer hierarchischen
Steuerung durch ein souverines Subjekt. Wihrend das Souverinititsden-
ken noch das humanistische Weltbild reprasentiert, in welchem das
menschliche Subjekt aufgrund seiner Vernunftbegabung einen Sondersta-
tus gegentiber allen anderen Wesen des Kosmos genieft, 16st sich das ky-
bernetische Weltbild zunehmend von dieser Idee. Menschen erscheinen
darin nurmehr als Adressen von emergenten sozialen Netzen der Kommu-
nikation oder der Informationsstrome. Die digitale Revolution kann als
eine weitere Krinkung dieses menschlichen Subjekts betrachtet werden,
namlich als die vierte Krinkung nach der kopernikanischen Wende, der
Evolutionslehre Darwins und der psychoanalytischen Krinkung menschli-
cher Autonomie und Zentralitit durch Freud (Floridi 20185, S. 121-137).
Haben die vorangehenden Revolutionen den Menschen aus dem Zentrum
des Universums, des Tierreichs und des cartesianischen Selbstbewusstseins
verbannt, so dezentriert die Infosphire nun auch das logische Denken, un-
sere Intelligenz, indem sie diese auf informationsverarbeitende Rechenma-
schinen auslagert und tbertragt. Aber was hier als Aussagesatz mit einem
Wahrheitsanspruch erscheint, der sich durch zahlreiche Beispiele mit em-
pirischer Evidenz unterlegen lasst — man denke nur an die Nutzung von
Navigationsinstrumenten, um schnellstmoglich von A nach B zu kommen
—, ist zugleich Ausdruck einer kybernetischen Weltsicht, die der digitalen
Informationsverarbeitung einen Vorrang vor allen anderen sozio-materiel-
len Beziehungsformen einraumt.

Diese Standortgebundenheit von Aussagen sichtbar zu machen, ist im
Falle der kybernetischen Kosmologie nicht einfach, weil sie mithilfe der
Evidenzen digitaler Anwendungskontexte zunehmend an Plausibilitit ge-
winnt und hegemonial wird. Es erfordert besondere methodische Anstren-
gungen, solche SchlieSungstendenzen in ihrer historischen Genese sicht-
bar zu machen. Wihrend politische Ideengeschichte, Wissenssoziologie
(z.B. Mannheim 1995) oder die Diskursanalyse historischer Episteme (Fou-
cault 1973) hierauf einerseits spezialisiert sind, konnen sie andererseits
selbst dem kybernetischen Blickwechsel verhaftet bleiben, wie August
(2021) an den Theorieschulen von Luhmann und Foucault verdeutlicht.
Bestimmte konstruktivistische Analyserichtungen leihen sich ihr theoreti-
sches und methodisches Instrumentarium gewissermaflen selbst bei jener
Kosmologie, deren Selektivititen und Einschrinkungen es hier sichtbar
zu machen gilt. Dies sei im Folgenden an zwei jingeren Beispielen der
Theoriebildung zur (post-)digitalen Gesellschaft verdeutlicht, die sich den
genannten Theorieschulen von Luhmann und Foucault gut zuordnen las-
sen.
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Das erste Beispiel liefert Armin Nassehis Buch iber Muster (2019). Die
Ausgangsthese Nassehis lautet, dass die moderne Gesellschaft im Grunde
schon immer digital war und mit der neuen Technik nur einen Weg ge-
funden hat, ihre latenten Muster in manifesten Strukturen soziodigitaler
Operationsketten sicht- und rekombinierbar zu machen. ,,Wir sehen nicht
Digitalisierung, sondern zentrale Bereiche der Gesellschaft sehen bereits
digital. Digitalitdt ist einer der entscheidenden Selbstbeziige der Gesell-
schaft® (ebd., S.29). Das Digitale und die Digitalisierung, so lasst sich die
Uberlegung wenden, stehen — und standen schon immer - in einem Funk-
tionszusammenhang zur Gesellschaft. Digitalitat l6st in diesem Kosmos
ein Problem, ordnet sich funktional ein und wiirde sonst gar nicht existie-
ren. Denn ,[wenn] sie nicht zu dieser Gesellschaft passen wiirde, wire sie
nie entstanden oder lingst wieder verschwunden® (ebd., S.8). ,Das Be-
zugsproblem fiir die Digitaltechnik®, schreibt Nassehi (ebd., S.36), ,liegt
in der Komplexitit der Gesellschaft selbst.“ Ihr Losungsbeitrag besteht da-
rin, in ahnlicher Weise wie die Soziologie Muster in dieser unfassbar gro-
Ben gesellschaftlichen Komplexitit zu detektieren und auf medialer Ebene
neu zu ordnen. Sie leistet dies, indem sie die Muster zunichst datenférmig
verdoppelt und mittels dieser Datenform vorgibt, die gesamte Welt in
ihrer ganzen Heterogenitit in einem einheitlichen, selbstselektiven Opera-
tionszusammenhang informationstechnisch zu verarbeiten: ,Wenn man
das Digitale irgendwie auf den Begriff bringen will, dann ist es letztlich
nichts anderes als die Verdopplung der Welt in Datenform mit der techni-
schen Maoglichkeit, Daten miteinander in Beziehung zu setzen®, d.h. ,In-
kommensurables zumindest relationierbar® zu machen (ebd., S. 33f.).

Nassehi zeichnet hier allerdings nicht nur eindricklich die Anspriche
und Mainahmen einer Verdopplung der Welt durch digitale Daten und
Technologien nach, sondern verdoppelt diese Verdopplung ein weiteres
Mal zu einer folgerichtigen, unvermeidbaren und alternativlosen Ge-
schichte dadurch, dass er sie mit einem kybernetischen Narrativ tiberzieht
und diesem umgekehrt empirische Evidenz verleiht. In dieser Hinsicht ist
das Buch ein Paradebeispiel fiir die epistemologische Schliefungsdynamik
einer postdigitalen Ordnungskonstellation der Gesellschaft, in der Ver-
kopplungen von Sozialitit und Digitalitit expansiv voranschreiten. An
Nassehis Theorie der digitalen Gesellschaft lasst sich studieren, wie wissen-
schaftliche Deutungen an dieser SchlieSungspolitik beteiligt sein konnen.
Der ,,Systemtheoretiker” findet — oh Wunder! — Analogien in seiner kyber-
netischen Welt des Sozialen und der kybernetischen Welt des Digitalen,
die es ihm ermdglichen, beides in einen funktionalen Zusammenhang zu
bringen und die Digitalisierung sodann als jenen Spiegel zu deuten, der
auch der letzten alteuropdischen Skeptiker:in ermogliche, der Systemhaf-
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tigkeit der funktional differenzierten Gesellschaft an- und einsichtig zu
werden (vgl. ebd., S. 186f.). Die Formensprache und das Informationspara-
digma der Kybernetik leiten von vornherein alle Deutungen an. Konkur-
rierende Theoriesprachen und Interpretationsansitze werden allenfalls er-
wahnt, aber an keiner Stelle ernsthaft diskutiert oder als alternatives Erkla-
rungsangebot erwogen. Das gilt fiir die Diagnose einer umfassenden Ver-
messung der Welt von Steffen Mau (2017), fiir die Analyse der Ausweitung
von Kontrollmacht mittels rekursiver Verhaltensformung durch Digital-
technik bei Shoshana Zuboff (2018), die ,,Kultur der Digitalitit“ nach Fe-
lix Stalder (2016) und viele andere, die alle ,die gesellschaftsstrukturelle
Radikalitit des Digitalen gar nicht [wahrnehmen]“ wiirden, sowie letztlich
auch fiir die Science and Technology Studies (STS), mit denen eine Art
Burgfrieden zu halten versucht wird, weil diese — etwa in Gestalt von Do-
minique Cardon (2017) — immerhin sehen wiirden, ,dass sich mit der Pro-
duktion von Algorithmen eine neue Denkungsart etabliert” (Nassehi 2019,
S. 14f.). Nur will Nassehi diese Denkungsart gar nicht empirisch richtungs-
offen rekonstruieren — wie die Forschungen im Umfeld der STS —, sondern
legt er den Deutungsrahmen dafiir mithilfe der kybernetischen Begrifflich-
keit der Systemtheorie von vornherein fest.2

»[Wie] kaum ein anderer hat Heidegger die Bedeutung der Kybernetik
als philosophische Herausforderung begriffen, indem alles sich auf gleich-
formige Information reduziert” (ebd., S. 83). Als dieser den Siegeszug der
Kybernetik in Technik und Wissenschaft prognostizierte, wollte er sich al-
lerdings noch kritische Distanz bewahren. Nicht so Nassehi: Wo
Heidegger die Umstellung der wissenschaftlichen Theoriemittel auf kyber-
netisches Feedback- und Systemdenken noch ,kritisch im Blick“ hatte,
misse man ,es wohl affirmativ beschreiben, um es ganz verstehen zu kon-
nen. Die innere Verschrinkung von Theoriemitteln und Gegenstand wird
hier geradezu auf die Spitze getrieben und findet in der soziologischen Sys-
temtheorie sicher ihren Hohepunkt® (ebd., S. 93). Entsprechend handelt es

2 Der ,Kosmos® erhalt mit den medialen Verdopplungen ,selbst kybernetischen
Charakter® (ebd., S. 114), heifit es an einer Stelle. Und an anderer Stelle wird ent-
gegen jeder Theoriekontroverse apodiktisch festgestellt: ,In der Soziologie ist der
Gesellschaftsbegriff umstritten. Was man gesichert sagen kann: Gesellschaft meint
die Gesamtheit aller Kommunikationen und Handlungen. Gesellschaft ist das um-
fassende System. [...] Ein solches System, in dessen Umwelt es nichts Soziales
mehr geben kann, muss so etwas wie eine Gesamtordnung innerhalb seiner selbst
herstellen, sonst wiirde es in sich selbst zerfallen® (ebd., S. 168). Der Autor refor-
muliert gesellschaftstheoretische Kontroversen also kurzerhand als Pseudo-Kontro-
versen, die der eigenen, systemtheoretischen Theoriesprache nichts anhaben koén-
nen.
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sich bei Nassehis Theorie um eine geschlossene Kosmologie, in der unun-
terscheidbar wird, was an den Beobachtungen und Diagnosen zur digita-
len Gesellschaft auf ihre kontingente kybernetische Weltsicht und was auf
historisch-praktische Re-Strukturierungen zurtickgeht, die mit der Verfig-
barkeit digitaler Technologien einhergehen. Durch ihre Verkopplung ent-
falten Theorie und Praxis performative Machtwirkungen. Die Transforma-
tion der Gesellschaft in eine kybernetische Informationsmaschine, in der
die Gleichférmigkeit der Information bewirkt, dass Inkommensurables
kommensurabel und in rekursiven Netzen temporal aufeinander bezieh-
bar wird, lasst sich als historisch-technische Entwicklung aber auch dann
»ernst nehmen® (ebd., S.87), wenn wissenschaftlich noch mit ontologi-
schen Gegenentwiirfen und entsprechenden gesellschaftlichen Gegenbe-
wegungen gerechnet wird, also die kybernetische Kosmologie nicht als ab-
solut und unhintergehbar begriffen wird.

Bei Nasschi werden solche Gegenentwiirfe und -bewegungen jedoch ab-
gedrangt. Man kann dem Autor zugutehalten, dass er das ontologisch-poli-
tische Einfallstor dieser Schliefungsdynamik zumindest markiert. Er tut
dies allerdings in einem Exkurs, der von der Theorie der digitalen Gesell-
schaft sauber getrennt bleibt (ebd., S. 188-195). Darin wirft Nasschi Fragen
der lebenspraktischen und materiellen Vermittlung des Digitalen auf, das
auf Widerstindigkeiten eingewohnter Praktiken oder die Endlichkeit 6ko-
logischer Ressourcen und Energiereserven stofit. Der energetische Unter-
bau, die seltenen Erden, die Infrastruktur der digitalen Information, ihre
Stofflichkeit und ihre damit verbundenen Miillprobleme, aber auch ihre
Geschichtlichkeit und die Notwendigkeit laufender Ubersetzung und Ver-
mittlung an den ,Schnittstellen® (ebd., S.34) zwischen der digitalen und
der ,analogen®“ Welt stehen fir eine Logik der Praxis, die ganz anders gear-
tete Probleme fiir eine digitale Gesellschaft aufwirft, als sie Nassehi ins Au-
ge nimmt: ,Die Umstellung auf angeblich immaterielle digitale Wert-
schopfung bedeutet keineswegs das Verschwinden materiellen Waren- und
Energieumschlags. Das ist fiir eine Theorie des Digitalen nicht unbedingt
relevant, aber fur seine Praxis sehr wohl — tGbrigens auch im Hinblick da-
rauf, was das fir die Beteiligung von arbeitenden Personen bedeutet. Aber
das ist hier nicht das Thema“ (ebd., S. 192). Diese Passagen sind Symptom
jener theoretischen Sprachlosigkeit und fehlenden Vermittlung zwischen
unterschiedlichen Weltbildern oder Kosmologien, die auch fiir das Neben-
einander von Diskursen und Strategien der digitalen und der nachhaltigen
Transformation charakteristisch sind. Die Gegenthese lautet, dass diese an-
dersartigen Probleme sehr wohl von einer Theorie der digitalen Gesell-
schaft eingeholt und an zentraler Stelle berticksichtigt werden miissen.
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Der Problemkomplex von materiell bedingten Storungen, partiellen
Ausstiegen wie digital detox und anderen Krisen postdigitaler Lebenspra-
xis wird nun im zweiten Beispiel direkt adressiert, als Phinomen ernst ge-
nommen und systematisch auszuleuchten versucht. Urs Stihelis Buch zur
Soziologie der Entnetzung (2021) wirft einen breiten Blick auf diverse Pro-
blematisierungen einer Ubervernetzung vom information overload und
der Apophinie — jener Lust am Muster, der auch Nassehi front (ebd.,
S.495) — uber Zwangspausen durch Buffering und Burnout bis hin zu La-
denhitern und zur Sozialfigur des Schiichternen, erginzt um verschiedene
theoretische Konzeptualisierungen von der Dissoziation bei Latour bis zur
Indifferenz bei Simmel. Entnetzung wird dabei in Analogie zur Zellbiolo-
gie mit den ,,Vakuolen der Nichtkommunikation“ bei Deleuze in Verbin-
dung gebracht (ebd., S. 154ft.), die als Riickzugsriume zwar der steuern-
den Kontrolle von Kommunikations- und Austauschprozessen partiell ent-
zogen sind, aber doch funktional auf den gesamten Zellorganismus bezo-
gen bleiben: ,Vakuolen sind [...] nicht blofe Locher oder Leerstellen in
einem Netzwerk, sondern aufwindige Infrastrukturen der Lagerung und
des Entzugs, ja, wir haben es hier mit einer Bio-Logistik des zeitweiligen
Entzugs zu tun, mit deren Hilfe Zellen die Voraussetzungen fiir ihr Prozes-
sieren schaffen® (ebd., S. 157).

Auch hier bleibt die theoretische Affirmation der Netzwerk-Metapher,
die doch das Gegenstandsfeld der Kritik markiert, zentral — weniger vom
Standpunkt der Kybernetik aus, sondern von dem einer relationalen Netz-
werk-Soziologie. Aber das Ergebnis ist ahnlich. Entnetzung adressiert bei
Stiheli paradoxerweise kein Auffen des Netzes, sondern einen Teil des Net-
zes, der in dieses selbst eingefiigt wird. Obwohl hier also im Stile Foucaults
kritisch auf die inzwischen sehr weitreichenden und verstreuten Machtwir-
kungen der (digitalen) Netzwerke und ihrer diskursiven Verdopplungen
geschaut wird und diese ans Licht gezerrt werden, bleibt es am Ende doch
bei kybernetischen Selbstkorrekturen mittels einer Erweiterung der An-
schlusslogik durch den theoretischen Einbau auch des Anschlusslosen.
Beim Thema Ausstieg sagt Staheli explizit, dass ihn der radikale Ausstieg
nicht interessiert, sondern nur der partiale: ,Es geht also darum, Entnet-
zung nicht als Ausstiegsoption zu denken, sondern als Biindel soziotechni-
scher Praktiken, als etwas, das in der Vernetzung gegen diese operiert®
(ebd., S. 84). Die Kernfrage, die auch bei Stiheli als solche markiert wird,
bleibt damit allerdings unbeantwortet, nimlich die nach der , Existenzwei-
se des Entnetzten® (ebd., S. 383). Sie kann in seiner theoretischen Perspek-
tive nur negativ bestimmt werden, als Abwesenheit der Vernetzungsnor-
malitit in einer Welt der Informationsnetze, nicht aber als Heterogenitit
ontologischer Register.
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Stiheli und Nassehi bestitigen folglich die kybernetische Ideenver-
wandtschaft von Foucault und Luhmann. Der Hinweis auf die Machtwir-
kungen epistemologischer Wissensordnungen und Diskurse allein lenkt
den Blick nicht von diesen weg, sondern mutet ihnen lediglich einen ho-
heren Grad an kritischer Selbstreflexion zu. Grofere Irritationskraft hat
demgegeniiber erst eine Soziologie, die weiter auszugreifen und die kyber-
netische Kosmologie als Ganze zu relativieren vermag. Das ist moglich un-
ter Zuhilfenahme anthropologischer Theorieansitze, wie sie von Philippe
Descola (2011) oder Eduardo Viveiros de Castro (2019) verfolgt werden.
Dabei steht tiblicherweise der Unterschied zwischen der modernen westli-
chen naturalistischen Kosmologie auf der einen und den ontologischen
Schemata und Beziehungsmodi der im Amazonasbecken Sudamerikas
identifizierten, aber darauf nicht beschrinkten animistischen Kosmologie
im Vordergrund. Naturalismus und Animismus stehen fur diametral ver-
schiedene sozial-0kologische Arrangements, und ihre Gegenuberstellung
hilft dabei, die Dichotomie von Natur und Kultur im eigenen, westlichen
Naturverhaltnis zu hinterfragen.> Aber das ist nicht die einzige Moglich-
keit, die heuristischen Unterscheidungen Descolas analytisch fruchtbar zu
machen. Zwar steht au8erfrage, dass sich seit der Neuzeit der moderne Na-

3 Im Kosmos des Anzmismus ist es moglich, dass sich Subjekte ganz unterschiedlicher
Art und Gestalt auf eine symmetrische Weise begegnen (was nicht nur Tausch und
Gabe, sondern durchaus auch rauberische Begegnungen einschlieft). Tiere und
Pflanzen sind hier ebenso Teil eines Kollektivs der Arten wie die Menschen. Die
Achuar, bei denen Descola mehrjihrige Feldstudien durchfiihrte, sprechen den
Tieren oder auch Pflanzen eine Seele zu und nehmen diese damit auf eine sehr
menschliche Weise in ihre Gesellschaft auf. Fiir den Jager etwa sind die ,, Tiere, de-
nen er begegnet, [...] keine wilden Tiere, sondern fast menschliche Wesen, die er
verfithren und umschmeicheln muf}, um sie dem Einfluf der sie schiitzenden Geis-
ter zu entziehen® (ebd., S. 75). Beziehungen der wechselseitigen Achtung und An-
erkennung, aber auch der kannibalischen Aneignung auf der Grundlage artiiber-
greifender Perspektiveniibernahme bilden zwischen diesen Arten die Basis ihrer
Ko-Existenz. Demgegentber hat der Naturalismus grole Schwierigkeiten, die Man-
nigfaltigkeiten der Welt in einem stabilen Geftige zusammenzufihren. Weil sich
der Mensch mit seinem autonomen Willen, seiner Kultur und seinem herausgeho-
benen Selbstbewusstsein aus den Ordnungsschemata der einen Natur immer wie-
der herauszieht, gelingt in dieser Kosmologie keine Einigung auf ein iibergreifen-
des Prinzip. Moral hat im naturalistischen Rahmen keinen klaren Ort und kann so
weder die Heterogenitit der pluralen Kulturen noch die ,radikale Alteritit“ der
unterschiedlichsten Nichtmenschen tberbriicken (Descola 2011, S. 424-426). Die
Moderne ist somit durch Unruhe und Unrast gekennzeichnet. Thr wichtigstes Be-
ziechungsschema ist die Produktion, mit der eine strenge Hierarchie zwischen Men-
schen und Nichtmenschen einhergeht und Positionen von Subjekten und Objek-
ten klar verteilt werden.
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turalismus und die mit ihm verbundenen instrumentellen, produktivisti-
schen oder auch kapitalistischen Sozialformen tGber den Globus ausgebrei-
tet haben (Descola 2011, S. 260; vgl. auch Latour 2018, S. 84-91). Im Zuge
der kybernetischen Expansion aber, die mit der Digitalisierung rasant vor-
anschreitet und in der Verschmelzung von Digitalitit und Sozialitit durch
KI und andere soziotechnische Feedbackschleifen praktische Gestalt an-
nimmt, wird der Naturalismus durch kosmologische Schemata eines ande-
ren Typs tGberlagert, den Descola als Analogismus bezeichnet. Uber den Ge-
gensatz von Animismus und Naturalismus gewinnt Descola Unterschei-
dungskriterien, die er zu einer Typologie von Ontologien ausarbeitet, die
auch den Totemismus und den Analogismus umfasst (Descola 2011,
S.190): Wihrend der Animismus die Interiorititen des Menschlichen, et-
wa Seele, Bewusstsein oder Wille, stark ausdehnt, dabei aber durchaus Un-
terschiede im Bau der Arten, d.h. in den duSeren Formen oder Physikalita-
ten der Wesen betont, verhalte sich der moderne Naturalismus hierzu spie-
gelverkehrt. Von ihrer Physikalitat her basiert die Natur in der naturalisti-
schen Ontologie auf allgemeinen Prinzipien, die fiir alle Kérper gleicher-
maflen gelten, wohingegen kulturelle Eigenschaften und Ausdrucksfihig-
keiten den Menschen vorbehalten bleiben. Davon abweichende Fille je-
doch, bei denen sowohl die Interiorititen als auch Physikalititen wie bei
den australischen Ureinwohnern Menschen und Nicht-Menschen auf kon-
tinuierliche Weise verbinden, entsprechen einem dritten, dem Totemis-
mus-Typ.# Und der maximale Kontrast hierzu, bei dem Briiche und Unter-
schiede zwischen allen existierenden Wesen sowohl die Interiorititen als
auch die Physikalititen betreffen, verweisen auf Kosmologien des Analo-
gismus-Typs.

Durch das asymmetrische Naturverhaltnis sei es im Naturalismus weit-
gehend ,ausgeschlossen, dass sich zwischen allen Existierenden ein Inter-
aktionsschema herausbildet, das die Kraft zur Synthese und die Einfach-
heit der Beziehungen besitzt, wie sie die nichtmodernen Kollektive struk-
turieren® (ebd., S.572). Die modernen Menschen vergessen unter diesen

4 Die ,Koexistenz heterogener Kollektive® ist im kosmologischen Gefiige des Totem-
zsmus mit seinen identititsstiftenden Kollektiven die ,notwendige Voraussetzung
fiir das Uberleben aller” und fithrt zu dem ,bemerkenswerten Fall rationalen Zu-
sammenlebens ,ontologischer Rassen‘ [...], die, auch wenn sie sich aufgrund ihres
Wesens, ihrer Substanz und der Orte, mit denen sie verbunden sind, als verschie-
den wahrnehmen, dennoch Werten und Normen verpflichtet sind, dank denen sie
einander erginzen, wobei sie sich sogar des Rasters ihrer Alteritit bedienen, um
mit Hilfe der taxonomischen Heterogenitit eine organische Solidaritit herzustel-
len“ (ebd., S. 435).
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brichigen Bedingungen ihre Angewiesenheit auf das Gegeniiber, auf ihre
Alterititen, sei es die biologische Vielfalt oder seien es die Fremden, und
tendieren nicht selten zu deren Ausbeutung oder gar Vernichtung — bzw.
kehrseitig zu hilflos romantischen Versuchen, die ,verlorene Unschuld
einer Welt wiederzufinden, in der die Pflanzen, die Tiere und die Objekte
Mitbiirger waren® (ebd., S.573f.). Die Unfihigkeit der Moderne, stabile
Beziehungen zwischen heterogenen Wesen zu stiften, begriindet nun die
erneuerte Attraktivitit des Analogismus: Dessen Ontologien und Glau-
benssysteme bieten ,eine vollstindigere universalistische Alternative als
der verstimmelte Universalismus der Modernen®, der mit dem Aufbre-
chen der Heterogenitit aus dem Analogismus hervorgegangen war und
dessen temporale Abhingigkeiten von der Vergangenheit, den Ahnen und
der Tradition historisch zunichst tiberwunden glaubte. Allerdings kommt
diese attraktive Alternative in Gestalt eines ,,spirituellen® Universalismus®
daher, wie er in den ,0stlichen Weisheiten“ von Zen, Buddhismus oder
Taoismus vertreten wird (ebd., S. 439).> Was also zeichnet diesen spirituel-
len Universalismus analogistischer Kosmologien aus? Und wieso ist das
Weltbild der Kybernetik hierfiir ein Beispiel?

Schon die Sprache, die Descola zur Beschreibung des Analogismus ver-
wendet, erinnert in hohem Mafle an rhetorische Figuren kybernetischer
Theorien und speziell der Theorie autopoietischer Systeme: Differenzan-
nahme, operative Verkettung von Elementen, Bewahrung durch ,prakti-
sche Effizienz® (ebd., S.324), kontingente Selektivitit von Grenzbildun-
gen, Ubergewicht der Funktionalitit des Ganzen tber die Teile u.v.m. So
hingen die Beziehungen ,weniger von den ontologischen Eigenschaften
der Elemente® ab, die in einem analogischen Kollektiv organisiert werden,
»als von der zwingenden Notwendigkeit [...], sie alle in ein funktionales
Ganzes zu integrieren® (ebd., S. 578). Und weiter heif3t es, dass ,,die Ideolo-
gie eines derartigen Kollektivs nur der Funktionalismus sein“ kann (ebd.,
S.579). Der Analogismus geht nicht von robusten kollektiven Identititen
aus, die anschlieend entlang ihrer differentiellen Abstinde zueinander in
Bezichung treten, sondern von den trennenden Differenzen aller Existie-
renden, die uber einen kreativen Akt des Vergleichens entlang von Ahn-
lichkeiten nachtraglich zu einem komplexen Beziehungsnetz verwoben
werden mussen: ,[Der] urspriingliche Zustand der Welt ist [...] der un-
endlich vervielfachte Unterschied und die Ahnlichkeit das erhoffte Mittel,

5 Descola weist in diesem Zusammenhang darauf hin (2011, S. 349), dass der Neuro-
biologe Francisco Varela, auf den Luhmann sich in seiner Theorie autopoietischer
Systeme bezieht, ,iiberzeugter Buddhist® gewesen sei.

89

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Jorn Lamla

sie verstehbar und ertriglich zu machen® (ebd., S.302). Entsprechende
Ordnungsversuche finden sich als ,,Kette des Seins“ in der antiken Philoso-
phie des Aristoteles und im mittelalterlichen Christentum ebenso wie in
der chinesischen Kosmologie (z.B. Geomantie oder Feng Shui), im indi-
schen Kastensystem, in Mexico bei den Nahua-Voélkern oder auch in West-
afrika (ebd., S. 302ff.).

Das analogische Verketten der singuldren Entititen ist allerdings kon-
tingent, also stets auch anders moglich, weil es nach einer Vielzahl von Ge-
sichtspunkten und Systematiken erfolgen kann. Es lauft somit Gefahr,
durch Unterschiede und andere mogliche Ordnungsgesichtspunkte perma-
nent infrage gestellt zu werden, ist also durch die ,schwindelerregende
Vielzahl® seiner Elemente laufend ,,von Anomie bedroht* (ebd., S.323).
Die ordnende Taxonomie des Kosmos kann daher hier nicht aus den Inter-
aktionen heterogener und ontologisch eigenstindiger Entititen nach und
nach erwachsen, wie im Totemismus, sondern muss von oben — als gottli-
cher Wille — installiert und zur Abwehr von Ungewissheiten rigide durch-
gehalten werden. Kennzeichnend fiir den Analogismus ist daher der ,,Ho-
lismus® seiner ontologischen Schemata (ebd., S.340), der an eine zwang-
hafte oder ,totalitire Ordnung® grenzt, weil und insofern im Grunde ,,zwi-
schen zwei Entitdten immer mehrere mogliche Bahnen, mehrere Ketten
von Entsprechungen zu finden sind“ (ebd., S. 353). Das Inka-Reich ist Des-
cola zufolge typisch fiir ein solches analogisches Kollektiv (ebd., S.403).
Den Ordnungsmichten des Kosmos miissen im Analogismus Opfer ge-
bracht werden: ,Man konnte [...] das Opfer als ein Handlungsmittel auf-
fassen, das im Kontext der analogischen Ontologien entwickelt wurde, um
eine operatorische Kontinuitat zwischen innerlich verschiedenen Singula-
rititen herzustellen, und das dazu ein serielles Dispositiv von Verknipfun-
gen und Trennungen verwendet, die entweder als Attraktor [...] oder als
Disjunktor [...] funktioniert [...].“ (ebd., S. 344). Die existentielle Hetero-
genitit der Welt kann also nur durch die umfassende Assimilation an ein
tibergreifendes Klassifikationsschema in Kooperation tberfihrt werden.
Wer oder was sich diesem Schema nicht fiigt, wird verbannt: ,,Jenseits der
im allgemeinen wortlich markierten Grenzen der Wohnung erstreckt sich
eine Welt abseits, bevolkert von Subjekten abseits, der unbestimmten
Menge der Barbaren, der Wilden, der AufSenseiter, stindige Quelle von Be-
drohungen und potentielles Reservoir zu domestizierender Mitbirger”
(ebd., S. 442).

Es gehort nicht viel dazu, hier die rigiden operativen Grenzziehungen
binir codierter Systeme wiederzuerkennen oder auch die Universalisie-
rung des Informationsprinzips als kybernetisches Verbindungsglied unter-
schiedlichster Wissenschaften von der Biologie bis zur Soziologie. Dartiber
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hinaus verleiht das Schema des Analogismus auch der Zuspitzung Laniers
(2010, S. 39) Plausibilitit, wonach die Kybernetik eine zum Totalitarismus
neigende Universallehre sei. Deren ,[erster] Glaubenssatz [...] besagt, dass
die ganze Realitit einschlieflich des Menschen ein einziges grofles Infor-
mationssystem darstellt” (ebd., S.42). Mit seiner Ausweitung und gesell-
schaftlichen Verankerung durch digitale Technologien wird dieser Analo-
gismus zum digitalen Analogismus, der seinen Sitz weniger in spezifisch re-
ligiosen Glaubenssystemen hat als in dem Glauben an die allumfassende
Ordnungs- und Integrationskraft des Digitalen selbst. Dafiir werden kyber-
netische Allianzen geschmiedet, die das ordnungspolitische Projekt des di-
gitalen Analogismus in die Tat umzusetzen versprechen. Sie umfassen z.B.
Informatik und Verhaltenswissenschaften, wobei letztere mit ihrer beha-
vioristischen Tradition das Denken in Regelkreisen und systemischer
Selbstorganisation tief verankert haben und durch verhaltensékonomische
Konzepte des Nudging (Thaler/Sunstein 2011) heute auffrischen. MIT-Pro-
fessoren wie Alex Pentland (2014) betonen das Gestaltungspotenzial eines
kombinierten Einsatzes solcher kybernetischen Technologien, mit denen
sich Ideen gezielt Giber soziale Medien verbreiten und sozialphysikalisch in
der Gesellschaft verankern liefen. Im Kontext der KI-Forschung werden
zudem neurowissenschaftliche Ansitze und die Biologie des Gehirns im
Zusammenspiel mit den Verhaltenswissenschaften wichtiger, insofern sie
die Anschlussstellen und geistig-materiellen Eigenheiten der hybriden Le-
bensform mit kybernetischem Vokabular einzuholen versprechen. Ob sie
der ontologischen Heterogenitit dieser Lebensform damit gerecht werden,
steht dabei auf einem ganz anderen Blatt (Ehrenberg 2021, S. 313, 404).
Kritiker:innen dieser kybernetischen Expansion, wie Shoshana Zuboff
(2018, S. 481-510), warnen vehement vor den Folgen der verhaltensbasier-
ten Totaliiberwachung, die im digitalen Kapitalismus drohe. Sie bewegen
sich dabei allerdings in einem kosmologischen Uberzeugungssystem, das
die Paradoxien des modernen Naturalismus reproduziert: Normativer Fo-
kus bleibt ein humanes Subjekt, das als Zentrum ethischen Handelns und
moralischer Verantwortung vorgestellt wird (vgl. dhnlich auch Nida-Ri-
melin/Weidenfeld 2018). Dieser Humanismus beif§t sich jedoch mit den
empirisch beobachtbaren Produktions- und Ordnungsmustern der digita-
len Welt und wird so zur willkommenen Zielscheibe der kybernetischen
Gegenkritik. Die Rekonstruktion dieser Auseinandersetzungen als Fortfiih-
rung eines alten Streits von Souverinititsdenken und Kybernetik bzw. na-
turalistischer und analogistischer Weltsicht kann die Paradoxien beider
Kosmologien sichtbar machen und aufzeigen, wie und wo sie in unfrucht-
baren Auseinandersetzungen oder faulen Kompromissen miinden. Die on-
tologischen Heuristiken konnen dariiber hinaus aber auch verborgene Po-
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tenziale freilegen, die einer heterogen komponierten, hybriden Lebens-
form besser gerecht werden.® Das Sichtbarmachen solcher Engfithrungen
und Potenziale ist nun fiir eine Abschatzung der Chancen und Risiken
von KI fiir Demokratie und Privatheit von groffer Bedeutung, wie der ab-
schliefende Teil des Beitrags verdeutlichen soll.

3. Heterogene Existenz und KI in den hybriden Lebensformen der Demokratie
und Privatheit

Mit der anthropologisch erweiterten Perspektive auf die digitale Transfor-
mation ist das Ziel verbunden, die resultierende postdigitale Konstellati-
on der Gesellschaft umfassender auf ihre vielfiltigen und tiefgreifenden
Verbindungen und Wechselwirkungen von Sozialitit und Digitalitat hin
zu analysieren. Das bedeutet weder eine Leugnung kybernetischer Realité-
ten noch eine Abkehr von humanistischen Werten der Autonomie und
Selbstbestimmung. Zurickgewiesen wird lediglich das Dominanzstreben
ihrer wissenschaftlichen und politischen Kosmologien, also etwa der spiri-
tuelle Universalismus der Kybernetik oder das krampfhafte Festhalten an
und Beschworen von Subjekt-Objekt-Dichotomien, die durch die Praxis
permanent unterlaufen werden. Algorithmisch gestiitzte und situationsan-
gepasste Verhaltensfeedbacks kdnnen in vielen Lebensbereichen des priva-
ten Alltags ebenso nitzlich sein, wie Autonomie und Selbstbestimmung
weiterhin als Zentralwerte demokratischer Gesellschaften gut begriindet
sind und Geltung beanspruchen. Aber beide missen als hybride, zusam-
mengesetzte Lebensformen begriffen werden und der Heterogenitit ihrer
konstitutiven Bestandteile Rechnung zu tragen lernen. In dieser Hinsicht
greifen die Ontologien des Analogismus und des Naturalismus zu kurz
und fihrt die Korrektur des einen durch den anderen nur tiefer in die
Aporien und Selbstmissverstaindnisse der (Post-)Moderne hinein. Diese
findet ihr Glick weder in techno-wissenschaftlichen Versprechungen einer
digitalen Selbstoptimierung mittels KI und vergleichbarer Formen der
rechnerischen Vernunft noch in der Suche nach dem heroischen Subjekt,
das marktliberal verteilt oder staatlich zentriert die digitale Gesellschaft

6 Dass eine Kritik der kybernetischen Expansion weder von innen noch durch hu-
manistischen Appell an die Sonderstellung des Menschen gelingen kann, verdeut-
licht sehr gut auch die Problematisierung von Norbert Wiener (1952), einem der
Grinderviter der Kybernetik. Dem Autor gelingt keine Vermittlung der sprachli-
chen Register, so dass am Ende doch das kybernetische tberwiegt, wenn auch
verbunden mit einer Warnung vor dessen Verselbstindigungsdynamik.

92

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Kiinstliche Intelligenz als hybride Lebensform

nach klaren Priferenzen und Plinen einrichtet. Genau solche Kontroll-
modi einer abstrakt-anonymen oder aber als personalisierte Souverinitit
gedachten Herrschaft prigen gleichwohl das Bild und die Debatten der
digitalen Gesellschaft. Und je stirker die kybernetischen Operationsketten
mittels digitaler Reichweitensteigerung und praktischer Erprobung an Re-
levanz fiir das Gesamtgefiige gewinnen — vom optimierten Verkehrsfluss
tiber predicitive policing und smarte Energienetze bis zur 6kologischen
Kreislaufwirtschaft —, desto lauter wird der Ruf, diese Expansion in verant-
wortungsbewusste Bahnen zu lenken. Die demokratische Kontrollmacht
ist aber stark geschwunden und muss sich teils mit moralischen Appellen
und rechtlichen Korrekturen bescheiden, die mit mifigem Erfolg an die
Adresse privatwirtschaftlicher Konzernlenker oder autoritativer Regime
gerichtet werden.

Das Privatleben wird von solch widerspriichlichen Dynamiken der
postdigitalen Konstellation ebenso durchzogen wie die demokratische
Meinungs- und Willensbildung (Lamla et al. 2022). Die zur Selbstbestim-
mung fihige Person wird umso mehr praktisch gefordert und normativ
vorausgesetzt, je weiter ihre Vermessung anhand von Datenspuren und
probabilistisch gestiitzten Verhaltensvorhersagen voranschreitet. Aber die-
se Person ist in der Entwicklung entsprechender Fihigkeiten auf die so-
ziotechnischen Infrastrukturen der Selbstexploration und die wechselseiti-
ge Anerkennung via Social Media angewiesen, die sie doch souverin in
Schranken weisen soll (Lamla/Ochs 2019). Ein Ausweg kann hier auf der
Ebene individueller ebenso wie kollektiver Selbstbestimmung nur gefun-
den werden, wenn diese Hybriditit der Lebensformen ernst genommen
und in einem erweiterten Horizont betrachtet wird. Hierfir liefern Theo-
rien pluraler Existenzweisen (Latour 2014) und die verkannten Kosmolo-
gien des Totemismus und Animismus gute analytische Hilfsmittel. So
zeigt der Totemismus Wege einer friedlichen Koexistenz und organischen
Solidaritat heterogener Gruppen auf, die als solche immer schon hybrid
konstituiert sind, also ihre Identitit in Arrangements begriindet finden,
die durch bestimmte technische Infrastrukturen, Semantiken und Objekte
gepragt werden. Das Bild eines solchen Kosmos aus pluralen und unterein-
ander heterogenen sozialen Welten relativiert die Rolle, aber auch die Ver-
antwortungslast des einzelnen Menschen und kann zugleich realistischer
auf die Aushandlung von Wertordnungen einer assoziativen Demokratie
hinwirken, insofern die Kollektive darin auf Methoden der kollektiven
Reprasentation und der wechselseitigen Demonstration von Abhingigkei-
ten und Interdependenzen zuriickgreifen. Eine solche Demokratie kann
jedoch nicht als einheitlicher kybernetischer Informationsraum gedacht
werden, da dies ihre konstitutive Heterogenitat vorschnell wieder reduzie-
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ren wirde: Eine intelligente Versammlung heterogener Kollektive kann
sich nicht auf die Innen-Auffen-Unterscheidung des digitalen Analogismus
stitzen, der alles was sich seiner informatischen Logik nicht figt, als
barbarisch abstempelt, sondern muss von den Elementen ausgehen und
beispielsweise auch jene Lebensformen bertcksichtigen, die ihre postdigi-
tale Identitit in Distanz zu dominanten Konventionen und kybernetischen
Anschlusszwingen finden.

Eine solche Pluralitit sozialer Welten mit unterschiedlichen Konventio-
nen und soziomateriellen Praktiken ist auch wichtig, um die fir die indivi-
duelle Selbstbestimmung konstitutive Ausbildung kritischer Kompetenzen
zu ermoéglichen und zu verankern (vgl. Lamla 2021). Denn kritische Kom-
petenzen entwickeln sich aus pragmatischer Theorieperspektive gerade
nicht in der privaten Selbstgentigsamkeit eines atomistischen Geistes, son-
dern bediirfen der Konfrontation mit konkurrierenden Konventionen und
Rechtfertigungen in der sozialen Lebenspraxis (Boltanski/Thévenot 2007,
S.317). Erst in Situationen, in denen eingespielte Routinen des Handelns
und der Rechtfertigung nicht mehr greifen, sondern unterschiedliche
Sprachen und Register der Bewertung um Zustandigkeit ringen, werden
die kritischen Kompetenzen pragmatisch gefordert und gebildet, um zwi-
schen ihnen situationsangemessen und selbstbestimmt zu vermitteln. Kri-
senerfahrungen dieser Form sind wesentlich fir die Kultivierung eines zi-
vilen Zusammenlebens im postdigitalen Zeitalter und sollten durch die di-
gitale Architektur demokratischer Offentlichkeiten ermoglicht und nicht
verhindert werden. Die Strukturlogik kybernetischer Technologien und
KI-Anwendungen sorgt dafiir jedoch nicht, weil diese auf die Ausbildung,
Stiitzung und Abschirmung von (Alltags-)Routinen gerichtet sind.” KI und
Machine Learning weisen nicht jene Fahigkeiten zum abduktiven, autono-

7 Dies bestitigt der Technikbegriff von Nassehi (2019, S. 198): ,Technik ist [...] in
diesem Sinne ein Schematismus, sogar noch weiter eingeschrinkt: ein festes Sche-
ma. Die Stofrichtung eines solchen Verstindnisses ist deutlich: Technik wird von
den Geritschaften und Hilfsmitteln gelost; sie wird stattdessen an den Praktiken
und Handlungsketten festgemacht. Ein derart breiter Technikbegriff kann dann
auch menschliche Handlungen selbst, soweit sie schematisch erfolgen, als Technik
begreifen. In diesem Sinne sind die meisten unserer Alltagshandlungen tatsichlich
in einer Art vorreflexivem Repetitorium gefangen, wihrend intelligente Phasen, et-
was Uberspitzt formuliert, nur als lucida intervalla erscheinen — zumindest ist das
die Konsequenz dieses Technikbegriffs.“ Problematisch ist hier nicht der Technik-
begriff selbst, sondern der letzte Satz, weil er die alltigliche Lebensfithrung von
vornherein dem kybernetischen Technikverstindnis assimiliert. Dieser Analogis-
mus verschleiert jedoch die Moglichkeit, dass erst die historische Expansion von —
insbesondere digitaler — Technik zu solch vereinseitigender Routinisierung des All-
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men Lernen auf. Diese stellen sich in hybriden Lebenskonstellationen nur
dort ein, wo heterogene Erfahrungswelten aufeinandertreffen und nach
einer hypothetischen Vermittlung durch neues Wissen verlangen. Dazu
kann kinstliche Intelligenz durch das Beisteuern von (ungewollten?) Irri-
tationen zwar beitragen, aber sie kann nicht selbst als Lernmodell fungie-
ren, da die Krisenerfahrung und aus ihr resultierende lebenspraktische Au-
tonomie sich erst dort einstellt, wo keine algorithmischen Losungsrouti-
nen mehr greifen. Intelligenz entfaltet sich dort, wo — in Abwandlung der
Entwicklungstheorie Jean Piagets (1969) — neben der repetitiven Assimila-
tion an algorithmische Schemata des Digitalen auch Moglichkeiten der le-
benspraktischen Akkommodation solcher Schemata selbst bestehen, d.h.
ihrer Neubestimmung und Neubewertung in einem erweiterten Assoziati-
onsraum, der kognitive Losungskapazititen fir strukturell neue Probleme
bereithalt. Intelligent ist dann nicht die KI, sondern das, was die heterogen
konstituierte Praxis kreativ denkend und handelnd aus und mit ihr macht.

An dieser Stelle zeigt sich auch die Wichtigkeit weiterer Quellen der Ir-
ritation und Unterbrechung, die auf die ontologische Heterogenitit hybri-
der Lebensformen zurtickgehen. Weniger auf der Ebene ihrer unterschied-
lichen kollektiven Ausformungen in verschiedenen sozialen Welten oder
Gruppenidentititen, sondern vermittels ihrer heterogenen ontologischen
Kompositionen selbst ermoglichen Lebensformen Zuginge zu einer exis-
tenziellen Form der Kritik, die noch tber das kritische Wechselspiel plura-
ler Konventionen und Rechtfertigungsordnungen hinausreicht (Boltanski
2010, S. 161). Werden hybride Lebensformen von ihrem praktischen Ver-
weben unterschiedlicher ,Modes of Existence* (Latour 2014) her betrach-
tet, so treten analytisch unterschiedliche und untereinander sehr heteroge-
ne Erfahrungsriume in den Blick, die in ihren je eigenen Existenz- und
»Gelingensbedingungen®, wie Latour (ebd., S.53) in Anlehnung an die
Sprechakttheorie sagt, mehr oder weniger zur Geltung kommen konnen.
Dabei nennt er den Bosewicht unter den Existenzweisen der Modernen in-
teressanterweise ,Doppelklick® (ebd., S. 151), identifiziert also einen Mo-
dus, der mit der Rolle von Digitalitit in der Gesellschaft eng verwoben ist.
Dieser Modus ist deshalb problematisch, weil er sich — wiederum totalisie-
rend und analogisierend — tiber alle anderen Existenzweisen legt und de-
ren einfache Ubersetzbarkeit und digitale (Sofort-)Verfiigbarkeit sugge-
riert. Doppelklick bezeichnet einen modernen Schematismus, der die on-
tologische Heterogenitit neutralisiert. Die anthropologische Perspektive

tagshandelns fihrt und dessen heterogene und intelligent krisenbewaltigende
Konstitution (Oevermann 1995) ideologisch verstellt und verzerrt.
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auf die Modernen legt demgegentber Eigenheiten verschiedener Existenz-
modi frei, etwa der physisch-materiellen Reproduktion von Wesen, des
wissenschaftlichen Referierens, des politischen Versammelns von Kollekti-
ven, der psychischen Metamorphose von Identititen, des Werbens um und
Bindens von Leidenschaften usw. Dabei geht es gerade nicht darum, das
systemtheoretische Schema funktionaler Differenzierung zu bestitigen,
das dann als starrer Vergleichshorizont von vornherein festliegt, sondern
durch absuchendes, sukzessives Fallverstehen und Fallvergleichen ein ge-
naueres Verstandnis fir die Vielfalt und Heterogenitit der Moderne zu
entwickeln, das sich kritisch gegen die starren Differenzierungsformen
ithrer Institutionalisierung richten lisst, insbesondere auch kritisch gegen
institutionelle Expansionsbestrebungen einzelner Existenzweisen, die fiir
die Moderne durchaus typisch sind.

Eine Stirke des Animismus liegt darin, fiir die ontologische Heterogeni-
tit der Welt und der Lebenswirklichkeiten Deutungs-, Erfahrungs- und
Handlungsschemata bereitzustellen, die zwischen verschiedenen Existen-
zweisen symmetrische Uberginge, Verbindungen, Beziechungsmodi zu ent-
wickeln und zu pflegen helfen. Sie verbinden die reziproke Anerkennung
mit einer Sensibilitat fiir Alterititen. Es geht beispielsweise darum, die
Tiere in ihrer tierischen Existenzweise dadurch zu erfahren und anzuer-
kennen, dass ihnen in reziproker Haltung begegnet wird. Ihnen eine Seele
und den Status eines menschendhnlichen Subjekts zuzuschreiben, bedeu-
tet gerade nicht, alles Existierende unter diesem Gesichtspunkt gleichzuset-
zen, sondern stellt vielmehr eine methodische Sensibilitat dar, die notig
ist, um sich in der Begegnung fiir die andere Existenzweise zu Offnen,
diese zu erfassen und in der Folge daraus zu lernen, etwa zu lernen, wie
und wo die tierische Existenzweise, das Wilde, auch das eigene Leben
durchzieht (beeindruckend dazu: Martin 2021). In der postdigitalen Ge-
sellschaft werden Unterschiede der ontologischen Schemata und Kosmolo-
gien beispielsweise wichtig fir die Frage, wie sich eine solche Gesellschaft
auf 6kologische Selbstgefihrdungen einstellen will und kann: durch mehr
Technik und noch intelligentere Algorithmen, die alle Lebensvollziige
analogisieren und in eine globale Kreislaufwirtschaft integrieren, oder
durch ein sowohl privates als auch demokratisches Wertschatzungslernen,
das der Interdependenz der heterogenen Wesen und Wesenheiten gerecht
zu werden versucht, die das gesellschaftliche Leben ko-konstituieren und
die in der Krise der Moderne unter 6kologischen Gesichtspunkten neu
relationiert werden miissen?

Hierbei geht es nicht um ein schlichtes entweder oder, sondern viel-
mehr um die Frage der Dominanz- oder Fithrungsverhaltnisse. Dabei fallt
es dem digitalen Analogismus — oder Doppelklick — strukturell schwer,
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sich von sich aus zu bescheiden und seiner eigenen Existenzweise Stoppre-
geln aufzuerlegen. Ein solches Bewusstsein fir Grenzen bleibt aber auch
problematisch, wenn deren Legitimitit mit humanistischer Arroganz aus
Prinzipien der abstrakten Vernunft oder scheinbar universellen Moral
abgeleitet wird. Vielmehr konnte die ontologische Verunsicherung der
eigenen, hybriden Existenz als Quelle der Kritik genutzt und fiir neue Lo-
sungen zur Einrichtung ihres Habitats mobilisiert werden. Das erforderte
aber, dass dieser Erfahrungsquelle in der postdigitalen Gesellschaft auch
Raum zugestanden wird, durchaus auch eine Fihrungsrolle fiir das Son-
dieren ontologischer Heterogenitit. KI und digitale Technik blieben dann
ein Mittel unter anderen, das angesichts seiner Kraft zur Verdnderung
von Handlungs- und Erlebnisqualititen mit institutionellen Korrektiven
zu versehen wire. Das bedeutet, dass die Bilanzierung von Anschlussge-
winnen versus Resonanzverlusten (Rosa 2016) dann nicht nur in der
Minze rekursiver Verhaltensstabilisierung oder rekursiven Einschwingens
in den gleichen Takt, sondern in jener einer hybriden Lebenspraxis zu
erfolgen hitte, die sich im Erlernen neuer Formen, Prinzipien, Techniken
und Schemata ihrer krisenbehafteten, heterogenen Existenz bewusst wiirde
und bliebe. Hierftr wire ein Verhiltnis von KI und Praxis institutionell
einzurichten, bei dem die widerspenstige Materialitit und Heterogenitit
der postdigitalen Lebensformen, beispielsweise ihre korperlichen Erschop-
fungserscheinungen oder ihre ressourciellen Endlichkeiten, ins Zentrum
der Aufmerksamkeit riicken — nicht zuletzt der soziologischen. Wiirde
unter schwacher KI eine solche KI verstanden, die der privaten Explora-
tion und kollektiven Neuversammlung der ontologischen Heterogenitit
hybrider Lebensformen nachgeordnet und nicht durch die kybernetische
Kosmologie schon vor- oder tbergeordnet wire, dann wire einiges gewon-
nen.
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Der KI-Verordnungsentwurf und biometrische Erkennung;:
Ein grofler Wurf oder kompetenzwidrige Symbolpolitik?

Stephan Schindler und Sabrina Schomberg

Zusammenfassung

Mit dem Verordnungsentwurf zur Regulierung kiinstlicher Intelligenz v.
21.4.2021 soll nach dem Willen der Europiischen Kommission ein Rechts-
rahmen fir die Entwicklung, Vermarktung und Verwendung kiinstlicher
Intelligenz im Einklang mit den Werten der Europaischen Union geschaf-
fen werden.

Der Entwurf folgt einem risikobasierten Ansatz und enthalt Vorgaben
fir Anbieter und Nutzer von KI-Systemen. Die biometrische Erkennung
nimmt dabei eine herausgehobene Stellung ein. Vorgesehen ist zunichst
ein Verbot der Verwendung biometrischer Echtzeit-Fernidentifizierungs-
systeme in oOffentlich zuginglichen Raumen zu Strafverfolgungszwecken,
das allerdings durch Ausnahmen abgemildert wird. Zudem werden KI-
Systeme, die bestimmungsgemaf fiir die biometrische Echtzeit-Ferniden-
tifizierung und die nachtrigliche biometrische Fernidentifizierung natiir-
licher Personen verwendet werden sollen, als Hochrisiko-KI-Systeme ein-
geordnet und einer Reihe von Anforderungen unterworfen (z.B. Doku-
mentations- und Aufzeichnungspflichten, menschliche Aufsicht). Uberdies
gelten fiir Systeme zur biometrischen Kategorisierung spezifische Transpa-
renzpflichten.

Auch wenn der Verordnungsentwurf insgesamt zu begriiffen ist, wirft er
im Einzelnen doch zahlreiche Fragen auf. Einigen dieser Fragen wird in
dem vorliegenden Beitrag nachgegangen. Ferner wird ein Blick darauf ge-
worfen, ob die Europaische Union fiir den Erlass der vorgenannten Rege-
lungen tiberhaupt zustindig ist. Dies betrifft insbesondere den Einsatz bio-
metrischer Systeme durch staatliche Stellen zu Strafverfolgungszwecken.
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Am 21.4.2021 hat die Europidische Kommission einen Verordnungsent-
wurf zur Regulierung kinstlicher Intelligenz (KI) prasentiert. Der Entwurf
folgt einem risikobasierten Ansatz und enthalt zahlreiche, in erster Linie
produktsicherheitsrechtliche Vorgaben fiir Anbieter und Nutzer von KI-
Systemen. Die biometrische Erkennung nimmt dabei eine herausgehobene
Stellung ein. Der folgende Beitrag gibt zunichst einen kurzen Uberblick
tber KI (1.) und den Verordnungsentwurf (2.). Im Anschluss daran wer-
den die spezifischen Vorschriften zur biometrischen Erkennung vorgestellt
und bewertet (3.). Zudem werden Probleme bzgl. der Regelungskompe-
tenz der Union angesprochen (4.). Der Beitrag schlieSt mit einem Fazit

(5.).

1 Kiinstliche Intelligenz

Kunstliche Intelligenz (KI) ist in den letzten Jahren in den Fokus der ge-
sellschaftlichen, politischen und (rechts-)wissenschaftlichen Aufmerksam-
keit geraten.

1.1 Begriff, Chancen und Ristken

Eine allgemein anerkannte Definition fir KI gibt es derzeit nicht.! Die
deutsche Bundesregierung versteht KI als ,ein Teilgebiet der Informatik,
welches sich mit der Erforschung von Mechanismen des intelligenten
menschlichen Verhaltens befasst“. Es gehe darum, ,technische Systeme so
zu konzipieren, dass sie Probleme eigenstindig bearbeiten und sich dabei
selbst auf verinderte Bedingungen einstellen konnen®.? Die Europiische
Kommission bezeichnet mit KI ,,Systeme mit einem ,intelligenten® Verhal-
ten, die ihre Umgebung analysieren und mit einem gewissen Grad an
Autonomie handeln, um bestimmte Ziele zu erreichen“.3 Darauf aufbau-
end definiert die Hochrangige Expertengruppe der Europidischen Union
fur Kiinstliche Intelligenz KI-Systeme als ,vom Menschen entwickelte Soft-
waresysteme [...], die in Bezug auf ein komplexes Ziel auf physischer oder

1 Zur Terminologie Herberger, NJW 2018, 2825 (2825 ft.); ebenfalls Geminn, ZD
2021, 354 (354f.).

2 BT-Drs. 19/1982, S. 2. Die Aussage stammt von der inzwischen abgelosten Bundes-
regierung.

3 COM(2018) 237 final, S. 1.
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digitaler Ebene handeln, indem sie ihre Umgebung durch Datenerfassung
wahrnehmen, die gesammelten strukturierten oder unstrukturierten Da-
ten interpretieren, Schlussfolgerungen daraus ziehen oder die aus diesen
Daten abgeleiteten Informationen verarbeiten, und tiber das bestmogliche
Handeln zur Erreichung des vorgegebenen Ziels entscheiden“.# KI zeich-
net sich also durch eine gewisse Eigenstandigkeit und Autonomie aus.’

Der KI wird — im Folgenden beispielhaft durch die Europaische Kom-
mission — das Potenzial zugesprochen, die ,Welt zum Besseren zu ver-
andern: Sie kann die Gesundheitsversorgung verbessern, den Energiever-
brauch senken, Autos sicherer machen und ermoéglicht Landwirten eine
effizientere Nutzung von Wasser und Naturressourcen. KI kann eingesetzt
werden, um Umwelt- und Klimaveranderungen vorherzusagen, das Ma-
nagement finanzieller Risiken zu verbessern und die Werkzeuge zu schaf-
fen, die wir brauchen, um genau auf unsere Bedurfnisse zugeschnittene
Produkte mit weniger Abfillen herzustellen. Sie kann auch helfen, Betrug
und Bedrohungen der Cybersicherheit zu erkennen, und versetzt die Straf-
verfolgungsbehodrden in die Lage, Kriminalitit wirksamer zu bekdmpfen.“

Doch es gibt auch mahnende Stimmen. Etwa warnte der britische Phy-
siker Stephen Hawking auf dem Web Summit 2017 davor, dass sich KI als
schlimmstes Ereignis in der Geschichte unserer Zivilisation erweisen
konnte.” Gefahren drohen u.a. der grundrechtlich geschitzten Privatspha-
re und der informationellen Selbstbestimmung (Art. 2 Abs. 1 i.V.m. Art. 1
Abs. 1 GG, Art. 7 und 8 GRCh, Art. 8 EMRK), der Meinungsfreiheit und
dem Recht auf Gleichbehandlung,® denn KI schafft neue Moglichkeiten,
das Verhalten von Menschen zu tberwachen und auf menschliche Ent-
scheidungen Einfluss zu nehmen (z.B. Algorithmen, die ,Filterblasen be-
glnstigen).

4 Hochrangige Expertengruppe fiir Kiinstliche Intelligenz 2019, S. 6.

S Dettling/Kriiger, MMR 2019, 211 (212) bezeichnen ,,Autonomie“ als ,Kern von KI“.
Haufig wird zwischen ,starker” (menschendhnlicher) und ,schwacher” (stirker de-
terminierter) KI unterschieden, z.B. Plattform Industrie 4.0 2019, S. 3 f.; dazu auch
Geminn, ZD 2021, 354 (355); Schindler, ZD-Aktuell 2019, 06647.

6 COM(2019) 168 final, S. 1.

7 Im englischen Original: ,worst event in the history of our civilization”; dazu auch
Geminn, ZD 2021, 354 (354).

8 Z.B. Ebers u.a., RDi 2021, 528 (528), die die Chancen und Risiken von KI in-
zwischen als ,Gemeinplatz® bezeichnen. Speziell zu Diskriminierungsrisiken z.B.
Steege, MMR 2019 (715).
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1.2 Regulierungspflicht des Gesetzgebers

Die grofse Bedeutung und die erheblichen Risiken von KI werfen die Fra-
ge auf, ob die Europiische Union oder die Bundesrepublik Deutschland
zur gesetzlichen Regulierung von KI verpflichtet sind.” Ein Ansatzpunkt
hierfiir sind die grundrechtlichen Schutzpflichten, die in Deutschland
seit lingerem anerkannt sind und von deren Existenz auch auf Ebene
des Unionsrechts auszugehen ist.'® Eine Diskussion tGber die Pflicht des
Gesetzgebers, zur Abwehr von Gefahren titig zu werden, ist in Deutsch-
land insbesondere fiir den Bereich technischer Neuerungen nachweisbar,!!
etwa wenn durch neue Produkte Gefahren geschaffen werden, die aufler
Kontrolle geraten konnen, oder wenn schwerwiegende Machtasymmetrien
zu entstehen drohen.!?

Eine etwaige Pflicht zur Regulierung aufgrund von Schutzpflichten
geht jedenfalls mit einem weiten Entscheidungsspielraum des Gesetzge-
bers einher.'3 Zudem ist zu bertcksichtigen, dass KI weder in Deutschland
noch in Europa ginzlich ungeregelt ist. So existieren beispielsweise im Da-
tenschutzrecht (z.B. Art. 22 DSGVO zur automatisierten Entscheidungsfin-
dung), im Straenverkehrsrecht (z.B. §§ 1aff. StVG zum automatisierten
Fahren) oder im Verwaltungsverfahrensrecht (z.B. § 35a VwV{G zum auto-
matisierten Erlass eines Verwaltungsaktes) Vorschriften, die insbesondere
auch den Einsatz von KI erfassen. Vollige Untatigkeit kann dem Gesetzge-
ber daher bisher nicht vorgeworfen werden. Steht staatliches Eingriffshan-
deln in Frage, ist ferner zu berticksichtigen, dass der Einsatz von KI einer
Rechtsgrundlage bedarf (Vorbehalt des Gesetzes), da er andernfalls rechts-
widrig ist.!4 Mit der steigenden Verbreitung und Bedeutung von KI in im-
mer mehr Lebensbereichen wichst allerdings der Druck auf den Gesetzge-

9 Z.B.v. Westphalen, ZIP 2020, 739 (742) bzgl. der Haftung fiir Fehlverhalten von
KI.

10 Fur Dtl. z.B. Merten/Papier/Calliess, § 44 Rn. 4 ff.; fiir die EU z.B. Calliess/Ruffert/
Kingreen, Art. 51 GRCh Rn. 32 ff. Der EuGH hat aus den Grundfreiheiten Schutz-
pflichten abgeleitet, z.B. EuGH, NJW 1998, 1931 (1932). Schutzpflichten sind
auch in Osterreich, Frankreich und Irland sowie der EMRK bekannt, Merten/
Papier/Calliess, § 44 Rn. 15 f.

11 Z.B. bzgl. Gentechnik Damm/Hart, KritV 1987, 183; bzgl. Kernenergie BVerfGE
49, 89 (keine Pflicht zur Regulierung, ,die mit absoluter Sicherheit Grundrechts-
gefihrdungen ausschlieft“).

12 Pieroth u.a., 2013 Rn. 110 bzgl. der Rspr. des BVerfG.

13 Merten/Papier/Calliess, § 44 Rn. 6 bzgl. der Rspr. des BVerfG.

14 S. z.B. die Diskussion um die automatisierte Kennzeichenerkennung, BVerfGE
120, 378; BVerfGE 150, 244; BVerfGE 150, 309.
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ber, die Entwicklung, den Vertrieb und den Einsatz von KI umfassend zu
regulieren.’ In dieser Hinsicht hat die Europdische Kommission einen be-
deutenden Schritt unternommen.

2 Der KI-Verordnungsentwurf der Kommission

Mit dem Entwurf einer Verordnung des Europiischen Parlaments und des
Rates zur Festlegung harmonisierter Vorschriften fiir kinstliche Intelli-
genz'® (im Folgenden: Verordnungsentwurf bzw. VO-E) vom 21.4.2021
mochte die Kommission sicherstellen, dass ,ein einheitlicher Rechtsrah-
men insbesondere fir die Entwicklung, Vermarktung und Verwendung
kinstlicher Intelligenz im Einklang mit den Werten der Union® (EG 1 S. 1
VO-E) geschaffen wird. Ziel ist es, ,die Entwicklung, Verwendung und
Verbreitung kinstlicher Intelligenz im Binnenmarkt zu fordern und
gleichzeitig einen hohen Schutz offentlicher Interessen wie Gesundheit
und Sicherheit und den Schutz der [...] Grundrechte zu gewahrleisten®
(EG5S.1VO-E).

Bei dem Verordnungsentwurf handelt es sich um den weltweit ersten
Vorschlag fiir einen Rechtsrahmen fiir KI,'7 der dazu beitragen soll, ,,Euro-
pa zum globalen Zentrum fir vertrauenswiirdige kinstliche Intelligenz
(KI) [zu] machen“.® Mit ihm knipft die Kommission an den ,Koordi-
nierten Plan fir kianstliche Intelligenz® (2018), die Ausarbeitungen der
Hochrangige Expertengruppe der Europaischen Union fir Kiinstliche In-
telligenz (2019) und das ,Weifbuch zur kinstlichen Intelligenz® (2020)
an.’?

2.1 KI-Systeme, Adressaten und Anwendungsbereich

Im Zentrum des Verordnungsentwurfs steht der Begrift des KI-Systems.
Gem. Art.3 Nr.1 VO-E ist darunter eine Software zu verstehen, die mit

15 Zur Regulierungsnotwendigkeit auch Hacker, NJW 2020, 2142.

16 COM(2021) 206 final.

17 Bombard/Merkle, RDi 2021, 276 (276).

18 Europdische Kommission, Pressemitteilung v. 21.4.2021.

19 S. COM(2018) 795 final; https://digital-strategy.ec.europa.eu/en/policies/expert-gr
oup-ai; COM(2020) 65 final.
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einer oder mehreren der in Anhang 120 aufgefithrten Techniken und Kon-
zepte (z.B. maschinelles Lernen, logik- und wissensgestiitzte Konzepte, sta-
tistische Ansatze) entwickelt worden ist und im Hinblick auf eine Reihe
von Zielen, die vom Menschen?! festgelegt werden, Ergebnisse wie Inhal-
te, Vorhersagen, Empfehlungen oder Entscheidungen hervorbringen
kann, die das Umfeld beeinflussen, mit dem sie interagieren. Diese Defini-
tion wird als (zu) weit?? und unscharf?* empfunden und umfasst auch Soft-
ware, die Informatiker nicht als KI bezeichnen wiirden.24

Der Verordnungsentwurf adressiert in erster Linie Anbieter, also Perso-
nen oder Stellen, die KI-Systeme entwickeln (lassen), um sie unter ihrem
eigenen Namen oder ihrer eigenen Marke in Verkehr zu bringen oder in
Betrieb zu nehmen (Art.3 Nr.2 VO-E), sowie Nutzer von KI-Systemen.
Letztere sind Personen oder Stellen, die KI-Systeme in eigener Verantwor-
tung zu nicht persénlichen® Tatigkeiten verwenden (Art.3 Nr.4 VO-E).
In den Anwendungsbereich der vorgesehenen Verordnung fallen gem.
Art. 2 Abs. 1 VO-E Anbieter, die KI-Systeme in der Union in Verkehr brin-
gen oder in Betrieb nehmen (lit. a), Nutzer von KI-Systemen, die sich in
der Union befinden (lit. b), sowie Anbieter und Nutzer von KI-Systemen,
die in einem Drittland niedergelassen oder ansissig sind, wenn das vom
System hervorgebrachte Ergebnis in der Union verwendet wird (lit. ¢). KI-
Systeme, die ausschlieflich fir militdrische Zwecke entwickelt oder ver-
wendet werden, werden nicht erfasst (Art. 2 Abs. 3 VO-E).

20 Zur Befugnis der Kommission, delegierte Rechtsakte zur Anderung der Liste der
Techniken und Konzepte in Anhang I zu erlassen, s. Art. 4 VO-E.

21 Griitzmacher/Fiillsack, ITRB 2021, 159 (160) werfen die Frage auf, ,ob es nicht
eines Tages gerade auch durch starke KI definierte Ziele geben wird“.

22 Bombhard/Merkle, RDi 2021, 276 (277); Ebers u.a., RDi 2021, 528 (529); Kalbbenn,
ZUM 2021, 663 (664f.).

23 Roos/Weitz, MMR 2021, 844 (845 und 850f.).

24 Ebert/Spiecker gen. Dohmann, NVwZ 2021, 1188 (1189).

25 Wer ein KI-System im Rahmen einer personlichen und nicht beruflichen Titig-
keit verwendet, ist kein Nutzer i.S.v. Art. 3 Nr.4 VO-E; krit. Geminn, ZD 2021,
354 (356).
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2.2 Ristkobasierter und produktsicherbeitsrechtlicher Ansatz

Der Verordnungsentwurf verfolgt einen risikobasierten Ansatz?¢ (EG 14
VO-E) und unterteilt KI-Systeme in verschiedene Risikogruppen.?” Der Be-
griff des Risikos wird, wie auch in der DSGVO,?8 nicht definiert, scheint
jedoch v.a. auf die Bedrohung individueller Schutzgiiter abzustellen.?” KI-
Praktiken, denen ein unannehmbares Risiko zugesprochen wird, werden
gem. Art. 5 VO-E verboten (Titel II). Fir Hochrisiko-KI-Systeme finden
sich in Art. 6ff. VO-E (Titel III) umfangreiche, insbesondere an Anbieter
und Nutzer gerichtete Vorgaben. Bestimmte KI-Systeme unterliegen zu-
dem (unabhingig von einer Einordnung als Hochrisiko-KI) den Transpa-
renzpflichten des Art. 52 VO-E (Titel IV). Sonstige KI-Systeme werden der
Selbstregulierung gem. Art. 69 VO-E (Titel IX) tiberlassen.3°

Die Vorschriften sind in erster Linie produktsicherheitsrechtlicher Na-
tur.3! Sie enthalten — abgesehen von Art. 5 VO-E - keine Regelungen, die
bestimmen, unter welchen Voraussetzungen und in welchen Situationen
KI-Systeme zum Einsatz kommen dirfen. Dies gilt auch fir die Vorschrif-
ten zu Hochrisiko-KI-Systemen, die als ,,Herzstiick’** des Verordnungsent-
wurfs Anforderungen an die technische und organisatorische Ausgestal-
tung sowie die Sicherheit stellen, aber keine Rechtsgrundlagen’? oder Ein-

26 Zu diesem Ansatz s.a. Datenethikkommission der Bundesregierung 2019, S. 173 ff. In
der Unterrichtung der Enquete-Kommission ,Kiinstliche Intelligenz® wird eben-
falls einem chancen- und risikobasierten Ansatz das Wort geredet, BT-
Drs. 19/23700, S. 490.

27 Zum risikobasierten Ansatz z.B. Valta/Vasel, ZRP 2021, 142 (142 1.).

28 Zum Risikobegriff in der DSGVO z.B. Schroder, ZD 2019, 503.

29 Vgl. EG 27 S. 3 VO-E, wonach KI-Systeme hochriskant sind, wenn sie ,erhebliche
schidliche Auswirkungen auf die Gesundheit, die Sicherheit und die Grundrech-
te von Personen® haben.

30 In der Lit. wird haufig zwischen unannehmbarem, hohem, geringem und mini-
malem Risiko unterschieden, obwohl der verfiigende Teil des VO-E ein geringes
oder minimales Risiko nicht erwihnt, z.B. Ebert/Spiecker gen. Dohmann, NVwZ
2021, 1188 (1188); s. aber COM(2021) 206 final, S. 15.

31 Roos/Weitz, MMR 2021, 844 (845), die ein ,spezifisches Produktsicherheitsrecht
firr Hochrisiko-KI-Systeme® erkennen; Spindler, CR 2021, 361 (364), wonach ,,der
Vorschlag [...] produktsicherheitsrechtlichen Ansitzen folgt*; Griitzmacher/Fiill-
sack, ITRB 2021, 159 (159) sehen ,eine Art IT-bezogenes Sicherheitsrecht; Ors-
sich, EuZW 2022, 254 (256) spricht von einer ,Anlehnung an Produktsicherheits-
vorschriften®.

32 Roos/Weitz, MMR 2021, 844 (844).

33 S. aber die Verarbeitungserlaubnis im Kontext der Beobachtung, Erkennung und
Korrektur von Verzerrungen bei Hochrisiko-KI-Systemen gem. Art. 10 Abs. 5 VO-
E (i.V.m. Art. 9 Abs. 2 lit. g DSGVO).
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griffsschwellen formulieren. Auffillig ist zudem, dass der Verordnungsent-
wurf keine individuellen Rechte fiir die von dem Einsatz von KI-Systemen
betroffenen (z.B. beurteilten oder gesteuerten#) Personen vorsieht.>> So-
weit eine Verarbeitung personenbezogener Daten stattfindet, gelten aber
die Rechtsgrundlagen und Betroffenenrechte der Datenschutzgesetze
(DSGVO, JI-RL).36

2.2.1 Verbotene Praktiken im Bereich der KI

Art. 5 Abs. 1 VO-E (Titel II) nennt ,manipulative, ausbeuterische und so-
ziale Kontrollpraktiken®, die nach Ansicht der Kommission gegen die
Werte der Union verstoffen und verboten werden sollen (EG 15 VO-E).
Konkret betrifft dies das Inverkehrbringen, die Inbetriebnahme oder die
Verwendung von KI-Systemen, die durch den Einsatz von Techniken der
unterschwelligen Beeinflussung (lit. a) oder das Ausnutzen der Verletzlich-
keit bestimmter Gruppen von Personen (lit. b) physische oder psychische
Verletzungen hervorrufen konnen oder die von Behdrden zur Bewertung
oder Klassifizierung der Vertrauenswiirdigkeit natirlicher Personen auf
Grundlage ihres sozialen Verhaltens, personlicher Eigenschaften oder Per-
sonlichkeitsmerkmale verwendet werden und zu Schlechterstellung oder
Benachteiligung fihren kénnen (lit. ¢; sog. ,,Social Scoring®). Auch soll die
Verwendung biometrischer Echtzeit-Fernidentifizierungssysteme in o6ffent-
lich zuganglichen Raumen zu Strafverfolgungszwecken verboten werden
(lit. d), wobei aber Ausnahmen vorgesehen sind.?”

2.2.2 Hochrisiko-KI-Systeme

Die Art. 6ff. VO-E (Titel III) enthalten Anforderungen an Hochrisiko-KI-
Systeme. Gemeint sind KI-Systeme, die ,,erhebliche schidliche Auswirkun-
gen auf die Gesundheit, die Sicherheit und die Grundrechte von Personen
in der Union haben® (EG 27 S.3 VO-E; s.a. Art.7 Abs. 1 lit. b VO-E). Zu
den Hochrisiko-KI-Systemen zihlen zum einen KI-Systeme, die als Pro-

34 Ebert/Spiecker gen. Dobmann, NVwZ 2021, 1188 (1193).

35 Dazu Ebers u.a., RDi 2021, 528 (537); Bombard/Merkle, RDi 2021, 276 (283).

36 Zum Regelungsspielraum der EU-Mitgliedstaaten s. Hornung, DuD 2022 i.E.

37 Uberblick z.B. bei Ebert/Spiecker gen. Dohmann, NVwZ 2021, 1188 (1189 £.); Veale/
Zuiderveen Borgesius, CRi 2021, 97 (98 ff.).
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dukt oder Sicherheitskomponente eines Produkts den Harmonisierungs-
vorschriften des Anhangs IT unterfallen (z.B. Medizinprodukte oder Fahr-
zeuge) und einer Konformitatsbewertung durch Dritte unterzogen werden
mussen (Art. 6 Abs. 1 VO-E). Zum anderen gelten die in Anhang III ge-
nannten KI-Systeme als hochriskant (Art. 6 Abs.2 VO-E). Anhang III er-
fasst u.a. KI-Systeme in den Bereichen biometrische Identifizierung und
Kategorisierung, Verwaltung und kritische Infrastrukturen, Bildung und
Beschiftigung, Strafverfolgung, Migration und Grenzkontrolle sowie
Rechtspflege. Gem. Art.7 VO-E wird der Kommission die Befugnis tber-
tragen, delegierte Rechtsakte zur Anderung der Liste in Anhang III zu er-
lassen, um Hochrisiko-KI-Systeme hinzuzuftigen.

Hochrisiko-KI-Systeme miissen die Anforderungen der Art. 8 bis 15 VO-
E erfiillen. Dies betrifft die Einrichtung eines Risikomanagementsystems
(Art. 9 VO-E), Qualititskriterien fiir Trainings-, Validierungs- und Testda-
tensatze (Art. 10 VO-E38), technische Dokumentationen (Art. 11 VO-E), au-
tomatische Aufzeichnungen bzw. Protokollierungen (Art. 12 VO-E), die
Bereitstellung von Informationen fiir Nutzer einschlieflich einer Ge-
brauchsanweisung (Art. 13 VO-E¥), eine wirksame menschliche Aufsicht
(Art. 14 VO-E%) sowie ein angemessenes Maf§ an Genauigkeit, Robustheit
und Cybersicherheit (Art. 15 VO-E).#! Die Erfiillung dieser Anforderungen
ist durch die Anbieter (Art. 3 Nr. 2 VO-E) sicherzustellen (Art. 16 lit. a VO-
E).

Als wahrscheinlich wichtigste Anforderung#* miissen Anbieter von
Hochrisiko-KI-Systemen gem. Art. 19 Abs.1 i.V.m. Art. 16 lit.e VO-E si-
cherstellen, dass ihre Systeme vor dem Inverkehrbringen oder der Inbe-
triecbnahme einer Konformitatsbewertung nach Art. 43 VO-E unterzogen
werden.®® Zudem trifft Anbieter u.a. die Pflicht, ein Qualititsmanagement
einzurichten (Art. 17 VO-E), die in Art. 11 VO-E genannte technische Do-

38 Krit. Ebers u.a., RDi 2021, 528 (533) bzgl. der Anforderung, dass die Datensitze
fehlerfrei sein miissen (Art. 10 Abs. 3 VO-E), was technisch unméglich sei.

39 Krit. Ebers u.a., RDi 2021, 528 (533 £.), die die Vorgaben fiir zu allgemein halten.

40 Krit. Ebers u.a., RDi 2021, 528 (534) u.a. bzgl. der Anforderung, dass es Menschen
ermoglicht werden muss, Fahigkeiten und Grenzen des Hochrisiko-KI-Systems
vollstindig zu verstehen, was unrealistisch sei; ebenfalls Geminn, ZD 2021, 354
(357).

41 Ausfihrlich z.B. Spindler, CR 2021, 361 (366ft.); Kalbhenn, ZUM 2021, 663
(667 ft.).

42 Ebert/Spiecker gen. Dohmann, NVwZ 2021, 1188 (1191).

43 Krit. zur Ausgestaltung bei Hochrisiko-KI-Systemen nach Anhang III Ebers u.a.,
RDi 2021, 528 (533); ausfithrlich zur Konformitatsbewertung Spindler, CR 2021,
361 (369 ff.).
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kumentation zu erstellen (Art. 18 VO-E) und Korrekturmaffnahmen zu er-
greifen, wenn das KI-System nicht der Verordnung entspricht (Art. 21 VO-
E). Ferner miissen Anbieter gem. Art. 61 VO-E ein ,Post-Market Monito-
ring“ vornehmen und schwerwiegende Vorfille oder Fehlfunktionen
melden (Art. 62 VO-E), was an die Meldepflicht gem. Art. 33 DSGVO erin-
nert.* Uberdies sind Hochrisiko-KI-Systeme i.S.v. Art. 6 Abs. 2 VO-E gem.
Art. 51 VO-E vor dem Inverkehrbringen oder der Inbetriebnahme vom An-
bieter in einer EU-Datenbank (Art. 60 VO-E) zu registrieren.

Weit weniger Pflichten treffen die Nutzer. Sie missen das Hochrisiko-
KI-System entsprechend der beigefiigten Gebrauchsanweisung verwenden
(Art.29 Abs.1 i.V.m. Art. 13 Abs.2 und 3 VO-E), dafiir sorgen, dass die
Eingabedaten mit Blick auf die Zweckbestimmung relevant sind (Art. 29
Abs. 3 VO-E), und den Betrieb anhand der Gebrauchsanweisung Gberwa-
chen (Art.29 Abs.4 VO-E). Sie sind unter bestimmten Voraussetzungen
verpflichtet, Anbieter und Héandler tber Risiken und Vorfille sowie Fehl-
funktionen zu informieren. Die gem. Art. 13 VO-E bereitgestellten Infor-
mationen haben sie ggf. fiir die Durchfithrung einer Datenschutz-Folgen-
abschiatzung gem. Art. 35 DSGVO zu verwenden (Art. 29 Abs. 6 VO-E).

Pflichten treffen gem. Art. 24, 26 bis 28 ff. VO-E auch Hersteller, Ein-
fuhrer (Art. 3 Nr. 6 VO-E) sowie Handler (Art. 3 Nr. 7 VO-E). Fur Hochrisi-
ko-KI-Systeme im Anwendungsbereich bestimmter produktsicherheits-
rechtlicher Rechtsakte (Kraftfahrzeuge, Eisenbahnen, Schiff- und Luft-
fahrt) gilt gem. Art.2 Abs.2 VO-E nur Art. 84 VO-E, der die Bewertung
und Uberarbeitung der vorgesehenen Verordnung regelt.*¢

2.2.3 Transparenzpflichten

Art. 52 VO-E (Titel IV) enthalt Transparenzpflichten far KI-Systeme, die
fur die Interaktion mit nattrlichen Personen bestimmt sind (Abs. 1), fir
Emotionserkennungssysteme und Systeme zur biometrischen Kategorisie-
rung (Abs.2) sowie fiir KI-Systeme, die ,Deep-Fakes* hervorbringen
(Abs. 3). Dabei sind Ausnahmen im Kontext der Aufdeckung, Verhiitung,
Ermittlung und Verfolgung von Straftaten (Abs.2 und 3) sowie der Mei-
nungs-, Wissenschafts- und Kunstfreiheit (Abs. 3) vorgesehen.

44 Geminn, ZD 2021, 354 (357).

45 S. Spindler, CR 2021, 361 (372).

46 Zu den dahinterstehenden Konzepten des ,New Legislative Framework® und des
,Old Approach® Spindler, CR 2021, 361 (364); Roos/Weitz, MMR 2021, 844 (845).
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Durch die Transparenzpflichten soll sichergestellt werden, dass Perso-
nen, die mit den genannten KI-Systemen interagieren bzw. mit ,Dee-
pfakes“ in Berithrung kommen, dartber informiert werden, damit sie be-
wusste Entscheidungen treffen und bestimmte Situationen vermeiden
konnen.#” Ein Recht auf menschliche Intervention (vgl. Art.22 Abs.3
DSGVO) oder einen Dienst ohne KI gewiahrt Art. 52 VO-E nicht.#® Sollte
eines der in Art. 52 VO-E aufgefihrten Systeme gleichzeitig ein Hochrisi-
ko-KI-System sein (z.B. ein System zur Emotionserkennung, das gleichzei-
tig Anhang III Nr. 6 lit. b oder Nr. 7 lit. a unterfillt®), greifen zudem die
Vorschriften in Titel III (Art. 52 Abs. 4 VO-E).

2.2.4 Sonstige KI-Systeme

KI-Systeme, die den eben dargestellten Vorschriften in Ermangelung eines
besonderen Risikos nicht unterfallen (z.B. Kl-gestttzte Videospiele sowie
Spamfilter®?), konnen auf freiwilliger Basis Verhaltenskodizes (sog. ,,Codes
of Conduct“) unterworfen werden (Art. 69 VO-E).51

2.3 Innovationsforderung, Aufsicht, Sanktionen

Die Art. 53 ff. VO-E (Titel V) enthalten Regelungen zur Innovationsforde-
rung. Dies betrifft v.a. die Einrichtung von KI-Reallaboren, ,um die Ent-
wicklung und Erprobung innovativer KI-Systeme [...] unter strenger Re-
gulierungsaufsicht zu erleichtern® (EG 71 S.2 VO-E). Zudem sind Auf-
sichts- und Uberwachungsstrukturen vorgesehen (Titel VI). So soll - ver-
gleichbar dem Europiischen Datenschutzausschuss (Art. 68 ff. DSGVO) —
ein Europaischer Ausschuss fiir kiinstliche Intelligenz eingerichtet werden
(Art. 56 ff. VO-E). Ferner sind nationale Aufsichtsbehorden zu benennen
(Art. 59 VO-E).52 Gem. Art. 60 VO-E (Titel VII) soll die Kommission in Zu-
sammenarbeit mit den Mitgliedstaaten eine EU-Datenbank fiir Hochrisi-
ko-KI-Systeme nach Art. 6 Abs. 2 VO-E errichten und pflegen. Verstofle ge-

47 COM(2021) 206 final, S. 17.

48 Spindler, CR 2021, 361 (368 und 374), der dem krit. gegentbersteht.
49 S. Orssich, EuZW 2022, 254 (260).

50 Griitzmacher/Fiillsack, ITRB 2021, 159 (161).

51 Dazu Spindler, CR 2021, 361 (371).

52 Dazu Spindler, CR 2021, 361 (372).
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gen die vorgesehene Verordnung sollen u.a. mit GeldbufSen geahndet wer-
den (Art. 71 f. VO-E, Titel X).

3 Biometrische Erkennung im KI-Verordnungsentwurf

In dem Verordnungsentwurf nimmt die biometrische Erkennung eine her-
ausgehobene Stellung ein, was sich in den zahlreichen Erwdhnungen im
Gesetzestext (z.B. Art.3 Nrn. 33 bis 38, Art. 5 Abs. 1 lit.d, Art. 6 Abs.2
i.V.m. Anhang III Nr. 1, Art. 52 Abs. 2 VO-E) und in den Erwagungsgrin-
den (EG 7, 8, 18 bis 24, 33, 64, 65, 70 VO-E) zeigt.

3.1 Biometrische Erkennung und biometrische Daten

Biometrische Erkennung ist die automatisierte Erkennung von Menschen
anhand biologischer oder verhaltensbezogener Merkmale.*3 Dafiir werden
bestimmte — idealerweise bei jedem Menschen einzigartige — biologische
(bzw. korperliche) oder verhaltenstypische Merkmale eines Menschen er-
fasst (z.B. Strukeur der Iris oder der Papillarleisten, spezifische Merkmale
des Gesichts, Eigenarten des Gangs etc.) und automatisiert mit vorab
hinterlegten Merkmalssitzen (Referenzdaten) verglichen. Wird eine ho-
he Ubereinstimmung errechnet, spricht dies dafiir, dass die verglichenen
Merkmalssitze zur selben Person gehoren.

Ein solches Verstindnis zeigt sich auch in Art. 3 Nr. 33 VO-E>* Dem-
nach sind biometrische Daten mit speziellen technischen Verfahren ge-
wonnene personenbezogene Daten zu den physischen, physiologischen
oder verhaltenstypischen Merkmalen einer natiirlichen Person, die die ein-
deutige Identifizierung dieser Person ermdglichen oder bestitigen. Auch
in dieser Definition kommt zum Ausdruck, dass auf den Korper oder das
Verhalten eines Menschen bezogene Merkmale genutzt werden, um den
Merkmalstrager zu erkennen bzw. zu identifizieren. Von dem erforderli-
chen Personenbezug (Art. 4 Nr. 1 DSGVO, Art. 3 Nr. 1 JI-RL) ist bei Infor-
mationen Uber Merkmale, die sich auf eine natirliche Person beziehen
und diese identifizierbar machen, regelmafSig auszugehen.

53 ISO/IEC 2382-37:2017, S. 2: ,automated recognition of individuals based on their
biological and behavioural characteristics®, s. https://standards.iso.org/ittf/Publicl
yAvailableStandards/index.html.

54 Die Vorschrift ist wortgleich mit Art. 4 Nr. 14 DSGVO, Art. 3 Nr. 13 JI-RL.
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3.2 Biometrische Erkennung als verbotene Praktik

Art. 5 Abs. 1 lit. d VO-E verbietet die Verwendung biometrischer Echtzeit-
Fernidentifizierungssysteme in offentlich zuganglichen Raumen zu Straf-
verfolgungszwecken, nicht aber die Herstellung oder den Vertrieb solcher
Systeme.

Fernidentifizierungssysteme sind KI-Systeme, die dem Zweck dienen,
natirliche Personen aus der Ferne durch Abgleich biometrischer Daten
mit den in einer Referenzdatenbank gespeicherten biometrischen Daten
zu identifizieren, ohne dass der Nutzer des KI-Systems vorher weif3, ob die
Person anwesend sein wird und identifiziert werden kann (Art.3 Nr. 36
VO-E). Echtzeit bedeutet, dass die Erfassung biometrischer Daten, der Ab-
gleich und die Identifizierung ohne erhebliche Verzégerung erfolgen
(Art. 3 Nr.37 VO-E). Dies umfasst ,,die Verwendung von ,Live-Material‘
oder ,Near-live-Material* wie Videoaufnahmen® (EG 8 S.5 VO-E). Da die
Identifizierung ,aus der Ferne“ moglich sein muss, werden Systeme, die
einen unmittelbaren Kontakt der zu erkennenden Person zu den Sensoren
des Systems erfordern (z.B. berithrungsbasierende Fingerabdruckerken-
nungssysteme), nicht erfasst. Zu fordern ist ein gewisser Abstand. Ent-
scheidend ist dabei aber nicht so sehr, wie viele Meter der Sensor des bio-
metrischen Systems von der betroffenen Person entfernt ist, sondern dass
die Erkennung ohne Mitwirkung — und damit ggf. auch ohne Wissen — der
Person erfolgen kann, woraus sich eine besondere Belastung (z.B. die Un-
gewissheit, ob eine Erkennung stattgefunden hat) ergeben kann.>

Zu denken ist v.a. an Gesichtserkennungssysteme,’¢ die es in Verbin-
dung mit Videotberwachung erlauben, in offentlich zuginglichen Rau-
men (Art. 3 Nr.39 VO-E) Personen auf Entfernungen von vielen Metern
ohne deren Mitwirkung zu erfassen und durch einen unverziglich stattfin-
denden Abgleich mit den Aufnahmen in einer Referenzdatenbank zu
identifizieren. Der Einsatz solcher Systeme zu Strafverfolgungszwecken, al-
so zur Verhttung, Ermittlung, Aufdeckung oder Verfolgung von Strafta-
ten durch die zustindigen Behorden (Art. 3 Nrn. 41 und 40 VO-E), wurde
in Deutschland bereits in Pilotprojekten erprobt (z.B. ,Sicherheitsbahnhof
Berlin Stidkreuz*).’” Er zielt darauf ab, Personen aufzusptiren, nach denen
zur Verhinderung oder Verfolgung von Straftaten gefahndet wird.

55 S. Schindler, ZD-Aktuell 2021, 05221.

56 Ggf. auch Gangerkennung, die ebenfalls auf Entfernung moglich ist.

57 Z.B. Salzmann/Schindler, ZD-Aktuell 2018, 06344; Schindler, ZD-Aktuell 2017,
05799.
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Der Verordnungsentwurf enthalt kein ausnahmsloses Verbot, sondern
erlaubt gem. Art.5 Abs. 1 lit.d VO-E die Verwendung in offentlich zu-
gianglichen Rdumen zu Strafverfolgungszwecken, wenn dies ,,unbedingt
erforderlich® ist fir die gezielte Suche nach Opfern von Straftaten oder
vermissten Kindern (i), fir die Abwehr konkreter, erheblicher und unmit-
telbarer Gefahren fiir das Leben oder die korperliche Unversehrtheit nattr-
licher Personen oder eines Terroranschlags (ii) oder fiir das Erkennen, Auf-
spuren, Identifizieren oder Verfolgen von Tatern oder Verdichtigen be-
stimmter schwerwiegender Straftaten (iii).

In Art. 5 Abs.2 bis 4 VO-E finden sich weitere Anforderungen. Gem.
Abs. 2 sind die der Verwendung zugrundeliegende Situation, insbesondere
der drohende Schaden, wenn das System nicht eingesetzt wirde, und die
Folgen der Verwendung des Systems (Schwere, Wahrscheinlichkeit, Aus-
mafS) fur die Rechte und Freiheiten betroffener Personen zu berticksichti-
gen. Dies lauft auf eine Verhaltnismifigkeitsprifung hinaus.’® Ferner wer-
den notwendige und verhéltnismifige Schutzmanahmen und Bedingun-
gen (zeitliche und rdumliche Beschrinkungen) gefordert. Abs. 3 verlangt
zudem eine vorherige Genehmigung durch eine Justizbehorde oder eine
unabhingige Verwaltungsbehorde des Mitgliedstaats, die nur erteilt wer-
den darf, wenn der Einsatz des Systems unter Beriicksichtigung von Abs. 2
fir das Erreichen eines der in Abs. 1 lit. d genannten Ziele notwendig und
verhiltnismaRig ist. Uber die Moglichkeit einer Genehmigung entscheiden
die Mitgliedstaaten gem. Abs.4 in ,detaillierten nationalen Rechtsvor-
schriften® (EG 22 S.1 VO-E), die die Beantragung, Erteilung und Aus-
tibung der Genehmigung regeln. Mithin bedarf es spezifischer gesetzlicher
Rechtsgrundlagen, die sich mit den Voraussetzungen der Verwendung
biometrischer Echtzeit-Identifizierungssysteme in offentlich zuginglichen
Réaumen zu Strafverfolgungszwecken auseinandersetzen.

Diese Anforderungen werden z.T. als unzureichend kritisiert.’® Es wiir-
den , Tir und Tor fir eine biometrische Erkennung eroffnet*.¢® Auch dem
Europdischen Datenschutzausschuss und dem Europdischen Datenschutz-
beauftragten geht das Verbot nicht weit genug.®! Dem ist zuzugeben, dass

58 S.a. EG 20 S.1 VO-E, wonach sichergestellt werden soll, ,,dass diese Systeme ver-
antwortungsvoll und verhéltnismafig genutzt werden®.

59 Z.B. Spindler, CR 2021, 361 (374), der die zahlreichen Ausnahmetatbestinde
kritisiert; Ebert/Spiecker gen. Déhmann, NVwZ 2021, 1188 (1190); Ebers u.a., RDi
2021, 528 (531).

60 Spindler, CR 2021, 361 (365).

61 EDSA/EDSB, Gemeinsame Stellungnahme 5/2021; dazu auch 0.V., ZD-Aktuell
2021, 05266.
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die Verwendung biometrischer Echtzeit-Fernidentifizierungssysteme (v.a.
Gesichtserkennung) in offentlich zuginglichen Ridumen zu Strafverfol-
gungszwecken erhebliche Eingriffe in das Grundrecht auf informationelle
Selbstbestimmung bzw. Schutz personenbezogener Daten (Art.2 Abs. 1
1.V.m. Art. 1 Abs. 1 GG, Art. 7 und 8 GRCh,%? Art. 8 EMRK?®3)4 hervorru-
fen kann, da regelmifig zahlreiche Personen erfasst werden, die hierfiir
keinen Anlass gegeben haben, was Einschiichterungseffekte mit sich
bringt.> Zudem wird mit dem Gesicht auf ein hochstpersonliches®® Merk-
mal zurtckgegriffen und die Erstellung von Bewegungsprofilen ermog-
licht.¢” All dies kann, wie in EG 18 S.1 VO-E dargelegt, ,die Privatsphare
[besser: informationelle Selbstbestimmung] eines grofSen Teils der Bevol-
kerung® beeintrichtigen und ,ein Gefihl der standigen Uberwachung®
hervorrufen. Daran ankniipfend fordert eine Europiische Birgerinitiati-
ve®s, ein Verbot ,biometrischer Massentiberwachung®.%? Es ist anzuneh-

men, dass diese Forderung Einfluss auf den Verordnungsentwurf gehabt
hat.”0

62 Zum str. Verhiltnis von Art. 7 zu Art. 8 GRCh z.B. Meyer/Holscheidv/Bernsdorff,
Art. 8 Rn. 13.

63 Zu Art.8 EMRK als Datenschutzgrundrecht z.B. Karpenstein/Mayer/Péitzold,
Art. 8 EMRK Rn. 28 ff.

64 Wird biometrische Erkennung durch staatliche deutsche Stellen eingesetzt, ist
dies zunichst an den deutschen Grundrechten zu messen, Art. 1 Abs. 3 GG. Bei
Durchfihrung des Rechts der Union sind gem. Art. 51 Abs. 1 S.1 GRCh zudem
europiische Grundrechte anwendbar. Da die Verarbeitung biometrischer Daten
zur Bekimpfung von Straftaten in den Anwendungsbereich der JI-Richtlinie fallt
(s.u.), ist von einer Durchfithrung des Unionsrechts auszugehen (str., z.B. Lisken/
Denninger/Miiller/Schwabenbauer, Kap. G Rn. 385 ff.). Dies wiirde v.a. mit Blick
auf Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E erst recht bei Inkrafttreten des Verord-
nungsentwurfs gelten. Zum schwierigen Verhiltnis der deutschen und europi-
ischen Grundrechte zueinander z.B. Lehner, JA 2022, 177; PrefSlein, EuR 2021, 247.
Hinzu tritt die EMRK, die bei Auslegung der deutschen und europaischen
Grundrechte zu berticksichtigen ist, s. BVerfGE 111, 307 (315 ff.) u. Art. 52 Abs. 3,
53 GRCh. Der Verordnungsentwurf an sich ist als Rechtsakt der Organe der Uni-
on (grds. nur; s. aber die Solange-Rspr. des BVerfG) an der Grundrechtecharta zu
messen, Art. 51 Abs. 1 S.1 GRCh.

65 Z.B.BVerfGE 120, 378 (402) bzgl. automatisierter Kennzeichenerkennung.

66 BVerfGE 150, 244 (269) zihlt das Gesicht zu den hochstpersonlichen Merkmalen.

67 Ausfihrlich zur rechtlichen Einordnung Schindler 2021.

68 Zivilgesellschafiliche Initiative fiir ein Verbot biometrischer Masseniiberwachung,
ABI. 2021/L 13/1.

69 S. die Website der Initiative unter https://reclaimyourface.eu/de/.

70 Politische Hintergriinde vermuten auch Ebert/Spiecker gen. Dohmann, NVwZ
2021, 1188 (1190).
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Allerdings ist auch die groffe Bedeutung einer effektiven Bekimpfung
von Straftaten’! zu berticksichtigen, die in bestimmten Situationen fiir die
Verwendung biometrischer Echtzeit-Fernidentifizierungssysteme in o6ffent-
lich zuganglichen Raumen sprechen kann. Ein vollstindiges Verbot ist da-
her nicht zielfithrend. Mit Blick auf die erheblichen Grundrechtseingriffe,
die von biometrischen Echtzeit-Fernidentifizierungssystemen in 6ffentlich
zuginglichen Riumen ausgehen kénnen, miissen — unabhingig von dem
Verordnungsentwurf — strenge Anforderungen erfillt werden, um einen
Einsatz zu rechtfertigen. Erforderlich ist sowohl nach deutschem als auch
nach europiischem Recht eine gesetzliche Grundlage (Vorbehalt des Ge-
setzes),”? die hochsten Bestimmtheit- und VerhiltnismaRigkeitsanforde-
rungen geniigen muss. Dies umfasst spezifische Eingriffsschwellen, die ein
angemessenes Verhaltnis zwischen den verfolgten Zielen und der Schwere
des Eingriffs herstellen, riumliche und zeitliche Begrenzungen, die einen
flichendeckenden Einsatz verhindern, den Ausschluss oder zumindest die
strenge Eingrenzung der Erstellung von Bewegungsprofilen, einen Rich-
tervorbehalt sowie weitere technische und organisatorische Maffnahmen,
um einen ausreichenden Grundrechtsschutz zu gewahrleisten.”? Dass
durch Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E strengere Anforderungen aufge-
stellt werden, ist nicht erkennbar.

Uberdies sind, da bei Verwendung biometrischer Echtzeit-Fernidentifi-
zierungssysteme personenbezogene (biometrische) Daten durch die zu-
stindigen Behorden zum Zweck der Verhiitung, Ermittlung, Aufdeckung
oder Verfolgung von Straftaten verarbeitet werden, die (in nationales
Recht umzusetzenden) Vorgaben der JI-Richtlinie zu beachten (Art.2
Abs.1 i.V.m. Art. 1 Abs. 1 JI-RL).”# Die Regelungen in Art. 5 Abs. 1 lit. d,
Abs. 2 bis 4 VO-E sollen dabei als lex specialis zu Art. 10 JI-RL, der neben
Art. 8 JI-RL zusitzliche Anforderungen u.a. an die Verarbeitung biometri-
scher Daten (Art. 3 Nr. 13 JI-RL) stellt, verstanden werden (EG 23 VO-E).
Hinsichtlich der Betroffenenrechte (zu denen der Verordnungsentwurf
keine Regelungen enthilt) sowie der sonstigen datenschutzrechtlichen
Pflichten des Verantwortlichen gilt ebenfalls die JI-Richtlinie.

Insgesamt sind die Auswirkungen von Art. 5 Abs. 1 lit.d, Abs.2 bis 4
VO-E auf die materiell-rechtliche Situation — zumindest in Deutschland —
tiberschaubar. Aufgrund des Vorbehalts des Gesetzes ist die Verwendung

71 Z.B. betont BVerfGE 100, 313 (389) ,,die unabweisbaren Bediirfnisse einer wirksa-
men Strafverfolgung®.

72 Auf europiischer Ebene s. Art. 52 Abs. 1 S. 1 GRCh (,,gesetzlich vorgesehen®).

73 Hornung/Schindler, ZD 2017, 203 (207 £.).

74 Zum Anwendungsbereich s. Hornung w.a., Z1S 2018, 566 (569 ff.).
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biometrischer Echtzeit-Fernidentifizierungssysteme in 6ffentlich zugingli-
chen Riumen zu Strafverfolgungszwecken auch ohne Art.5 Abs. 1 lit.d
VO-E verboten, solange keine verfassungskonforme Rechtsgrundlage be-
steht, was fir biometrische Gesichtserkennung in Deutschland derzeit
nicht der Fall ist.”> Die in Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E aufgestell-
ten Anforderungen gehen nicht tber diejenigen hinaus, die auch nach bis-
her geltendem Recht zu stellen sind. Auffallig ist zudem, dass die Verwen-
dung biometrischer Echtzeit-Fernidentifizierungssysteme in offentlich zu-
gianglichen Rdumen nur zu Strafverfolgungszwecken verboten werden
soll, nicht aber, wenn staatliche oder nichtstaatliche Stellen solche Systeme
zu anderen Zwecken verwenden, obwohl dies nicht weniger stark in die
Rechte betroffener Personen eingreifen kann (und eine Verwendung zu
Strafverfolgungszwecken noch am ehesten zu rechtfertigen ist).”¢

3.3 Biometrische Erkennung als Hochristko-KI

Gem. Art. 6 Abs.2 VO-E i.V.m. Anhang III Nr. 1 werden KI-Systeme, die
bestimmungsgemafl fir die biometrische Echtzeit-Fernidentifizierung
(Art.3 Nr.37 VO-E) und die nachtrigliche biometrische Fernidentifizie-
rung (Art. 3 Nr. 38 VO-E) natlirlicher Personen verwendet werden sollen,
als Hochrisiko-KI-Systeme eingeordnet,”” was v.a. mit moglicherweise ,,ver-
zerrten Ergebnissen® aufgrund technischer Ungenauigkeiten, die eine ,,dis-
kriminierende Wirkung® haben konnen, begriindet wird (EG 33 VO-E).
Dies bedeutet zunichst, dass biometrische Echtzeit-Fernidentifizierungs-
systeme 1.S.v. Art. 5 Abs. 1 lit. d VO-E gleichzeitig Hochrisiko-KI-Systeme
sind. Anhang III Nr. 1 geht aber dariiber hinaus, da keine Beschrinkung
auf die Verwendung in offentlichen Riumen zu Strafverfolgungszwecken
vorgesehen ist und sowohl staatliche als auch nichtstaatliche Akteure
adressiert werden. Aufferdem werden Systeme zur nachtriglichen biome-
trischen Fernidentifizierung genannt. Dabei handelt es sich um Ferniden-
tifizierungssysteme, die keine Echtzeit-Fernidentifizierungssysteme sind
(Art. 3 Nr. 38 VO-E). Dies meint gem. EG 8 S. 6 und 7 VO-E Systeme, bei
denen ,die biometrischen Daten schon zuvor erfasst [wurden] und der Ab-

75 S. Hornung/Schindler, ZD 2017, 203 (207 f.).

76 Angesprochen auch bei Veale/Zuiderveen Borgesius, CRi 2021, 97 (101).

77 Ferner ist es denkbar, dass biometrische Erkennung als Sicherheitskomponente
(Art. 3 Nr. 14 VO-E, z.B. zur Absicherung vor unbefugten Zugriffen) eines unter
Anhang II fallenden Produkts zum Einsatz kommt und damit ebenfalls als Hoch-
risiko-KI einzuordnen ist.
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gleich und die Identifizierung [...] erst mit erheblicher Verzogerung [er-
folgt]“. Zu denken ist z.B. an ,,Bild- oder Videoaufnahmen, die von Video-
Uberwachungssystemen oder privaten Geriten vor der Anwendung des KI-
Systems [...] erzeugt wurden®. In der Praxis betrifft dies u.a. Gesichtser-
kennungssysteme, bei denen ,aus der Ferne“ (Art. 3 Nr. 36 VO-E) erstellte
Videoaufnahmen erst mit deutlicher zeitlicher Verzogerung (ggf. Tage
oder Wochen nach der Anfertigung) ausgewertet werden. Da letztlich na-
hezu jedem Gesichtserkennungssystem Gesichtsbilder aus vorab angefer-
tigten Videoaufnahmen zugefithrt werden konnen, ist entscheidend, dass
dies ,,bestimmungsgemidf* erfolgt (Anhang III Nr. 1). Erfasst werden etwa
Gesichtserkennungssysteme, wie sie im Nachgang der Ausschreitungen
wihrend des G20-Gipfels in Hamburg zum Einsatz kamen. Zur Aufkli-
rung begangener Straftaten hatte die Polizei in den Wochen und Monaten
nach dem Gipfel mehrere Terabyte an Videodaten (polizeiliche und priva-
te Aufnahmen) in ein Gesichtserkennungssystem eingespielt und fir die
biometrische Suche aufbereitet. In der so geschaffenen Referenzdatenbank
wurden Suchliufe mit Lichtbildaufnahmen tatverdichtiger Personen
durchgefiihrt, um Erkenntnisse iiber das Vor- und Nachtatverhalten sowie
weitere Straftaten dieser Personen zu gewinnen.”®

Auf die Frage, ob und unter welchen Voraussetzungen ein Einsatz von
Hochrisiko-KI-Systemen zulassig ist, geben die Art. 8 ff. VO-E keine Ant-
wort. Sie enthalten weder Rechtsgrundlagen noch Eingriffsschwellen.””
Mafgeblich sind somit die allgemeinen, v.a. auch datenschutzrechtlichen
Vorschriften (z.B. Art. 6 und 9 DSGVO). Hinsichtlich der Anforderungen,
die in dem Verordnungsentwurf an Hochrisiko-KI-Systeme gestellt wer-
den, gelten fiir biometrische Fernidentifizierungssysteme einige Besonder-
heiten.

Art. 12 Abs. 4 VO-E sicht vor, dass die Protokollierungsfunktion in der
Lage sein muss, den Zeitraum der Verwendung, die Referenzdatenbank,
bestimmte Eingabedaten und die Identitit der menschlichen Aufsichtsper-
sonen festzuhalten. Art. 14 Abs. 5 VO-E bestimmt, dass das System so ge-
staltet sein muss, dass der Nutzer keine Mafnahmen oder Entscheidungen
allein aufgrund des vom System hervorgebrachten Identifizierungsergeb-
nisses trifft, solange dies nicht von mindestens zwei natiirlichen Personen
tberprift und bestatigt wurde. Diese Anforderung kann bei Echtzeit-Fer-

78 S. Salzmann/Schindler, ZD-Aktuell 2018, 06344. Der HmbBfDI hat die Léschung
der Referenzdatenbank angeordnet. Der Bescheid wurde vom VG Hamburg (Urt.
v. 23.10.2019, 17 K 203/19) aufgehoben, krit. Mysegades, NVwZ 2020, 852.

79 Allerdings sieht Art. 29 Abs. 4 VO-E vor, dass die Nutzer die Verwendung in be-
stimmten Situationen aussetzen.
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nidentifizierungssystemen zu Strafverfolgungszwecken problematisch sein,
wenn auf eine Identifizierung eine sofortige Reaktion angezeigt ist (z.B.
bei Identifizierung eines gesuchten Terrorverdachtigen an einem belebten
Ort). Fir derartige Situationen sollten Ausnahmen vorgesehen werden.

Bei den in Anhang III Nrn. 2 bis 8 aufgefiihrten Hochrisiko-KI-Syste-
men sicht Art. 43 Abs.2 VO-E ein Konformititsbewertungsverfahren auf
Grundlage interner Kontrolle gem. Anhang VI vor. Fir biometrische Sys-
teme i.S.v. Anhang III Nr. 1 bestimmt Art. 43 Abs. 1 VO-E hingegen, dass,
so keine harmonisierenden Normen oder gemeinsame Spezifikationen
gem. Art. 40 und 41 VO-E vorliegen, das Verfahren mit einer Zertifizie-
rungsstelle nach Anhang VII greift.8

Insgesamt sind die Anforderungen an Hochrisiko-KI-Systeme zu begri-
Ben, auch wenn sie hiufig sehr allgemein gehalten sind®! und teilweise, ge-
rade auch bei biometrischen Systemen, schlicht unerfillbar scheinen (z.B.
Fehlerfreiheit von Trainingsdaten gem. Art. 10 Abs. 3 VO-E?2, vollstindi-
ges Verstehen der Fihigkeiten und Grenzen gem. Art. 14 Abs. 4 lit.a VO-
E33). Zu bedenken ist ferner, dass die nachtragliche biometrische Ferniden-
tifizierung (Anhang III Nr. 1) zu Strafverfolgungszwecken, wenn sie auf
der systematischen Auswertung umfangreicher Videoaufnahmen beruht,
dhnlich schwerwiegende Grundrechtseingriffe hervorrufen kann, wie die
dem Verbot gem. Art. 5 Abs. 1 lit. d VO-E unterfallende Echtzeit-Ferniden-
tifizierung (z.B. bei Erstellung umfassender Bewegungsprofile). Durch
Verzogerung der Auswertung der Aufnahmen um ein paar Stunden, kann
das Verbot dem Wortlaut nach umgangen werden.8

3.4 Emotionserkennung und biometrische Kategorisierung

Gem. Art.52 Abs.2 VO-E missen Verwender®® eines Emotionserken-
nungssystems oder eines Systems zur biometrischen Kategorisierung die
davon betroffenen natiirlichen Personen iiber den Betrieb des Systems in-
formieren. In welcher Form zu informieren ist, wird nicht naher be-

80 Dazu Spindler, CR 2021, 361 (370).

81 Z.B. Ebers, RDi 2021, 588 (590).

82 Ebers u.a., RDi 2021, 528 (533).

83 Ebers u.a., RDi 2021, 528 (534).

84 Angerissen auch bei Veale/Zuiderveen Borgesius, CRi 2021, 97 (101).

85 Der Begriff wird nicht definiert und nur in Art. 52 Abs. 2 VO-E genutzt. Es ist an-
zunehmen, dass damit der Nutzer (Art. 3 Nr. 4 VO-E: ,Stelle, die ein KI-System in
eigener Verantwortung verwendet®) gemeint ist.

121

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Stephan Schindler und Sabrina Schomberg

stimmt. Hier bietet sich eine Anlehnung an Art. 12 Abs. 1 DSGVO an (kla-
re und einfache Sprache etc.). Zu der Frage, unter welchen inhaltlichen
Voraussetzungen eine Verwendung zulssig ist, verhilt sich die Vorschrift
ebenfalls nicht.

Emotionserkennungssysteme®¢ sind KI-Systeme, die Emotionen oder
Absichten natirlicher Personen auf der Grundlage ihrer biometrischen
Daten feststellen oder daraus ableiten (Art. 3 Nr. 34 VO-E). Die Bezugnah-
me auf biometrische Daten gem. Art. 3 Nr. 33 VO-E ist unglicklich, da die
Emotionserkennung nicht auf die eindeutige Identifizierung natiirlicher
Personen abzielt und auch nicht nachvollziehbar ist, warum bei Emotions-
erkennungssystemen, die nicht auf biometrische Daten zurtickgreifen, kei-
ne Informationspflichten bestehen sollen, obwohl gleichfalls die Emotio-
nen natdrlicher Personen festgestellt werden.

Systeme zur biometrischen Kategorisierung sind gem. Art. 3 Nr. 35 VO-
E KI-Systeme, die dem Zweck dienen, natiirliche Personen auf der Grund-
lage ihrer biometrischen Daten bestimmten Kategorien (z.B. Geschlecht,
Alter, Haarfarbe, Augenfarbe, Tatowierung, ethnische Herkunft, sexuelle
oder politische Ausrichtung) zuzuordnen. Zu denken ist z.B. an eine vi-
deogestiitzte Alters- und Geschlechtserkennung, um Kunden auf Werbe-
bildschirmen zielgruppengerechte Werbung vorzuspielen.?” Unklar ist al-
lerdings, wie anhand biometrischer Daten eine Kategorisierung nach poli-
tischer Ausrichtung erfolgen soll (s. Art. 3 Nr. 35 VO-E). Zudem stellt sich
auch hier die Frage, warum nur Kategorisierungen auf Grundlage biome-
trischer Daten erfasst werden, zumal eine Kategorisierung z.B. nach Ge-
schlecht, Alter sowie Haut- und Haarfarbe regelmafSig keiner Merkmale
bedarf, die eine eindeutige Identifizierung i.S.v. Art. 3 Nr. 33 VO-E ermog-
lichen.

Bei Systemen, die fir eine biometrische Kategorisierung zur Aufde-
ckung, Verhitung, Ermittlung und Verfolgung von Straftaten verwendet
werden (etwa Alters- und Geschlechtserkennung als Hilfsmittel bei der po-
lizeilichen Auswertung von Videoaufnahmen), besteht keine Informati-
onspflicht (Art. 52 Abs. 2 S.2 VO-E).

86 Aus technischer Sicht z.B. Brand u.a., Informatik Spektrum 2012, 424.
87 S. Wentland/Schindler, ZD-Aktuell 2017, 05855.
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4 Unzureichende Regelungskompetenz der Union

Fraglich ist, ob die Union fir den Erlass der vorgenannten Regelungen
tiberhaupt zustindig ist. In dem Bezugsvermerk und in EG 2 VO-E werden
die Art. 114 und 16 AEUV als Rechtsgrundlagen angegeben. Dies ist in
Teilen nicht uberzeugend.

Gem. Art. 114 Abs. 1 S.2 AEUV kénnen Manahmen zur Angleichung
der Rechts- und Verwaltungsvorschriften der Mitgliedstaaten getroffen
werden, welche die Errichtung und das Funktionieren des Binnenmarkts
zum Gegenstand haben (s. Art. 3 Abs.3 UAbs.1 S.1 EUV). Der Binnen-
markt umfasst einen Raum ohne Binnengrenzen, in dem der freie Verkehr
von Waren, Personen, Dienstleistungen und Kapital gewahrleistet ist
(Art. 26 Abs. 2 AEUV). Seine Verwirklichung erfordert die Beseitigung von
Freiverkehrshindernissen und Wettbewerbsverfalschungen.®® Ersteres er-
folgt z.B. durch die Vereinheitlichung technischer Spezifikationen, um
technische Handelshemmnisse abzubauen,® letzteres durch Angleichung
nationaler Rechtsvorschriften tber Produktionsbedingungen in bestimm-
ten Wirtschaftssektoren.”® Insgesamt stellt der Binnenmarkt ,einen denk-
bar weiten Bezugspunkt fiir eine Rechtsetzungskompetenz der Union
dar“,! der das Zivil- und Handelsrecht, das besondere Verwaltungsrecht
und ggf. sogar das Straf(verfahrens-)recht umfasst.”?

Mit Blick darauf, dass KI-Systeme ,,problemlos in verschiedenen Berei-
chen der Wirtschaft und Gesellschaft, auch grenziiberschreitend, einge-
setzt werden und in der gesamten Union verkehren [konnen]“ (EG 2 S. 1
VO-E), ist es nachvollziehbar, auf Grundlage von Art. 114 AEUV eine euro-
paweit einheitliche Regulierung von KI-Systemen anzustreben. Hierdurch
konnen ,,Unterschiede, die den freien Verkehr von KI-Systemen [...] im
Binnenmarkt behindern, vermieden werden“ und Allgemeininteressen so-
wie Rechte von Personen im gesamten Binnenmarkt gleichermaflen ge-
schiitzt werden (EG 2 S. 4 VO-E). Dies gilt jedenfalls insoweit, als in erster
Linie technische und organisatorische Anforderungen produktsicherheits-
rechtlicher Art an die Anbieter von KI-Systemen gestellt und Nutzer zur
Einhaltung (Art.29 Abs.1 VO-E: Verwendung entsprechend der Ge-
brauchsanweisung) verpflichtet werden, wie dies v.a. bei der Hochrisiko-KI
der Fall ist.

88 Streinz/Schroder, Art. 114 AEUV Rn. 18 ff.
89 Streinz/Schroder, Art. 114 AEUV Rn. 25.
90 Streinz/Schroder, Art. 114 AEUV Rn. 26.
91 Streinz/Schroder, Art. 114 AEUV Rn. 18.
92 Geiger u.a./Khan, Art. 114 AEUV Rn. 10.
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An ihre Grenzen kommt die Binnenmarktkompetenz jedoch, wenn
staatlichen Stellen detailliert vorgegeben wird, ob und unter welchen Vor-
aussetzungen KI-Systeme eingesetzt werden dirfen. Besonders deutlich
wird dies bei dem Verbot der Verwendung biometrischer Echtzeit-Fer-
nidentifizierungssysteme in Offentlich zuginglichen Raumen zu Strafver-
folgungszwecken (Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E), das einen Binnen-
marktbezug nicht erkennen lasst.”3 Insoweit besteht ein Unterschied zur
Richtlinie 2006/24/EG tber die Vorratsspeicherung, die, obwohl sie den
Umgang mit Daten im Kontext der Ermittlung, Feststellung und Verfol-
gung von Straftaten betraf, auf die Binnenmarktkompetenz gestiitzt wer-
den konnte, da sie im Wesentlichen die Pflicht (privater) Diensteanbieter
zur Speicherung von Verkehrs- und Standortdaten regelte, nicht aber die
Nutzung dieser Daten durch die zustandigen Behorden.?*

Als Kompetenzgrundlage wird in EG 2 S.5 VO-E ferner auf Art. 16
Abs.2 AEUV abgestellt, soweit der Verordnungsentwurf ,konkrete Vor-
schriften zum Schutz von Privatpersonen im Hinblick auf die Verarbei-
tung personenbezogener Daten enthalt, mit denen v.a. die Verwendung
von KI-Systemen zur biometrischen Echtzeit-Fernidentifizierung in 6ffent-
lich zuginglichen Rdumen zu Strafverfolgungszwecken eingeschrinkt
wird“. Gemeint ist erkennbar Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E.

Art. 16 Abs.2 AEUV erlaubt den Erlass von Vorschriften tber den
Schutz natiirlicher Personen bei der Verarbeitung personenbezogener Da-
ten durch die Mitgliedstaaten im Rahmen der Ausiibung von Tatigkeiten,
die in den Anwendungsbereich des Unionsrechts fallen, und tber den frei-
en Datenverkehr. KI-Systeme zur biometrischen Identifizierung und Kate-
gorisierung i.S.d. Verordnungsentwurfs beruhen per Definition auf der
Verarbeitung personenbezogener Daten (Art.3 Nr.33 i.V.m. Art.3 Nrn.
35 bis 38 VO-E). Dass die Vorschriften im Verordnungsentwurf tatsiachlich
auf den Schutz natirlicher Personen bei Verarbeitung personenbezogener
Daten abzielen, wie dies z.B. in der DSGVO oder der JI-Richtlinie der Fall
ist, ist allerdings nicht ohne weiteres erkennbar. In Art.5 Abs. 1 lit.d,
Abs. 2 bis 4 VO-E finden personenbezogene Daten keine explizite Erwah-
nung. Die Regelungen zur Hochrisiko-KI enthalten ebenfalls so gut wie
keine Vorschriften, die spezifisch auf den Umgang mit personenbezoge-
nen Daten eingehen (s. aber Art. 10 Abs. 5 VO-E).

Vor allem aber ist fraglich, ob Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E iiber-
haupt eine Tatigkeit regelt, die in den Anwendungsbereich des Unions-

93 Valta/Vasel, ZRP 2021, 142 (143); krit. auch Ebers u.a., RDi 2021, 528 (529).
94 Dazu EuGH, NJW 2009, 1801.
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rechts .S.v. Art. 16 Abs.2 AEUV fillt.”> Der Anwendungsbereich wire je-
denfalls gegeben, wenn fiir die geregelte Tatigkeit eine eigenstindige Kom-
petenzgrundlage im Unionsrecht bestehen wiirde.”® Eine solche ist, da es
sich um Vorschriften handelt, die das innerstaatliche Polizei- und Strafver-
fahrensrecht betreffen,”” nicht ersichtlich (s. Art.2 bis 6 AEUV). Als An-
knipfungspunkt fiir den Anwendungsbereich des Unionsrechts kommt al-
lenfalls der Raum der Freiheit, der Sicherheit und des Rechts in Betracht
(Art. 3 Abs.2 EUV, Art. 67 ff. i.V.m. Art. 4 Abs. 2 lit. j AEUV), der u.a. die
grenziiberschreitende justizielle und polizeiliche Zusammenarbeit um-
fasst. Ein grenziberschreitender Bezug ist bei Art.5 Abs. 1 lit.d, Abs.2
bis 4 VO-E allerdings nicht erkennbar. Vielmehr ist der rein innerstaatli-
che Einsatz biometrischer Echtzeit-Fernidentifizierungssysteme zu Straf-
verfolgungszwecken betroffen. Anders als bei der JI-Richtlinie lasst sich
auch nicht argumentieren, dass in erster Linie datenschutzspezifische pro-
zedurale und institutionelle Vorkehrungen (z.B. Betroffenenrechte, Daten-
sicherheit etc.) geregelt sind, um bei (moglicherweise auftretenden) grenz-
tberschreitenden Sachverhalten ein einheitliches Datenschutzniveau zu
gewihrleisten, wihrend die materiellen Vorgaben fiir den Einsatz auf Min-
destvorgaben beschrinkt sind (s. Art. 8 und 10 JI-RL).”® Die blofe Bertih-
rung eines Zustindigkeitsbereichs der Union geniigt nicht, damit Art. 5
Abs. 1 lit.d, Abs.2 bis 4 VO-E in den Anwendungsbereich des Unions-
rechts fallt.”? Folglich fehlt es fir Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E an
einer Regelungskompetenz der Union.!%

S5 Fazt

Der Kommission ist zuzugestehen, ,,dass sie einen mutigen Anlauf genom-
men hat, um weltweit eine der ersten Regulierungen von KI-Systemen vor-

95 Dass der freie Datenverkehr 1.S.v. Art. 16 Abs. 2 AEUV betroffen ist, ist nicht er-
kennbar.

96 Lisken/Denninger/Miiller/Schwabenbauer, Kap. G Rn. 422.

97 Ebers u.a., RDi 2021, 528 (529), demnach es sich um Vorschriften handelt, ,,die
in der Regel Teil des mitgliedstaatlichen Polizei- oder Straf(verfahrens)rechts
sind“.

98 S. Bdcker, BT-Ausschuss-Drs. 17(4)585 B; Lisken/Denninger/Miiller/Schwabenbau-
er, Kap. G Rn. 420f.

99 S. Lisken/Denninger/Miiller/Schwabenbauer, Kap. G Rn. 417 ff.

100 Im Ergebnis auch Valta/Vasel, ZRP 2021, 142 (143 f.); krit. auch Burri/v. Bothmer
2021, S. 6f.
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zunehmen®.!! Bei dem Verbot der Verwendung biometrischer Echtzeit-
Fernidentifizierungssysteme in offentlich zuganglichen Raumen zu Straf-
verfolgungszwecken gem. Art. 5 Abs. 1 lit. d VO-E dringt sich allerdings
der Verdacht auf, dass es sich eher um ,gegenwartsgebundene Symbolpoli-
tik“192 handelt, die als Reaktion auf offentlichkeitswirksam!® geauferte
Angste vor einer ausufernden Massentiberwachung zu verstehen ist. Damit
soll nicht in Abrede gestellt werden, dass diese Form biometrischer Erken-
nung schwerwiegende Grundrechtseingriffe hervorrufen und daher -
wenn Uberhaupt — nur auferst zuriickhaltend eingesetzt werden sollte. Je-
doch fallt ihre Regulierung nicht in die Kompetenz der Union, sondern
zahlt zum ,Wesenskern staatlicher Souverinitat“1%4, Zudem stellen die
Art. 5 Abs. 1 lit. d, Abs. 2 bis 4 VO-E keine Anforderungen, die nicht auch
aus dem deutschen Verfassungsrecht abgeleitet werden konnen.

Soweit biometrische Erkennung als Hochrisiko-KI einzuordnen ist, gel-
ten die Vorgaben in Art. 6 ff. VO-E. Diese sind grofStenteils allgemein for-
muliert und bedurfen der Konkretisierung durch die Anbieter sowie Nor-
mungsorganisationen.!% Fiir biometrische Systeme 1.S.v. Anhang III Nr. 1
bestehen Besonderheiten hinsichtlich der Protokollierung (Art. 12 Abs. 4
VO-E), der menschlichen Aufsicht (Art. 14 Abs. 5 VO-E) und der Konfor-
mitdtsbewertung. Rechtsgrundlagen oder Eingriffsschwellen sind nicht
vorgesehen.

Systeme zur Emotionserkennung und zur biometrischen Kategorisie-
rung unterliegen gem. Art. 52 Abs.2 VO-E Transparenzpflichten, wobei
nicht nachvollziehbar ist, warum dies nur fiir Systeme gelten soll, die auf
Grundlage biometrischer Daten funktionieren. Etwa arbeiten Streaming-
dienste an der Emotionserkennung anhand von Hintergrundgerauschen
oder der Spracheingabe.!%® Die Bezugnahme auf biometrische Daten sollte
daher gestrichen werden, damit die Transparenzpflichten fir alle KI-Syste-
me gelten, die Emotionen erkennen.

Insgesamt ist es zu begrifen, dass sich die Kommission der Regulierung
von KI angenommen hat. Die vorgeschlagenen Regelungen bedirfen je-

101 Spindler, CR 2021, 361 (373); deutlich negativer Valta/Vasel, ZRP 2021, 142
(145): ,Planbarkeits-Ubermut®.

102 Valta/Vasel, ZRP 2021, 142 (143).

103 S. https://reclaimyourface.eu/de/.

104 Lisken/Denninger/Miiller/Schwabenbauer, Kap. G Rn. 399.

105 Krit. z.B. Ebers, RDi 2021, 588, 590 und 596 f.; von der Notwendigkeit, die ab-
strakten Anforderungen zu konkretisieren, sprechen auch Bombard/Merkle, RDi
2021, 276, 283.

106 Korz u.a. 2021, Gefihle im Patent: Emotionserkennung beim Musikstreaming,.
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doch an verschiedenen Stellen der Nachbesserung, die im weiteren Gesetz-
gebungsverfahren geleistet werden sollte.
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Digitale Subjekte in der Plattformokonomie: Datenschutz als
zentrale Machtfrage

Jasmin Schreyer

Zusammenfassung

Die ,schone neue Welt' der digitalen Daten-Sharing-Okonomie wurde
durch die Enthillungen von Snowden 2013, die der globalen Offentlich-
keit die flichendeckende Uberwachung des Internets durch staatliche Ge-
heimdienste offenlegte, entzaubert. Seitdem sind die Hoffnungen auf eine
Demokratisierung durch das Internet angeschlagen. Das Internet als Herr-
schaftsinstrument bietet dabei nicht nur staatliche Akteur:innen, die Mog-
lichkeit (il-)legal Daten zu sammeln, sondern auch privatwirtschaftlichen
Unternehmen. Auf Servern und Datenbanken auf der ganzen Welt werden
all unsere digitalen Spuren, Handlungen und Interaktionen, die auf den
handelstblichen Hard- und Software-Programmen durchgefithrt werden,
registriert, getrackt, gespeichert, aggregiert und ausgewertet sowie weiter-
verkauft. Wihrend Plattformen verschiedenster Couleur mittels algorith-
mischer Infrastrukturen diese Datafizierung vorantreiben, inszenieren sich
die betreibenden Organisationen als neutrale Vermittlungsinstanzen und
propagieren, dass ihre Datensammlungen eine Form der ,héheren® Intelli-
genz, die Wissen, Wahrheit und Objektivitat generiert, liefern wiirden. Da-
zu wird nahezu jede Form von Aktivitit erfasst und quantifiziert, wodurch
das einzelne Subjekt als Datenwolke kategorisiert und ihr Verhalten antizi-
piert wird. Durch die Rekombination von Daten ergeben sich Muster, die
wihrend der Datenerfassung so nicht absehbar waren, wodurch die infor-
mationelle Selbstbestimmung gefihrdet wird, da die Moglichkeit zur Ver-
haltensmanipulation die Selbstbestimmung untergribt. Denn das Wissen
tiber vergangene, gegenwirtige und zukunftige Praferenzen, Einstellungen
und Verhalten, ohne auf psychologische Motivationen zurtckgreifen zu
missen, allein auf Basis der Daten, fithrt bei den betroffenen Subjekten
zu einer Internalisierung des Machtverhaltnisses sowie zu einer Selbstkon-
trolle und proaktiven Anderung des Verhalten. Das so geschaffene digitale
Panoptikum ist allgegenwirtig, dabei unsichtbar und tritt diskursiv mit
Schlagworten wie Transparenz, Vernetzung und Sharing auf. Daher wird
das Konzept des Datenschutzes zu einer immer zentraleren Machtfrage im
21. Jahrhundert
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Die ,schone neue Welt' der digitalen Daten-Sharing-Okonomie trackt,
speichert, aggregiert und verkauft all unsere digitalen Spuren, Handlun-
gen und Interaktionen. Die vermeintliche Neutralitit von Plattformen
verschiedenster Couleur, die mittels algorithmischer Infrastrukturen diese
Datafizierung vorantreiben, propagieren, dass ihre Datensammlungen eine
Form der ,hoheren® Intelligenz generierten, die Wissen, Wahrheit und
Objektivitit herstellen wiirden. Die Asymmetrie zwischen den Subjekten
und den datensammelnden Organisationen sowie das Ausmafl, der Um-
fang und Zweck dieser Bemihungen wird verschleiert. Dabei ergeben
sich auf der Ebene des Subjekts gravierende Verianderungen: einerseits
schaffen und pragen Algorithmen eine eigene Wirklichkeit, welche die
informationelle Selbstbestimmung gefihrdet, da die Moglichkeit zur Ver-
haltensmanipulation die Selbstbestimmung untergraben kann. Die Auflé-
sung der Privatsphire im virtuellen Raum ist andererseits auch durch die
Aggregation nicht-personenbezogener Daten bedingt, da durch Korrelati-
on von enormen Mengen an Daten personenbezogene Daten abgeleitet
werden. Das Recht auf Privatsphire wird so sukzessive entwertet und
zurliickgedrangt. Dabei ist vielen Menschen Privatsphire (sehr) wichtig,
gleichzeitig miissen und wollen sie virtuell prisent sein, wodurch zum Teil
keine andere Wahl bleibt, als mit den personlichen Daten zu bezahlen, um
partizipieren zu konnen. Das Konzept des Datenschutzes avanciert daher
zu einer der zentralen Machtfragen im 21. Jahrhundert.

1. Uberwachungskapitalismus, Datafizierung und Algorithmen

Edward Snowden legte 2013 die flichendeckende Uberwachung des In-
ternets durch staatliche Geheimdienste offen. Damit kam aber auch suk-
zessive ans Licht, inwieweit die Big-Tech-Unternehmen, die unser Leben
durch diverse digitale Gadgets pragen, Teil dieser Uberwachungsmaschi-
nerie sind (Greenwald 2014). Die ehemals groffen Hoffnungen auf eine
Demokratisierung der Welt durch das Internet sind ladiert und das Inter-
net wurde als Herrschaftsinstrument demaskiert. Doch nicht nur staatliche
Akteur:innen sammeln (il-)legal Daten, um politische Repression oder den
Schutz ihrer zentralen Machtinteressen auszuiiben — natirlich im Dienste
der allgemeinen Sicherheit (Stalder 2016) -, sondern auch immer mehr
privatwirtschaftliche Unternehmen. Dabei fillt auf, dass die wertvollsten
Unternehmen der Welt (die sogenannten Big-Five: Microsoft, Apple, Ama-
zon, Alphabet (Google) & Meta (Facebook)) gleichzeitig diejenigen sind,
die iber besonders viele und tiefgreifende Daten tber einzelne Subjekte

132

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Digitale Subjekte in der Plattformékonomie

verfigen. Denn die Nutzung ihrer Hard- und/ oder Software erzeugen
immense Datensammlungen.

Auf Servern und Datenbanken auf der ganzen Welt werden all unsere
digitalen Spuren, Handlungen und Interaktionen registriert, getracke, ge-
speichert, aggregiert und ausgewertet sowie weiterverkauft. Das Sammeln
der Daten war urspringlich zur Verbesserung des jeweilig angewandten
Dienstes gedacht. Die gesammelten Daten bestehen nach Shoshana Zuboff
aus zwei Teilen: eine Datenmenge, die in direktem Bezug zur digitalen
Funktion steht. Diese Datenmenge stellt nach Zuboff den ,Rohstoff* dar,
der in den ,Verhaltenswert-Reinvestitionszyklus“ fliet. Dieser Zyklus
dient der ,Verbesserung von Tempo, Genauigkeit und Relevanz" (Zuboff
2018, S. 91). Allerdings entsteht bei jeder Nutzung eine Art ,Kielwelle von
Kollateraldaten wie etwa Anzahl und Muster der Suchbegriffe, wie eine
Suche formuliert, buchstabiert, interpunktiert ist, Verweildauer, Klickmus-
ter, Ort usw. usf.“ (Zuboff 2018, S. 90). Diese Daten sind nicht notwendig
fur die Funktion und wurden zum Zeitpunkt der Entwicklung der digita-
len Dienstleistungen zu Beginn unsortiert gespeichert. Im sogenannten
,Uberwachungskapitalismus‘, wie ihn Zuboff beschreibt, ist es nun jedoch
genau dieser zweite, nicht notwendige Teil der Daten, der den ,Verhaltens-
tiberschuss’, also den Mehrwert, generiert. Uberwachungskapitalismus re-
kurriert auf die Aneignung von personlichen Daten und menschlicher Er-
fahrung als Ware, woraus der Verhaltensiiberschuss sowie marktfihige
Produkte generiert werden. Dabei wird das erfasste Verhalten mit der
Uberfiihrung in eine verwertbare Ware tiber mehrere Schritte tiefgreifend
aufbereitet und verandert. In Anlehnung an die Informatik spricht Zuboff
von einer technisch aufbereitenden ,Rendition’ der Informationen tber
Menschen (Vof§ 2020). Erst auf diesem Weg sei der Rohstoff ,Verhalten’
weiter verwendbar. Es geht nicht mehr nur um die Gewinnung und daten-
analytische Aufbereitung der Information zu einzelnen Verhaltensakten
und Personenmerkmalen, sondern um die Erfassung und Verarbeitung der
Gesamtheit des menschlichen Lebens, um eine ,Rendition des Selbst“
(Zuboff 2018, S. 309). Verhaltensweisen werden so — auf Basis von Person-
lichkeitsprofilen — zum Produkt.

Eine Folge davon ist eine immer engmaschigere Uberwachung der Men-
schen, um mehr Daten und damit (vermeintlich) bessere Ergebnisse zu
produzieren. Die Datensuche dringt in immer privatere Bereiche vor. Die
Uberwachung wird tendenziell totalitir. Die Analyse des Verhaltenstiber-
schusses ermoglicht es menschliches Verhalten, mit stetigem Datenvolu-
men exakter, vorherzusagen. Dabei liefern bereits Metadaten ein sehr um-
fassendes Bild. Denn sie beschreiben den Kontext einer Kommunikation.
Aus diesen Daten konnen Ruckschliisse auf das gesamte Leben, die Bezie-
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hungen und das Bezichungsverhalten gezogen werden und etwa durch
einen Assoziationsgraph visualisiert werden. ,Metadaten sind bei der
Uberwachung der gesamten Bevolkerung wesentlich aussagekriftiger,
wichtiger und nutzlicher (Zimmer 2019, 33). In Verbindung mit Text Mi-
ning generieren sie ein ,vertieftes’ Wissen durch die Erkennung und Ver-
knipfung von Mustern. Beispielsweise konnen so politische Einstellungen,
kultureller Hintergrund und Religiositit oder die sexuelle Orientierung
destilliert werden, woraus die auswertenden Organisationen eine ,,Echt-
zeit-Marktanalyse mit individueller Kundenansprache® (Seele/ Zapf 2017,
S.119) an die Hand bekommen. Aber nicht nur konnen so ,neue‘ Markte
adressiert werden, vielmehr werden auf der Basis dieser datentechnischen
Aufbereitung und Analyse von Informationen Mechanismen entwickelt,
die zur Steuerung von Verhalten dienen.

Um die Praxis der Analyse des Verhaltensiiberschusses zu forcieren, er-
zeugen digitale Infrastrukturen ,einen hohen Druck, ja, faktischen Zwang
zur ,Einwilligung™ (Rofnagel, Friedewald/ Hansen 2018, S. 4), mittels so-
genannter ,Click Warp-Vertrage‘. Damit sind Nutzungsbedingungen und
Datenschutzrichtlinien von digitalen Angeboten gemeint, die ohne die
,Zustimmung® der Nutzer:innen nicht funktionieren. Zuboff bezeichnet
dies als ,privates Enteignungsrecht und spricht von einer einseitigen Be-
schlagnahme von Rechten ohne Einwilligung“ (Zuboff 2018, S. 94). Da-
raus erwachse der Uberwachungskapitalismus.

Digitale Identititen stehen somit im Zentrum von wirtschaftlichen und
politischen Interessen (Strauf§ 2020). Die Subjektivitit der Einzelnen wird
quantifiziert und ist somit Ausgangspunkt der riesigen Datenerhebungs-
mechanismen die durch die beispielslose Durchdringung der Digitalisie-
rung hervorgebracht wurde. Sie erfolgt im offentlichen und halboffentli-
chen Raum (z.B. in Verkehrsmitteln sowie bei zunechmend eingeftihrten
»2Smart City“-Technologien, bei Behorden oder Pflegeeinrichtungen), in
der Konsumsphire (online und offline durch das Tracking innerhalb von
Verkaufsriumen, wie Mensch sich dort bewegt, Angebote begutachtet
usw.) wie auch bei der Erwerbsarbeit bzw. im Betrieb (bspw. durch Of-
fice 365, das Intranet oder wearables) (Vof§ 2020; Zimmer 2019a; Holler/
Wedde 2018). Die enormen Datensammlungen die durch die Beobach-
tungstechnologien entstehen, wurden nicht nur aus Sicherheitsgriinden
eingesetzt, vielmehr werden sie intensiv als Datenquellen genutzt. Diese
Vorginge fasst der Begriff ,datafication® (van Dijck 2014).

Datafizierung beschreibt die Fihigkeit und den Prozess der Erfassung
und Quantifizierung nahezu jeder Form und Aktivitit in beinahe jedem
Alltagsbereich als ,totale’ Vermessung von Individuum und Gesellschaft.
Diese Durchdringung forciert die Auflésung der Grenzen zwischen priva-
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ten, Offentlichen und 6konomischen Raum. Datafizierung als Paradigma
steht somit ideologisch zwischen Sozialitit, Wissenschaft und Wirtschaft
(van Dijck 2014; Smith 2018). Die analoge Welt wird in abzahlbare Gré-
Ben ,ubersetzt®, aufgeldst in Einser und Nullen, damit sich der Computer
darin ,,zurechtfindet” (Zimmer 2019). Wahrend nun Plattformen verschie-
denster Couleur mittels algorithmischer Infrastrukturen die Datafizierung
vorantreiben, inszenieren sich dieselben Organisationen als ,neutrale® Ver-
mittlungsinstanzen und propagieren, dass ihre Datensammlungen eine
Form der ,hdheren® Intelligenz, die Wissen, Wahrheit und Objektivitit
herstellen wiirden. Die Asymmetrie zwischen den Nutzenden und den
datensammelnden Organisationen sowie das Ausmafl, der Umfang und
Zweck dieser Bemithungen werden durch Zahlen und statistische Daten
verdeckt, die ihren Anweisungen und Aussagen den Anstrich von Genau-
igkeit und Unbestechlichkeit verleihen.

Algorithmen sind die Grundlage jeglicher Suche und Information,
Kommunikation und Interaktion im Internet. Algorithmen sind aber ,nur
Handlungsvorschriften zur Losung eines Problems. Diese Problemlosung
wird in modulare Einheiten Schritt fiir Schritt gegliedert (Levermann
2018). Ein Algorithmus fithrt somit vorgefertigte Schritte mit vorhande-
nen oder zugefiihrten Daten aus, um das gewtnschte Ergebnis zu produ-
zieren. Aus kulturphilosophischer Sicht sind Algorithmen nicht durch
technische Komponenten oder dem strikten Vorgehen definiert. Vielmehr
ist hier der "Entdeckungs- und Verwendungszusammenhang in kulturel-
len, also bedeutungskonstituierenden Kontexten" (Levermann 2018, S. 33)
von Interesse. Sie fungieren als Referenzsystem fiir soziale Organisationen
und bringen durch ihre Erzeugung und Betreibung eine Eigenlogik her-
vor, die soziale Tatsachen generiert (Dolata 2017). Die in Algorithmen ein-
geschriebenen Regeln, Normen und Handlungsanleitungen wirken auf
die Aktivititen ihrer Nutzer:innen wie soziale Institutionen und struktu-
rieren ihr Handeln so stetig mit. Algorithmen sind hochpolitisch, da sie
distinkte, selektive und zunehmend personalisierte soziale Wirklichkeiten
auf der Grundlage von sozialen Kriterien schaffen und verhaltensprigend
wirken (Levermann 2018; Konig 2019).

Algorithmen erfassen somit nahezu jede Form von (digitaler) Aktivitat
und quantifizieren diese, wodurch das einzelne Subjekt als Datenwolke
einen digitalen Schatten zugeschrieben bekommt (Nocun 2018b; Zimmer
2019b). Dieser Prozess ersetzt das ,Wie und Warum® des Einzelnen durch
das ,Was als Das‘. Das Individuum tritt sodann nur noch als Datenwolke
in Erscheinung. Jedoch ist das algorithmisch generierte Abbild des digita-
len Subjekts in seiner Komplexitit reduziert, da nur, was ihm durch die
Datenspuren seiner elektronischen Aktivitaten, Verbindungen, Transkatio-
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nen und Bewegungen, seinem ,digitalen Schatten®, zugeschrieben wird,
erfasst werden kann (Zimmer 2019, S.20f.). Algorithmen kategorisieren
Personen. Thr Verhalten wird dadurch antizipiert und (Vor-)Entscheidun-
gen getroffen. Sie schaffen und prigen dadurch eine eigene Wirklichkeit
und generieren soziale Bedeutung (Levermann 2018). Dartiber hinaus er-
geben sich durch die Rekombination von Daten Muster, die wahrend der
Datenerfassung so nicht absehbar waren. Die inhdrente Moglichkeit zur
Verhaltensmanipulation (Rouvroy 2013) tangiert die Selbstbestimmung,
wodurch die informationelle Selbstbestimmung! gefahrdet wird (Nassehi
2019a, 2019b). Dies ebnet den Weg hin zu einer algorithmischen Gesell-
schaft (,,algorithmic society®) (Balkin 2017), in der die Lebensfithrung von
Individuen sowie ihren sozialen Beziehungen stark durch algorithmische
Systeme vermittelt sind. Die algorithmische Gesellschaft ist ein kyberneti-
sches Modell der Steuerung und Herrschaft mittels Datafizierung. Beach-
tung findet dort nur, was sich digitalisieren und messen, klassifizieren und
einordnen, zahlenmaRig bewerten und skalieren lasst (Mau 2017).

2. Dagitale Subjekte, Privatsphdre und Datenschutz

Endnutzer:innen agieren auf der Ebene der Benutzerschnittstellen, also auf
einer Oberfliche technischer Artefakte und besitzen in den meisten Fillen
kaum die Moglichkeit Einblicke in oder Verstindnis fir das was dahinter
passiert zu erhalten. Die vermeintlich neutralen Plattformunternechmen
nutzen dies um die Monopolisierung von Interpretationen zu forcieren
(Lehtiniemi 2017). Denn algorithmische Entscheidungssysteme kategori-
sieren Personen um ihre Wiinsche und Verhaltensweisen zu antizipieren
(Katzenbach/ Ulbricht 2019). Sie treffen so fiir sie (Vor-)Entscheidungen
und bieten Erleichterung bei der individuellen Lebensfihrung, indem sie
Menschen die Entscheidung dartiber abnehmen, was fir sie am besten sei
(Ko6nig 2019). Die daraus resultierenden Anreiz- und Empfehlungssysteme
zur Optimierung eines Entscheidungsprozess werden durch Algorithmen
induziert, die wiederum durch personalisierte Wahlen auf ein Individuum
zugeschnitten werden. Diese Form von ,Dataveillance® (Lupton 2020; Lup-

1 Informationelle Selbstbestimmung rekurriert auf das individuelle Entscheidungs-
recht, welches auf die Herausgabe und Verwendung personenbezogener Daten re-
kurriert (Albers 2017, S. 13). Die Informationskontrolle durch das betroffene Indi-
viduum bezieht sich theoretisch sowohl auf die Wahl und Zustimmung, welche
Informationen erhoben und verbreitet werden diirfen als auch auf den Zugriff und
die Korrektur dieser Daten (Hagendorff 2019, S. 27).
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ton/ Michael 2017) setzt auf Big Data (Mining) als den ,heiligen Gral®
zur Generierung von Verhaltenswissen (van Dijck 2014). Denn nicht die
Daten alleine, sondern vielmehr die Extraktion von Mustern aus den ge-
sammelten Datenvorriten kreieren den eigentlichen Wert von Big Data.

Die destillierten Muster dienen sodann dazu durch Nudging und Nud-
ges (Thaler/ Sunstein 2008) ein Anreizsystem als Wahlarchitektur (mittels
Lob oder Tadel) fir die Nutzenden zu gestalten. Nudges nutzen psycholo-
gische Mechanismen, um die Entscheidungsfindung zu steuern und treten
dabei nur auf einer unterschwelligen Ebene ins Bewusstsein. Sie sollten
transparent sein, jedoch sind ihre Absichten tendenziell opak (Lanzing
2019). Daher konnen diese auch Verhaltens- und Bewusstseinsveranderung
evozieren, die so subtil sind, dass die Grenze zur Manipulation flieend ist
(Lanzing 2019a; Strauf§ 2020). Sogenannte Hypernudges basieren auf live
data streams, die mit der persdnlichen Datengeschichte der Nutzer:in ge-
koppelt sind sowie den Abgleich mit Empfehlungen und Entscheidungen,
die Menschen wie Du getroffen haben, wodurch ein Vergleich mit einer
ganzen Population moéglich wird (Lanzing 2019b). Hypernudges sind ver-
steckt und perfekt in die digitale Umgebung eingebaut. Sie beruhen auf
Scoring als einem selbstlernenden System, das auf personenbezogenen Da-
ten zuriickgreift, die Erfahrungswerte aus der Vergangenheit und Gegen-
wart bindelt und daraus zukinftiges Verhalten statistisch prognostiziert
(Pasquale 2015). Scoring schafft Verhaltensanreize, indem vergangenes
Verhalten — nach unternehmenseigenen Vorstellungen -, beispielsweise
durch spieltheoretische Elemente, belohnt oder bestraft wird. Dartber
hinaus verdecken sie die 6konomischen Anreize der dahinterstehenden
Unternehmen.

In einer algorithmischen Gesellschaft wird vordergrindig nicht gegen
Widerstande gearbeitet, sondern bei den Motiven und Wiinschen von Per-
sonen angesetzt, um sie mittels geeigneter Stimuli anzuleiten (Brockling
2017, S. 179f.). Verhalten wird so nicht mittels einschrankender Vorschrif-
ten reguliert. Vielmehr wird die Entscheidungslast von einer Instanz abge-
nommen, die sodann vorteilhafte oder nachteilige Folgen fiir eine Person
evoziert. Opak bleibt in diesem Prozess, mit welchem Wissen und mit wel-
cher Autoritat eine Instanz bestimmt, was fiir Nutzer:innen am besten ist
(Brockling 2017, S. 195). Insofern ist es von zentraler Bedeutung, welche
soziale Beziechung und welche Abhingigkeiten daran gebunden sind,
wenn ein Akteur fir Individuen Entscheidungen strukturiert oder deren
Entscheidungen trifft.

Eine algorithmische Wirklichkeit sui generis wiirde die informationelle
Selbstbestimmung empfindlich tangieren, da die Moglichkeit zur Verhal-
tensmanipulation die Selbstbestimmung grofSflichig darin angelegt ist. Et-
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wa, weil sich die Nutzenden tiberhaupt keinen ,,Uberblick iber die eigene
Datenspur® (Nocun 2018a, S.43) mehr verschaffen kdnnen. Privatsphire
im Sinne von Privatheit ist ein mehrdeutiges Konzept, rekurriert zuvor-
derst auf die Kontrolle tiber den Zugriff auf die eigenen Informationen
einer Person (Moll 2017, S. 49). Es geht also um die Kontrolle, welche In-
formationen aus den Datensammlungen gewonnen werden kénnen und
welche Folgen fir die/den Einzelne:n daraus entstehen (Albers 2017, S.
15). Datenschutz bezieht sich jedoch nur auf die Verarbeitung personenbe-
zogener Daten.

Die Auflosung der Privatsphire im Sinne der informationellen Selbstbe-
stimmung ist im virtuellen Raum aber vor allem durch die Aggregation
nicht-personenbezogener Daten bedingt, da durch Korrelation von enor-
men Mengen an Daten personenbezogene Daten abgeleitet werden kon-
nen. Die algorithmisch generierten Auswertungen erzeugen weitere Mus-
ter, die wiederum in weiteren algorithmischen Entscheidungsprozessen als
Fremdzuschreibung auf das Selbst treffen (Matzner 2019, S. 68) und die
Moglichkeit zur Verhaltensmanipulation beinhalten. Diese Art von ,Da-
ten-Behaviorismus“ (Rouvroy, 2013) leistet einer algorithmischen Gouver-
nance weiter Vorschub und das daraus resultierende digitale Panoptikum
ist unsichtbar, schmerzfrei und tritt diskursiv mit Schlagworten wie Trans-
parenz, Vernetzung und Sharing auf (Seele/ Zapf 2017). Denn das Wissen
uber vergangene, gegenwirtige und zukunftige Praferenzen, Einstellungen
und Verhalten, ohne auf psychologische Motivationen zurtickgreifen zu
muissen, allein auf Basis der Daten, fihrt bei den betroffenen Subjekten zu
einer Internalisierung des Machtverhiltnisses sowie zu einer Selbstkontrol-
le und proaktiven Anderung des Verhalten (Foucault, 2016; Foucault
2013), wodurch die Grenze zwischen Privatem und Okonomischem (noch
weiter) verwischt wird (Kaerlein/ Bartz/ Horl 2018).

Die Verschmelzung sozialer Lebenswelten mit digitalen Technologien
findet in der digitalen Selbstvermessung einen weiteren Anknipfungs-
punkt fir die Datafizierung (Mau 2017; Selke 2016). Die digitale Selbstver-
messung erfasst menschliches Leben in Echtzeit, indem Daten digital ge-
sammelt, vorratig gehalten werden und ein Deutungsangebot bereitgestellt
wird. Die sogenannte quantified self community mit ihrem Slogan: self-
knowledge through numbers’ verspricht den Nutzenden durch die Quanti-
fizierung ihres Lebens Werkzeuge zur Verbesserung und zur Kontrolle des
Selbst an die Hand zu geben (Lanzing 2019b, S. 61). Die Wirklichkeit wird
so von Zahlenreihen erfasst, beschrieben und durch konkrete Entschei-
dungen bewertet. Beispielsweise in Bezug auf Gesundheit durch Fitness
Gadgets wie Smartwatches oder sozialer Netzwerke wie strava, zuhause
durch Smart Home Anwendungen, Accounts bei YouTube, Apple Music,
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Spotify etc., oder unterwegs, die Selbstiberwachung im Strafenverkehr,
zwecks einer giinstigeren Versicherungspolice. So wird auf individueller
Ebene dazu beigetragen, dass die Datenbasis des digitalen Schattens des ei-
genen Selbst immer préziser wird. Die vermeintliche Prizision, Eineindeu-
tigkeit, Vereinfachung, Nachprifbarkeit und Neutralitit durch Zahlen las-
sen die Uberwachung der eigenen Gesundheit, des Musikgeschmacks oder
des Fahrstils rational und winschenswert erscheinen, da diese zumeist mit
Belohnungen (Vorteilen, Erleichterungen) einhergehen (Reichert 2017;
Selke/ Klose 2016; Mamecke 2016).

Die Empfehlungen, Ratschlige und Sanktionen — positiv wie negativ
- in solchen Arrangements bilden allesamt verhaltenskontrollierende und
-lenkende MafSnahmen, die das Verhalten an bestimmten Normen und
Zielen ausrichten. Die Quantifizierungen bringen manifeste Formen der
Zuschreibung von Wertigkeit hervor. Algorithmische Prozesse bestimmen
soziale Konstrukte wie Risiko, Gesundheit, Produktivitit, Glaubwirdig-
keit oder Popularitit (Lupton 2015; Lupton/ Michael 2017). Der Umstand,
dass quantifiziert wird, ist offensichtlich; opak bleibt, wie die Konstrukte
operationalisiert wurden. Denn die digitale Erfassung von Daten, deren
algorithmische Indikatorisierung zur Kondensierung und Extraktion von
Informationen aus dem Datenpool, enthalten im Vorfeld diverse Entschei-
dungsschritte. Diese Vorginge sind hochgradig selektiv und normativ.
Welche Daten einbezogen werden, wie sie gewichtet und auf welche Weise
sie miteinander verkniipft werden, generiert eine je spezifische Bedeutung
und Komplexititsreduktion (Mau 2017). Selbstvermesser:innen lassen es
damit de facto zu, konditioniert zu werden, wobei dies allerdings nach
Kriterien stattfindet, die sie nicht bestimmt haben (Kénig 2019, 2020).

Datenschutz im Sinne des Schutzes von personenbezogenen Daten als
Voraussetzung fiir ein autonomes Leben riickt die informationelle Selbst-
bestimmung in den Fokus. Die Preisgabe der Privatsphire aufgrund der
alles durchdringenden Digitalisierung wird haufig mit dem Verlust der
Autonomie gleichgesetzt. Jedoch wird aufler Acht gelassen, dass die tber-
wachten Subjekte auch eine aktive Rolle bei der Uberwachung spielen.
Sie sind Teil der Konstruktion der Uberwachungswirklichkeit, indem sie
selbstverstindlich — selbstzensiert — ,gewtinschtes® Verhalten antizipativ re-
produzieren (Gnosa 2019; Hagendorff 2019). Die Datensammlungen von
(Grof3-)Unternehmen und Geheimdiensten zielen nun aber — wie oben
beschrieben — nicht nur darauf ab, einzelne Subjekte zu disziplinieren,
sondern ermoglichen es Verhalten vorherzusagen und zu steuern. Wohl
auch deswegen geht heute kaum jemand ohne Smartphone aus dem
Haus, verzichtet auf die verschiedenen Dienste von Alphabet (ehemals
Google) oder auf soziale Medien aus dem Hause Meta (ehemals Facebook).
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Vielmehr sind Alexa und Co. aus dem Alltag kaum mehr wegzudenken,
und das trotz diverser Datenskandale in den letzten Jahren. Diskussionen
iber Datenschutz und Uberwachung werden zudem hiufig mit dem Satz:
Sch hab’ ja nichts zu verbergen (und von daber auch nichts zu befiirchten!)”
abgetan. Diese Legitimationsstrategie wurde passiv internalisiert und im-
pliziert, dass es im Kontext der Dataveillance um ,die Anderen‘, nicht aber
um das eigene Selbst geht. Durch die Rezeption wird das Recht auf Privat-
sphire sukzessive entwertet und zuriickgedrangt (Smith 2018).

Trotz der (fatalistischen oder vermeintlichen) Resignation hinsichtlich
des informationellen Kontrollverlusts sollten Konzepte wie die informatio-
nelle Selbstbestimmung, Privatheit und Privatsphare sowie Datenschutzes
als eine der zentralen Machtfragen im 21. Jahrhundert betrachtet werden
(Zuboff 2018). Denn Privatheit und Privatsphire changiert zwischen Auto-
nomie und Kontrolle und konzentriert sich nicht mehr unmittelbar auf
Subjekt, sondern den relationalen sozialen Raum (Stalder 2019). Die Eta-
blierung einer ,digitalen Souveranitat® (Hartmann 2022; Pohle 2020), die
das Gegenteil der beschriebenen digitalen Vulnerabilitat darstellt (Biniok
2020) soll eine Moglichkeit an die Hand geben, der mehr oder weniger ,to-
talen® digitalen Kontrolle der Subjekte entgegen zu wirken. Digitale Souve-
ranitdt rekurriert auf die Agency als Handlungs- und Gestaltungsfahigkeit
der Subjekte. Dazu ist es notwendig, eine Digitalkompetenz auf der indivi-
duellen Ebene zu etablieren, etwa durch Schulungen, aber auch durch star-
kere Regulierung digitaler Dienste und Verbraucherschutz durch verbes-
serte Transparenz (Pohle 2020, S. 10). Wissen und Transparenz uber die Er-
hebung, Verarbeitung und Nutzung von personlichen Daten sowie tiber
algorithmische Entscheidungssysteme und deren Funktionsweise offent-
lich zuginglich zu machen verandert auch den Blick auf die Nutzenden.
Sie sind dann nicht mehr nur die vermeintlich passiven und verwundba-
ren Ziele der Datafizierung. Vielmehr konnen sie sich organisieren, Wis-
sen aneignen und dadurch eine Handlungsfihigkeit erlangen, die sie befa-
higt, den Kampf um Privatsphire und Datenschutz fiir sich zu entscheiden
(Lupton 2020).

Proaktiver Datenaktivismus sieht in offener/ freier Software eine Mog-
lichkeit einen sozialen Wandel der Digitalitit (Stalder 2016) zu initiieren,
der die Befihigungsperspektive der Subjekte stark macht und sie zur Par-
tizipation animiert. Proaktive Datenaktivist:innen agieren in unterschied-
lichen Konstellationen und Organisationen, um die ungleiche Machtver-
teilung und Monopolisierung der Datenanalyse zu brechen (Lehtiniemi/
Haapoja 2020). Etwa indem sie sowohl mittels ,open data® und freier
Software gegen die ,Landnahme der Algorithmen® (Mau 2017) vorgehen
und aktiv und offentlichkeitswirksam informationelle Selbstbestimmung
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einfordern. Sowohl gesetzlich, indem der Gesetzgeber die Gefahren, die
aus der Datenverarbeitung fir Subjekte hervorgehen, einhegt durch Fest-
schreibung von Missbrauchen der Privatsphare (Seele/Zapf 2017), als auch
durch offentlichkeitswirksame Aktionen, Aufklirung zum Selbstschutz
und politische Handlungsempfehlungen (Digitalcourage 2022; Netzpoli-
tik.org 2022).

3. Plattformbasierte Arbeitskoordination im Fabrradkurierwesen

Der Grundgedanke von digitalen Plattformkonzepten beruht u.a. auf der
grofiflichigen, automatisierten und vernetzten Sammlung und Nutzung
von (Personlichkeits- und Meta-)Daten als Geschiftsmodell. Die digitale
Plattformékonomie kann als paradigmatisch fiir den oben beschriebenen
Uberwachungskapitalismus verstanden werden. Daher soll anhand zwei
kontrirer Beispiele von Plattformunternehmen, die im Fahrradkurierwe-
sen tatig sind, das Spektrum der Dataveillance zwischen kommerzieller
oder aktivistischen Datennutzung beleuchtet werden. Das erste empirische
Beispiel rekurriert auf ein kommerzielles Plattformunternehmen, dass
sich auf die regionale, nationale und internationale Bereitstellung einer
Fahrradkurierlieferflotte fir Essensauslieferung spezialisiert hat und die-
se Uber ein algorithmisches Management koordiniert. Die andere empiri-
sche Fallstudie nimmt ein Fahrradkurierkollektiv in den Blick, dass sich
nach eigenen Angaben von der Anreizpolitik und Disziplinierung durch
automatisierte Prozesse emanzipieren will. Die Nutzung algorithmischer
Infrastrukturarchitekturen zur Arbeitskoordination stellt eine verbindende
Gemeinsamkeit des kommerziellen und des gemeinschaftlich gefithrten
Kurierunternehmens dar?.

Die Ausgestaltung der Uberwachung, Verdatung und Quantifizierung
des Arbeitsalltages variiert in der Praxis und ist je nach Ausrichtung
des Plattformunternehmens unterschiedlich. Allerdings birgt die Datafizie-
rung im Arbeitskontext eine Brisanz, der sich auch das gemeinschaftlich
gefiihrte Kollektiv nicht komplett entziechen kann. Vor allem in Bezug

2 Die vorgestellte Empirie ist im Rahmen einer qualitativen Studie im Kontext
des von der Hans-Bockler-Stiftung geforderten Projekts: ,Digitale Projektgemein-
schaften als Innovationsinkubatoren® (siche hierzu: Schreyer/ Schrape 2018; 2021;
Schreyer 2019, 2020) von 2017-2020 erhoben worden. Die folgende Analyse ist
zum Teil im Rahmen der Foérderung der Deutschen Forschungsgemeinschaft
(DFG) - Projektnummer 442171541 (DFG-Schwerpunktprogramm 2267: Digitali-
sierung der Arbeitswelten) — entstanden.
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auf Nudges, Gamification und des Daten-Behaviourismus insgesamt las-
sen sich so unterschiedliche Malnahmen zur (Selbst-)Disziplinierung und
Steuerung der Mitarbeiter:innen beobachten, die wiederum unterschiedli-
che Reaktionen hinsichtlich Privacy- und Datenschutzkonzepte evozieren.
Im Folgenden sollen daher die Spannungen, Ambivalenzen und Heraus-
forderungen die durch die Datafizierung moglich geworden sind in den
verschiedenen empirischen Ausgangssituationen vergleichend diskutiert
werden.

Eine bedeutende Gemeinsamkeit der beiden doch sehr unterschiedli-
chen Plattformunternehmen bezieht sich auf die fir die Arbeitskoordi-
nation wesentliche algorithmische Infrastruktur (van Doorn 2017; Rosen-
blat und Stark 2016), wodurch der Arbeitsprozess kleinteilig tiberwacht
werden kann (Schreyer und Schrape 2021b). Der kommerzielle Kurier-
dienst setzt bei der Mitarbeiter:innenfithrung auf eine Steuerung und
Herrschaft durch ein algorithmisches Management (Kellogg et al. 2020),
das mittels technikvermittelter Regelsetzung und Modularisierung die
Handlungsspielriume der Arbeitskrifte massiv begrenzt (Duggan et al.
2020; Schreyer 2021a). Die algorithmisch induzierte Quantifizierung der
Arbeitsleistung und die lickenlose Ablaufkontrolle sowie das automati-
sierte Tracking sorgt fir eine Reduktion der Subjektivitit der Fahrer:innen
des kommerziellen Lieferdienstes auf ihren Datenschatten und ermoglicht
es dem algorithmischen Management eine umfassende Dataveilance zu
installieren. Das so erzeugte rigide Kontrollregime erzeugt mitunter eine
hohe Fluktuation im Unternehmen aber auch selbstorganisierten Wider-
stand seitens der Fahrer:innen (Schreyer 2021b). Wihrend zu Beginn des
selbstorganisierten Widerstandes Datenschutz kaum ein Thema war, for-
mierte sich Gber den Zeitverlauf, animiert von Einzelkimpfer:innen - die
juristisch gegen das Unternehmen vorgegangen waren —, auch Interessen-
vertreter:innen zu diesem Thema.

Das kollektiv gefiihrte Plattformunternehmen wurde von ehemaligen
Fahrer:innen des kommerziellen Lieferdienstes gegriindet und verfolgt
den Anspruch, aufgrund der Erfahrungen der algorithmischen Steuerung
diese Art von Fithrung zu vermeiden. Ziel des Kollektivs ist es, einen sozia-
len Wandel durch den Einsatz von digitalen Technologien, die zur Partizi-
pation und Mitbestimmung in allen geschiftlichen Bereichen befihigen,
zu initiieren. Die algorithmische Infrastruktur fiir die Arbeitskoordination
ist auch im Kollektiv zentral fir den Auslieferungsprozess. Das Besonde-
re dabei ist jedoch, dass die Software von CoopCycle, der ,Kooperative
der Kooperativen‘ — ein gemeinwohlorientiertes Fahrradkurier-Netzwerk —
programmiert wurde und ausschlieflich an demokratisch verfasste Kollek-
tive weitergegeben wird (Schreyer/ Schrape 2021a). Das Kollektiv hat — wie
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alle anderen angeschlossenen Kooperativen — keine direkte Zugriffsmog-
lichkeit auf den Code der Software. Durch bestindige Feedbackschleifen
durch ein Online-Portal und Sofort-Support bei Problemen besteht jedoch
die Moglichkeit die Software weiterzuentwickeln und den eigenen Bediirf-
nissen anzupassen.

Bei beiden Unternehmen garantieren die Algorithmen der Plattform
die effiziente Gestaltung des Arbeitsablaufs. Das algorithmische Manage-
ment des kommerziellen Plattformunternehmens tibernimmt die gesamte
Koordination und schaltet die jeweiligen Arbeitsschritte sukzessive frei.
Diese Modularisierung ermoglicht eine niederschwellige Partizipation al-
ler Beteiligten. Die damit einhergehende Standardisierung lasst sodann
aber keine Abweichung von den vorgegebenen Pfaden zu (Schreyer/ Schra-
pe 2021b). Die Fahrer:innen haben somit keine Méglichkeit in ablaufende
Prozesse einzugreifen oder zu der Losung etwaiger Probleme im Lieferab-
lauf beizutragen (wie beispielsweise ihr qualitatives Wissen tiber regionale
Umwelterfordernisse, da es durch das algorithmische Management nicht
wahrgenommen werden kann).

Im Gegensatz zu der kooperativen Software stellt die vollautomatisierte
und prozessumspannende Arbeits- und Ablaufkontrolle entlang standardi-
sierter Kennziffern keine Kommunikations- und Feedbackschnittstellen
zur Verfiigung. Wihrend die Kommunikation dort auf allen Ebenen
begrenzt wird, ist im Kollektiv Kommunikation das alles tibergreifende
Koordinationsprinzip (Schreyer/ Schrape 2021a). Dies liegt auch in der
Maxime begriindet allen Mitgliedern eine selbstbestimmte Arbeit durch
die Verteilung von Gestaltungsmacht zu ermdglichen. Regelsetzungen
werden Uber Konsens (idealiter) oder Mehrheitsentscheid (realiter) herge-
stellt. Die alltigliche Kommunikation findet vorrangig tber Onlinediens-
te und -plattformen (wie Slack, fir die situative Abstimmung, und Zel-
lo, als Push-to-Talk-Kommunikation wihrend des Auslieferungsprozesses)
statt (Schreyer 2021c). Das Zusammenspiel aller verwendeten kommuni-
kationstechnischen Tool sowie intensive kommunikative Abstimmungen
in regelmafigen face-to-face Plenarmeetings garantiert die Funktionsfahig-
keit des Kollektivs. Sie griindet sich somit nicht allein auf die algorithmi-
sche Infrastruktur zur Arbeitskoordination, die zwar in ihrer Funktions-
weise dhnlich der kommerziellen Variante ist, jedoch deutlich flexiblere
Handlungsspielrdume, aufgrund geringer Modularisierung, beinhaltet. Al-
lerdings sind die kostenlosen Software-Losungen mitunter Teil der Uber-
wachungsunternehmen wie oben beschrieben, wodurch die Mitglieder des
Kollektivs auch durch ihre Arbeit ihre Datenspur vertiefen und den Herr-
schaftsmodus und die daraus resultierende Asymmetrie zwischen Beobach-
ter:innen und Beobachteten reproduzieren, ohne dies zu reflektieren.
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Alle Aktivitaten der Fahrer:innen, ihre Verweildauer auf der Plattform
bzw. in der Smartphone-Applikation, ihre Durchschnittsgeschwindigkei-
ten, ihre Reaktionszeiten und weitere Faktoren konnen durch die tech-
nische Infrastruktur der Plattform registriert, gespeichert und aggregiert
werden (Schreyer 2020). Wahrend der kommerzielle Anbieter die ,Zustim-
mung’ zu einer solchen Datenpraxis quasi mittels eines Click Warp-Ver-
trags bei Einstellung sowie bei der — fiir die Arbeit notwendigen — Nut-
zung der Smartphone-Applikation einholt, werden diese Funktionen in
dem kooperativen Unternehmen nicht verwendet. Das bedeutet, dass die
Daten nur gesammelt werden, aber durch das Kollektiv nicht abgerufen
werden. Dies ist zum einen der Einsicht geschuldet, dass die Quantifizie-
rung des Arbeitsprozesses qualitative Faktoren nicht bertcksichtigen kann
(wie beispielsweise einen Platten am Fahrrad oder etwa kurzfristige und
notwendige Pausen aufgrund der Witterungsbedingungen). Zum anderen
wirde die Standardisierung der Leistung der Individualitit der Arbeiten-
den nicht gerecht und wirke durch die Vergangenheitsfixierung in den
Leistungsdaten als zusatzliche Stressquelle.

Die Datafizierung der Arbeitsleistung stellt fiir das algorithmische Ma-
nagement eine Notwendigkeit der Funktionsfihigkeit dar, da es nur auf
der Basis der Quantifizierung und Kategorisierung der Fahrer:innen die-
se auch steuern kann. Das detaillierte Echtzeit-Tracking-System nudged
die Fahrer:innen anhand von Nachrichten, die in der App wahrend der
Auslieferungsprozesses lanciert werden. Anhand von Vergleichswerten aus
friheren Auslieferungsfahrten werden so Verhaltensempfehlungen abge-
geben, die die eigene Leistung steigern sollen (Schreyer 2019). Dartber
hinaus sind sowohl das Bonussystem, das ab einer bestimmten Anzahl
von Auslieferungen einen Zusatzverdienst gewihrt, als auch das Schicht-
buchungssystem von den Leistungsdaten der Arbeitnehmenden abhingig.
Die Leistungsprofile der Arbeitnehmer:innen bilden die Grundlage dafiir,
wer wann Zugang zum Schichtbuchungssystem bekommt. Werden die
Daten vom algorithmischen Management als ,schlecht® eingestuft, bedeu-
tet dies gleichzeitig auch, dass diejenige Arbeitskraft erst spater die noch
verfigbaren Schichten buchen kann, wodurch unter Umstinden wiede-
rum ein finanzieller Nachteil entsteht.

Die Disziplinierung tiber die erhobenen Daten wird aufferdem zusatz-
lich tber die firmeninterne Veroffentlichung in Form eines monatlichen
Newsletters forciert. Die grafische Aufbereitung einzelner Leistungsdaten
sowie interne Bestenlisten und tiberregionale Rankings der Standorte sol-
len als Anreizsysteme die Motivation der Fahrer:innen steigern, jedoch
werden dabei weder regionale Unterschiede noch divergente Bedingungen
im Straflenverkehr berticksichtigt. Diese Form von Gamification wird im
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Kollektiv nicht durch die verwendete algorithmische Infrastruktur indu-
ziert. Jedoch vergleichen die Fahrer:innen sich und ihre Leistungen tber
das soziale Netzwerk Strava zum online Tracking sportlicher Aktivititen.
Auch Strava motiviert seine Nutzer:innen etwa mit Belohnungs- und
Warnsystemen. Es kreiert aus einer einsamen Ubung ein spannendes Spiel,
in das Freund:innen wie auch unbekannte Nutzer:innen (aufgrund von Al-
ter, Ort, Geschlecht, dhnlicher Leistungsdaten etc.) involviert werden kon-
nen (Lanzing 2019). Diese Spielelemente sind konzipiert die Nutzenden
zu animieren sich stetig zu vermessen und mit anderen zu konkurrieren,
um laufend Daten zu generieren. Auch hier wird mit spieltheoretischen
Elementen wie Bestenliste anhand der Leistungsdaten operiert und Beloh-
nungen wie Auszeichnungen und Abzeichen vergeben, um die Nutzer:in-
nen zu motivieren und sie dazu anzuhalten, ihre Leistungen stetig zu
protokollieren und zu verbessern.

Durch das Livetracking in Kombination mit Scoring entsteht eine
detaillierte individuelle ,Leistungsiibersicht’, die jede auf der Plattform
registrierte Aktivitat speichert. Wahrend dies fiir die Fahrer:innen des
kommerziellen Unternehmens bedeutet, dass auch jeder Unfall, jeder
Konflikt oder jede Verspatung als Referenz fiir kiinftige Bewertungen,
Disziplinierung und Steuerung hergenommen wird, trifft dies im Fall
des kooperativ gefiihrten Unternehmens nur insofern nicht ebenso zu,
da es nicht unternehmensintern aufgesetzt wurde. Die Verhaltenskondi-
tionierung erfolgt somit im Fall des Kollektivs ,freiwillig® und unterneh-
mensextrem. Da die Algorithmen von Strava nicht wissen konnen, dass
die Mitglieder des Kollektivs sich im Arbeitskontext selbstvermessen und
die Nudges zur Verbesserung der Leistungen animieren, kann es durchaus
sein, dass die Anreize daraufhin wirken, dass die Fahrer:innen schneller
und gefahrlicher fahren. In beiden Fillen ermoglicht es — unabhingig
von der Ausgestaltung und Konsequenzen fiir die digitalen Subjekte — die
Sammlung, Kombination und Analyse von Daten in Echtzeit. So wird
eine personalisierte Auswahl an Optionen geboten, die bereits auf Verhal-
tensvorhersagen basieren und so eine hohe Wahrscheinlichkeit erzielen
das gewtinschte Verhalten zu evozieren. Die vermeintliche Objektivitat der
Daten verschleiert die zugrundeliegenden Absichten (der dahinterstehen-
den Unternehmen). Zusitzlich bleibt unklar, wie die jeweiligen Kennzif-
fern genau zustande kommen und welche Aussagekraft ihnen zukommt.
Es zeigt sich also auch im Kollektiv, das sich von den Arbeitsbedingungen
der Plattformoékonomie durch die Ausgriindung emanzipieren wollte, dass
der Uberwachungskapitalismus durch die Hintertir weiterhin zumindest
indirekt relevant ist.
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Wahrend sich die Essenskurier:innen weder einen Uberblick tber ihre
eigene Datenspur verschaffen konnen, noch in irgendeiner Form Kontrol-
le dariber austiben konnen, welche Informationen erhoben und dann
aus der Datensammlung mittels Muster und Cluster gewonnen werden,
ist Transparenz fir die Mitglieder des Kollektivs bei allen anfallenden
Daten ein wichtiges Kriterium der taglichen Arbeit. Das bedeutet, dass
alle Firmendaten fiir alle Mitglieder jederzeit offen zuginglich sind. Da
es keine (formale) Hierarchie gibt und jede:r alle Aufgaben ibernehmen
kann, erfolgen dariber hinaus regelmafig stattfindende Uberblicksrun-
den aus den jeweiligen Arbeitsbereichen. Diese Transparenz sorgt dafiir,
dass die Mitglieder selbstbestimmt entscheiden und partizipieren konnen
und stellt das Gegenteil der digitalen Vulnerabilitit der Fahrer:innen
des kommerziellen Unternehmens dar. Im Vergleich zu den kommerziel-
len Fahrer:innen, deren informationelle Selbstbestimmung innerhalb des
Arbeitsverhiltnisses massiv eingeschrinke ist, da sie bisher keinerlei Ein-
sichtnahme, auch nicht tber kollektive Interessenvertretungsstrukturen,
in die Datensammlungen des algorithmischen Managements, durchsetzen
konnten, zeigen sich bei den Mitgliedern der Kooperative erste Anklange
einer digitalen Souverinitit. Allerdings nur in Bezug auf die verwendete
algorithmische Infrastrukeur zur Arbeitskoordination. Die verschiedenen
kostenlosen Apps sowie die Nutzung von Strava konterkarieren jedoch die
im Arbeitskoordinationskontext entstandene digitale Souveranitit bzw.
stehen dem diametral entgegen. Dadurch sind die Mitglieder des Kollek-
tivs der gleichen digitalen Vulnerabilitat ausgesetzt wie die Fahrer:innen
des kommerziellen Lieferdienstes, jedoch ohne dies im Kollektiv kommu-
nikativ adressieren zu koénnen, da die Nutzung dieser Dienste aus einer
finanziellen Notwendigkeit heraus als ,alternativlos* wahrgenommen wer-
den. An diesem Punkt zeigt sich, dass gezielte Aufklirung und Forderung
von digitalem Wissen iber die Datenpraxis der grolen Digitalkonzerne
dezidiert forciert werden muss, damit die Subjekte die informationelle
Selbstbestimmung in den verschiedenen Arbeits- und Lebensraiumen aktiv
praktizieren (kdnnen).

4. Abschliefsende Betrachtung

Algorithmische Plattforminfrastrukturen vergroern die Handlungs- und
Erfahrungsspielriume und vereinfachen die Koordination und Abstim-
mung. Sie strukturieren und prigen individuelle, kollektive und organi-
sationale Bezichungsmuster sowie Arbeits- und Austauschzusammenhin-
ge und konnen soziale Kontrolle ausiiben (Schrape 2021). Personliche
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Daten und die zugrundeliegende menschliche Erfahrung werden kommo-
difiziert, wenn jede Internetsuche, jeder Klick und jedes Like getracke,
gespeichert und aggregiert wird. Die Quantifizierung der Subjektivitit
reduziert das digitale Subjekt auf seinen Datenschatten, da technisch nur
wahrgenommen werden kann, was messbar ist. Die umfassende Datafizie-
rung generiert individuelle Personlichkeitsprofile, kategorisiert Personen
und ihr Verhalten, antizipiert deren Entscheidungen und bietet somit
die Moglichkeit zur Verhaltensmanipulation. Der daraus resultierende
Uberwachungskapitalismus fordert die informationelle Selbstbestimmung
als Preis fiir , kostenlose® Internetdienste (Zubhoff 2018). Die ungleiche
Machtverteilung und die Monopolisierungstendenzen der Datenanalysen
verweisen auf die Wichtigkeit der Zentralstellung von Datenschutz im
21. Jahrhundert und der Etablierung einer digitalen Souverinitit. Denn
das Wissen um die digitale Vulnerabilitit evoziert sodann eine doppelte
Verhaltensinderung: zum einen erfolgt diese proaktiv, indem die Macht-
verhaltnisse internalisiert werden, wodurch es vermehrt zu selbstinszenier-
ten (vermeintlich) gewiinschtem Verhalten kommt. Zum anderen wird
das individuelle Verhalten reaktiv durch Nudging und Hypernudges her-
ausgefordert. Diese konnen unter Umstinden sogar iiber eine Verhaltens-
inderung hinausreichen und eine Bewusstseinsverinderung wie auch eine
Realititsverschiebung zeitigen. Die Forderung und der Ausbau einer digi-
talen Kompetenz einhergehend mit einer stirkeren Regulierung von Inter-
netunternehmen im Sinne des Verbraucherschutzes sowie eine verbesserte
Transparenz konnte die Grenzverschiebung von privat-6ffentlich und 6ko-
nomisch zumindest partiell riickgingig machen.

Am Beispiel des kommerziellen Auslieferungsunternehmens wurde ver-
deutlicht, dass die vollautomatisierte und modularisierte Arbeitskoordina-
tion die Autonomie der einzelnen Fahrer:innen deutlich einschrinkt. Die
Beschiftigten werden zu informationstechnisch ausgeleuchteten Ausfiih-
rungsvariablen, die durch umfassende Leistungskontrollen gesteuert und
diszipliniert werden. Die algorithmische Gouvernance mindet in einem
Datenbehaviorismus, der vordergriindig mit Anreizen und Belohnungen
operiert, jedoch auch sanktioniert und bestraft. Die Arbeitnehmer:innen
haben dabei keine Moglichkeit ihre Datenspur einzusehen oder zu veran-
dern. Sie konnen sich noch nicht einmal sicher sein, dass ithre Daten nicht
— bestenfalls in anonymisierter Form — weiterverwendet und verkauft wer-
den.

Aber die Fahrer:innen sind nicht nur passive Rezipient:innen algorith-
mischer Kontrollstrategien, sondern entwickelten vielfach auch eigen- und
widerstindige Reaktionen. Wihrend zu Beginn des selbstorganisierten
Widerstandes Datenschutz kaum ein Thema war, forderten die Arbeitneh-
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mer:innen zuerst vereinzelt (vor allem auf dem juristischen Weg) und
sukzessive auch kollektiv ihre informationelle Selbstbestimmung zurtick.
Der erfolgreiche internationale selbstorganisierte Widerstand hat diverse
Verbesserungen der Arbeitsbedingungen mit sich gebracht. Mitunter folg-
te aus der Selbstorganisationsbewegung auch die Grindung eigener Ini-
tiativen und Kollektive, wie das Beispiel des gemeinschaftlich gefiihrten
Kollektivs exemplarisch zeigt. Wihrend das Kollektiv als gemeinschaftlich
gefithrtes Unternehmen Hierarchien und algorithmische Disziplinierung
ablehnen und Kommunikation als umfassendes Koordinationsprinzip in-
stallierten, zeigt sich jedoch auch hier, dass die tberwachungskapitalisti-
schen Unternehmen fest in den gesamten Arbeitsprozess integriert sind.
Nicht nur die Koordination tber die kostenlosen Apps zur Erleichterung
der Kommunikation, sondern vor allem auch die freiwillige Selbstvermes-
sung durch Strava beinhaltet die Moglichkeit der unbewussten Steuerung
und Konditionierung.

Zusammenfassend kann gesagt werden, dass die Etablierung einer um-
fassenden digitalen Souveridnitit der einzelnen digitalen Subjekte weiter-
hin mit diversen individuellen und kollektiven Lernprozessen verbunden
ist. Es ist noch ein langer Weg die digitale Vulnerabilitit nicht nur sichtbar
zu machen. und sie sodann sukzessive zu tiberwinden.
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Matthias Marx and Alan Dab:

Zusammenfassung

Clearview Al ist eine US-amerikanische Gesichtersuchmaschine, die mehr
als zwanzig Milliarden Fotos von Gesichtern im Internet gesammelt und
biometrisch analysiert hat. Nutzer:innen dieser Suchmaschine koénnen
Portratfotos hochladen und die Suchmaschine wird mitteilen, an welchen
Orten im Internet das Gesicht der abgebildeten Person oder zumindest
ein dhnliches Gesicht zu finden ist. Dieser Artikel zeichnet den Weg einer
Beschwerde nach, die beim Hamburgischen Beauftragen fiir Datenschutz
und Informationsfreiheit von Matthias Marx eingereicht wurde. Zudem
beleuchten wir einige der rechtlichen Fragen, darunter die Anwendbarkeit
der DSGVO, die Rechtmifigkeit der Verarbeitung sowie die Handlungs-
moglichkeiten der Aufsichtsbehorden. Schlieflich werden Entscheidungen
anderer europiischer Aufsichtsbehdrden zu Clearview Al kurz vorgestellt.

1. Einleitung

Clearview Al ist eine US-amerikanische Gesichtersuchmaschine, die mehr
als zwanzig Milliarden Fotos von Gesichtern im Internet gesammelt und
biometrisch analysiert hat. Nutzer:innen dieser Suchmaschine kénnen
Portratfotos hochladen und die Suchmaschine wird mitteilen, an welchen
Orten im Internet das Gesicht der abgebildeten Person oder zumindest
ein dhnliches Gesicht zu finden ist. Damit unterscheidet sich Clearview Al
von anderen Suchmaschinen, die nur eine Suche nach optisch dhnlichen
Bildern zulassen. Clearview Al nutzt biometrische Merkmale, um Gesich-
ter wiederzuerkennen und ist so auch in der Lage Fotos zu finden, die
schon alter sind, auf denen die abgebildete Person eine andere Frisur hat,
geschminke ist oder nicht frontal in die Kamera schaut.

In Clearview Als Suchindex befinden sich auch europiische Burger:in-
nen, deren biometrische Daten durch die DSGVO besonderen Schutz ge-
niefen und gemaf$ Artikel 9 Abs. 1 einem grundsatzlichen Verarbeitungs-
verbot unterliegen. Nur in Ausnahmefillen kénnen biometrische Daten
verarbeitet werden, z.B. weil in die Verarbeitung eingewilligt wurde.
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Dennoch hat Matthias Marx sein Gesicht in Clearview Als Datenbank
wiedergefunden, ohne jemals darin eingewilligt zu haben. Er beschwerte
sich darauthin beim Hamburgischen Beauftragten fir Datenschutz und
Informationsfreiheit (HmbBfDI) und konnte mit Unterstitzung von der
digitalen Biirgerrechts-NGO no0yb erreichen, dass Clearview Al sein biome-
trisches Datum loschte.

Zwar wurde vorlaufig festgestellt, dass Clearview Als biometrische Fo-
todatenbank in der EU illegal ist, dennoch wurde nur eine begrenzte
Loschungsanordnung, die nur den Beschwerdefiihrer schiitzt, aber nicht
das Sammeln und die biometrische Verarbeitung von Fotos aller Europi-
er:innen verbietet, angekindigt.

In diesem Papier zeichen wir den Weg der Beschwerde nach und spre-
chen tber mogliche weitere Schritte. Zudem beleuchten wir einige der
rechtlichen Fragen, darunter die Anwendbarkeit der DSGVO, die Recht-
mifigkeit der Verarbeitung sowie die Handlungsmoglichkeiten der Auf-
sichtsbehorden.

Zunichst stellen wir in Abschnitt 2 Clearview Al und andere Gesich-
tersuchmaschinen vor. Danach geben wir in Abschnitt 3 den chronologi-
schen Ablauf von Marx’ Beschwerde wieder. In Abschnitt 4 nehmen wir
eine rechtliche Einordnung vor und schlieen in Abschnitt 5 mit einem
Fazit.

2. Was ist Clearview AI?

Clearview Al ist eine US-amerikanische Gesichtersuchmaschine. Mit ihr
konnen nicht dhnliche Bilder, sondern dhnliche Gesichter gesucht werden
— auf Grundlage biometrischer Daten. Als Suchergebnisse werden Bild-
ausschnitte mit gleichen oder dahnlichen Gesichtern prasentiert sowie die
dazugehorigen URLs und Seitentitel der Fundorte im Internet. Abhangig
vom Fundort konnen mit Hife der Suchmaschine daher nur auf Grundla-
ge eines Fotos der Name, die Arbeitsstelle oder andere Informationen tGber
eine Person in Erfahrung gebracht werden.

Fir seinen Suchindex crawlt Clearview Al das Internet. Anfang 2020
umfasste der Suchindex 3 Milliarden Bilder (Hill 2020a), im Oktober 2021
10 Milliarden Bilder (Knight 2021) und im Februar 2022 erklarte das
Unternehmen, die Grofle des Index auf 100 Milliarden Bilder erhohen zu
wollen (Krempl 2022).

Die gesammelten Bilder stammen laut New York Times (Hill 2020a)
u.a. von Jobborsen, von Nachrichten- und Bildungs-Webseiten sowie aus
sozialen Netzwerken wie Facebook, Youtube, Twitter und Instagram. Ver-
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offentlichte Suchergebnisse von Clearview Al zeigen, dass auch Stockfoto-
grafie-Anbieter, die sozialen Netzwerke LinkedIn und vk.com sowie priva-
te Webseiten gecrawlt worden sind.

Clearview Al soll heute nur noch US-amerikanischen Strafverfolgungs-
behorden zuginglich sein (Clearview Al Inc. 2022). Aufferdem bestehen
Vertrige mit dem US-Verteidigungs- und dem Innenministerium (Tech
Inquiry 2022). In der Vergangenheit wurde der Dienst aber auch von
Unternehmen und zu privaten Zwecken (Hill 2020b) eingesetzt. Ein Da-
tenleck zeigt, dass die Gesichtersuchmaschine auch in mehr als fiinfzehn
europaischen Staaten eingesetzt wurde (Mac et al 2021).

3. Chronologischer Ablauf

In diesem Abschnitt beschreiben wir den Ablauf des Verfahrens in chro-
nologischer Reihenfolge. Zunichst berichten wir von Matthias Marx’” Aus-
kunftsersuchen an Clearview Al Anschliefend zeichnen wir den Weg
von Marx’ Beschwerde bis zur Entscheidung des HmbB(DI, an Clearview
Al heranzutreten, nach. Danach berichten wir vom weiteren Verlauf des
Verfahrens bis heute.

3.1 Das Auskunfisersuchen

Am 18.01.2020 wurde Clearview Al mit der Verdffentlichung eines Arti-
kels in der New York Times der breiten Offentlichkeit bekannt (Hill
2020a). Zwei Tage spater, am 20.01.2020, machte Matthias Marx von sei-
nem Auskunftsrecht nach Art. 15 DSGVO Gebrauch. Er fragte Clearview
Al per E-Mail u.a. nach einer Kopie seiner Daten, nach den Verarbeitungs-
zwecken und Kategorien der betroffenen personenbezogenen Daten und
hingte der E-Mail ein Foto seines Gesichts an.

Am 29.01.2020 bat Clearview Al darum, ein Foto sowie eine Ausweisko-
pie einzureichen. Damit wolle Clearview Al Marx’ Identitit bestatigten,
um sich vor betriigerischen Auskunftsverlangen schiitzen. Auf diese Bitte
hat Matthias Marx jedoch nicht reagiert.

Dessen ungeachtet hat Clearview Al das Auskunftsersuchen am
18.02.2020 in Teilen beantwortet (siche Abb. 1). Clearview Al hat einen
Bericht angefertigt, der die Suchergebnisse fiir das Gbermittelte Bild sowie
die Webseiten-Titel und URLs der Fundorte zeigt. Beide Suchtreffer zei-
gen tatsichlich Matthias Marx. Die gefundenen Bilder stammen von einer
Stockfoto-Webseite.

155

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Matthias Marx und Alan Dahbi

Face Search Results
Report prepared Feb 18, 2020

In order to complete your request, we have generated this report containing Clearview search results for
the image that you shared with us, which is labelled “Original Search Image” below. Search result images
are enumerated with corresponding public web page titles and URLs below.

Original Search Image 1
Image Index

1. Students Henning Stock Photos & Students Henning Stock Images - Alamy. https://www.alamy.com/stock-photo/
students-henning.htm/

2. (FILE) An archive photo dated 28 November 2012 shows students Henning Stock Photo: 52583329 - Alamy. https:/
www.alamy.com/stock-photo-filean-archive-photo-dated-28-november-2012-shows-students-henning-52583329.html

Abbildung 1: Clearview Als erste Antwort auf Marx’ Auskunfisersuchen.

Mit seiner Antwort hat Clearview Al auch mitgeteilt, dass die Bilder, die
Marx zur Bearbeitung der Anfrage bereitgestellt hatte, geloscht worden
seien. Dennoch — und ohne erneute Anfrage — wurde Marx’ Auskunftsersu-
chen am 19.05.2020 erneut beantwortet. Das Suchbild war offenbar nicht
geloscht worden (siehe Abb. 2). Diese zweite Antwort zeigt die beiden
Treffer vom ersten Mal sowie acht weitere Bilder, die nicht Matthias Marx
zeigen.

3.2 Die Beschwerde

Noch am Tag der ersten Antwort, am 18.02.2020, beschwerte sich Marx
elektronisch beim HmbBfDI. In seiner Beschwerde merkte er an, dass Cle-
arview Al seine biometrischen Daten ohne seine Zustimmung verarbeitet
und dass das Auskunftsersuchen nur unvollstindig beantwortet worden
1St.

Am 05.03.2020 antwortete der HmbBfDI. Nach Priifung des Anliegens
war die Behorde zu dem Ergebnis gekommen, dass die Anwendbarkeit der
DSGVO und damit die Zustandigkeit des HmbBfDI nicht er6ffnet sei. Da
Clearview Al keine Niederlassung in Europa unterhalte, kime lediglich die
Anwendbarkeit des Art. 3 Abs. 2 DSGVO in Betracht. Jedoch richte Clear-
view Al sich nicht an europaische Nutzer:innen. Auch wiirde Clearview Al
kein Verhalten von Personen, die sich in der Europdischen Union aufhal-
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Face Search Results
Report prepared May 18, 2020

Disclaimer: In order to complete your request, we have generated this report containing Clearview
search results for the image that you shared with us, which is labelled “Original Search Image” below.
Search result images are enumerated with corresponding pubhc web page m!es and URLs below.

Original Search Image 1
Image Index

1. Students Henning Stock Photos & Students Henning Stock Images - Alamy. https://www.alamy.com/stock-photo/
students-henning.htm/

2. (FILE) An archive photo dated 28 November 2012 shows students Henning Stock Photo: 52583329 - Alamy. https://
www.alamy.com/stock-photo-filean-archive-photo-dated-28-november-2012-shows-students-henning-52583329.html

3. -rofile photo. https://vk.com I
4. s »rofile photo. https://vk.com
5. I -rofile photo. https://vk.com,
oI - ofile. hitps.//www.beautiful-instagram.ciub |
7. I ofile photo. https://vk.com/

Abbildung 2: Clearview Als zweite Antwort auf Marx’ Auskunfisersuchen (Aus-
schnitt). Nur zwei von zebn Suchergebnissen zeigen tatsichlich
setn Gestcht.

ten, beobachten. Weiterhin seien der Behorde keine Falle bekannt, in de-
nen Clearview Al in der EU eingesetzt wurde. Aufferdem wiirden die USA
keinem Recht eines Mitgliedsstaates aufgrund volkerrechtlicher Verpflich-
tungen unterliegen.

Am gleichen Tag noch erwiderte Marx, dass Clearview Al offensicht-
lich beabsichtigen wiirde, Dienstleistungen in der EU anzubieten oder
dies bereits tut. So wurden auf Clearview Als Webseite Privacy Request
Forms fiur Einwohner:innen der EU, des Vereinigten Konigreichs und
der Schweiz angeboten. Das dazugehodrige Formular wurde durch eine
Firma mit Sitz in Barcelona, Spanien bereitgestellt. Auch in Clearview Als
Datenschutzhinweisen wurde darauf hingewiesen, dass Einwohner:innen
des Europdischen Wirtschaftsraums sich bei ihrer jeweiligen Datenschutz-
behodrde beschweren oder diese bei Streitigkeiten im Zusammenhang mit
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der Verarbeitung personenbezogener Daten durch Clearview Al kontaktie-
ren konnen. Weiterhin wies Marx darauf hin, dass Medienberichten zu
Folge diverse, auch europiische Polizeibehorden, bereits einen Clearview
Al-Zugang hitten.

Am 20.03.2020 teilte der HmbBfDI mit, dass sie sich nun doch ent-
schlossen hatten, an Clearview Al heranzutreten. Dazu haben sie am
19.03.2020 zunichst 14 allgemeine, von Marx’ Fall weitgehend unabhin-
gige Fragen an das Unternehmen tbermittelt. Uber diese Entscheidung
berichtete am 25.03.2020 der Spiegel (Beuth 2020). Am gleichen Tag bot
noyb Unterstitzung in dem Fall an.

3.3 Unterstiitzung durch noyb

Am 15.04.2020 antwortete Clearview Al auf das erste Schreiben des
HmbB(DI. Die 14 Fragen wurden nicht im Einzelnen beantwortet. Statt-
dessen teilte die Firma mit, dass alle européischen Nutzer:innen des Diens-
tes gesperrt worden seien und es keine zahlenden Kund:innen aus der
EU gibe. Betroffene Personen in der EU wiirde die Firma keine Waren
oder Dienstleistungen anbieten, ihr Verhalten wiirden sie nicht beobach-
ten. Aufferdem wurde hervorgehoben, dass Clearview Als Antwort kein
Anerkernntnis der Zustindigkeit darstellen und lediglich als Zeichen ihres
guten Willens erfolgen wiirde.

Am 17.04.2020 ubermittelte #oyb eine Stellungnahme zu der Anwend-
barkeit der DSGVO auf die Datenverarbeitung durch Clearview Al an den
HmbBfDI.

Da Clearview Als Antwort einige Fragen offen lief und neue Fragen
aufkamen, hat der HmbB{DI am 26.05.2020 einen weiteren Fragenkatalog
mit 17 Fragenkomplexen an Clearview Al tibermittelt und darum gebe-
ten, im Einzelnen auf die Fragen einzugehen. Dieses Schreiben wurde
am 23.07.2020 wieder oberflichlich durch Clearview Al beantwortet. Der
HmbBIDI hitte keine Zustindigkeit Gber Clearview Al, daher wiirden sie
von der Beantwortung weiterer Fragen absehen.

Als Reaktion auf diese Antwort erlieff der HmbfDI am 13.08.2020 einen
Auskunftsheranziechungsbescheid (HmbBfDI 2020). Mit diesem wurde
Clearview Al aufgefordert, bis zum 14.09.2020 auf 17 Fragenkomplexe zu
antworten. Fir jeden Fall der Nichterteilung einer Auskunft wurde ein
Zwangsgeld in Hohe von 10.000,00 EUR angedroht. Auf diesen Bescheid
antwortete Clearview Al am 14.09.2020. In seiner Antwort duflerte sich
Clearview Al zu jedem Fragenkomplex. Auflerdem brachte Clearview Al
Bedenken zur Anwendbarkeit der DSGVO an.
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Zu den Ausfihrungen Clearview Als nahm noyb am 16.10.2020 Stel-
lung. In einem zweiten Schreiben erginzte noyb am 07.12.2020 Ausfih-
rungen beziiglich der Kompetenzen der Aufsichtsbehorden.

Im Rahmen einer Anhorung vor Erlass einer Anordnung wurde Clear-
view Al am 27.01.2021 durch den HmbBfDI informiert, dass ein Verwal-
tungsverfahren eingeleitet wurde, mit dem Ziel Clearview Al anzuweisen,
den Hashwert zu 16schen und die Loschung zu bestitigen (HmbBfDI
2021). Am 12.02.2021 wurde bestitigt, dass Clearview Al den biometri-
schen Hashwert zur Person des Beschwerdeftihrers, Herrn Matthias Marx,
geloscht habe.

3.4 Neues Auskunftsverlangen

Am 23.02.2021 hat Matthias Marx ein weiteres Auskunftsverlangen an
Clearview Al tibermittelt. Dazu hat er eine andere E-Mail-Adresse als zuvor
genutzt. Diese Anfrage wurde am 08.03.2021 von Clearview Al damit
beantwortet, dass er bereits am 18.05.2020 eine Auskunft erhalten habe,
sein Gesicht de-identifiziert worden sei und keine Clearview Al vorliegen-
den biometrischen Informationen mit dem von Marx bereitgestellten Bild
tbereinstimmen wirden.

Zu dieser Antwort Gbermittelte zoyb am 11.07.2021 eine Stellungnah-
me an den HmbB{DI. Darin stellten wir die Frage, wie Clearview Al das
neue Auskunftsverlangen (vom 23.02.2021) mit dem ersten Auskunftsver-
langen (vom 20.01.2020) verkniipfen konnte, wenn keine biometrischen
Daten mehr vorliegen und die Anfrage von einer anderen E-Mail-Adresse
aus gestellt wurde.

Daraufhin stellte der HmbBfDI am 03.09.2021 weitere Fragen an Clear-
view Al, welche am 30.09.2021 beantwortet wurden. Clearview Al erklarte,
dass der fur frihere Antrage des Beschwerdeftiihrers zustaindige Mitarbeiter
sein Foto bei der Bearbeitung wiedererkannt hatte.

Mit Stand vom Mirz 2022 ist das Verfahren noch nicht abgeschlossen.

3.5 Europdische Kunden
Vor dem Hintergrund der Frage, ob die DSGVO anwendbar sei, kam auch
die Frage auf, ob Clearview Al Kunden in der Europaischen Union hat.

Dazu stellten bereits im Januar 2020 Abgeordnete des Europiischen Parla-
ments drei parlamentarische Anfragen zur schriftlichen Beantwortung an

159

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Matthias Marx und Alan Dahi

die Europdische Kommission (Kouloglou 2020; Veld et al 2020; Vollath
2020). Die Abgeordneten fragten,

ob der Kommission Anwendungsfille von Clearview Al in Europa
bekannt sind,

ob Clearview Al auch Bilder von Biirgern in der EU erfasst,

ob die Nutzung der Anwendung mit den Rechtsvorschriften der EU
zum Datenschutz und zur Privatsphire und den einschligigen Abkom-
men zwischen der EU und den USA iber die Zusammenarbeit im
Bereich der Strafverfolgung vereinbar ist und

wie die Kommission die Grundrechte der Europiischen Biirgerinnen
und Birger im Falle eines Auftretens solcher Gesichtersuchmaschinen
auf dem europiischen Markt zu schiitzen plant.

Bevor diese Fragen im Juni und Juli 2020 beantwortet wurden, berichteten
Medien im Februar 2020, dass Clearview Al weltweit mehr als 2200 Kun-
den hatte, einschlielich Strafverfolgungsverhorden, Unternehmen und
Privatpersonen. Den Berichten zu Folge gab es in mehr als finfzehn
europdischen Landern Kunden (Haskins et al 2020; Mac et al 2020).

Im Zeitraum Marz bis Juni 2020 wurden in einigen europaischen Lin-

dern weitere parlamentarische Anfragen gestellt, dazu kamen Informati-
onsfreiheitsanfragen und Anfragen durch Medien:

Dinemark: Nach einer parlamentarischen Anfrage teilt das Justizminis-
terium mit, dass die Polizei an einer Demonstration von Clearview
Al teilnahm und Kontaktinformationen hinterlie. Die Polizei soll die
Gesichtersuchmaschine nicht eingesetzt haben (Justizministerium des
Konigreichs Danemark 2020).

Deutschland: Nach einer Informationsfreiheitsanfrage teilt das Innen-
ministerium mit, dass tber einen Kontakt der Bundesregierung mit
Clearview Al nichts bekannt sei (Bundesministerium des Innern, fir
Bau und Heimat 2020).

Griechenland: Auf eine Anfrage der Birgerrechtsorganisation Homo
Digitalis antwortet die Polizei, dass sie Clearview Al nicht nutzen wiir-
den (Homo Digitalis 2020).

Italien: Auf eine Informationsfreiheitsanfrage der Birgerrechtsorgani-
sation Hermes Center antwortet das Innenministerium, dass sie Clear-
view Al nicht gekauft hatten und kein Kontakt zwischen Unternehmen
und Ministerium bestehen wiirde.

Niederlande: Auf eine parlamentarische Anfrage antwortet das Ministe-
rium fir Justiz und Sicherheit, dass nicht bekannt sei, dass 6ffentliche
Einrichtungen Clearview Al nutzen oder in der Vergangenheit einge-
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setzt haben (Ministerium fir Justiz und Sicherheit der Niederlande
2020).

e Schweden: Medienberichten zu Folge hat die schwedische Polizei Cle-
arview Al genutzt (Pettersson and Carlén 2020).!

e Slovenien: Der Biirgerrechtsorganisation Drzavljan D wurde von In-
nen- und Verteidigungsministerium mitgeteilt, dass sie nicht mit Clear-
view Al kooperieren wiirden.

e Vereinigtes Konigreich: Auf eine parlamentarische Anfrage antwortete
die Innenministerin, dass es keine Vertrage mit Clearview Al gibe (Bri-
tisches Innenministerium 2020).

Im Juni und Juli 2020 teilte die Kommission schlieflich mit, dass ihr keine
Informationen iber eine Verwendung von Clearview Al durch Strafverfol-
gungsbehorden in der EU und die Erfassung von Daten von europaischen
Biirgerinnen und Birgern vorligen (Kouloglou 2020; Veld et al 2020;
Vollath 2020). Am 03.09.2020 zeigten sich Abgeordnete des Europaischen
Paralments verargert Gber die in ihren Augen unzureichenden Antworten
der Kommission. Zu dem Zeitpunkt der Antworten war bereits 6ffentlich
uber verschiedene Anwendungen von Clearview Al in der EU und uber
betroffene EU-Biirger:innen berichtet worden (Stolton 2020).

Im August 2021 veroftentlichte BuzzFeed News einen weiteren Arti-
kel uber Clearview Al, in dem u.a. die Anzahl der von verschiedenen
Behorden bis zum Februar 2020 durchgefihrten Suchen veroffentlicht
wurden. Die Zahlen zeigen, dass Clearview Al u.a. in Didnemark, Italien,
den Niederlanden, Schweden, Slovenien und im Vereinigten Konigreich
eingesetzt worden war (Mac et al 2021). Diese Zahlen stehen zum Teil im
Widerspruch zu Antworten auf die oben aufgefithrten Anfragen.

1 Zwischenzeitlich hat die schwedische Aufsichtsbehorde IMY die Verwendung von
Clearview Al durch die schwedische Polizei untersucht und am 10.02.2021 u.a.
entschieden, dass die Polizei Clearview Al widerrechtlich verwendet hat: https://w
ww.imy.se/globalassets/dokument/beslut/beslut-tillsyn-polismyndigheten-cvai.pdf
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4. Rechtliche Einordnung

Datenschutzrechtlich sind insbesondere zwei Fragen zu erortern:

1. Erfasst die DSGVO iiberhaupt die Verarbeitungsprozesse Clearview
Als?

2. Falls ja, kann sich Clearview auf eine Rechtsgrundlage berufen, um die
Fotos zu verarbeiten?

4.1 (Raumliche) Anwendbarkeit der DSGVO

Ob die Verarbeitungsprozesse Clearview Als von der DSGVO erfasst wer-
den, hangt davon ab, ob sowohl der sachliche und der raiumliche Anwen-
dungsbereich der DSGVO eroftnet sind .

Der sachliche Anwendungsbereich ist er6ffnet, weil die Erfassung von
Profilfotos und deren anschliefende biometrische Verarbeitung eine auto-
matisierte Verarbeitung personenbezogener Daten darstellt und keine der
ausgeklammerten Bereiche einschlagig ist . Dieser Punkt wurde auch nicht
von Clearview Al problematisiert.

Clearview Al verneinte jedoch den raumlichen Anwendungsbereich
nach Artikel 3 Abs.2 DSGVO. GemafS Artikel 3 Abs.2 DSGVO ist die
DSGVO anwendbar, wenn zwar keine Niederlassung in der Union gege-
ben ist, aber

- wenn die Datenverarbeitung im Zusammenhang damit steht
a) Dbetroffenen Personen in der Union Waren oder Dienstleistungen
anzubieten, unabhingig davon, ob von diesen betroffenen Perso-
nen eine Zahlung zu leisten ist;
b) das Verhalten betroffener Personen zu beobachten, soweit ihr Ver-
halten in der Union erfolgt.

Nach eigenen Angaben bietet Clearview Al seine Dienste nicht direkt
betroffenen Personen an.

Die DSGVO verlangt jedoch nur eine Datenverarbeitung, die im Zu-
sammenhang mit dem Angebot von Waren oder Dienstleistungen an be-
troffene Personen in der Union steht. Folglich wire es fiir die raumliche
Anwendbarkeit ausreichend, wenn Clearview Al Kunden hatte, die Waren
oder Dienstleistungen an betroffene Personen in der EU anbdten und
diese Kunden in diesem Zusammenhang die Dienste von Clearview Al in
Anspruch nahmen.
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Zwar gibt es Indizen, dass Kunden von Clearview AI Waren oder
Dienstleistungen an betroffene Personen in der EU anbieten (vgl. oben
Punkt 2.5), aber Clearview Al bestreitet die Behauptung.

Dennoch, die DSGVO greift auch unabhingig vom Vorliegen eines An-
gebots von Waren oder Dienstleistungen an betroffene Personen in der EU
nach Artikel 3 Abs. 2 lit. a) gemafS Artikel 3 Abs. 2 lit. b) DSGVO) auch
dann,

wenn die Verarbeitung im Zusammenhang damit steht, (...) b) das
Verhalten betroffener Personen zu beobachten, soweit ihr Verhalten in
der Union erfolgt.

Clearview Al argumentierte, dass der Dienst fir die Beobachtung des Ver-
haltens betroffener Personen im Sinne des Artikel 3 Abs. 2 lit. b) DSGVO
nicht geeignet sei. Eine Beobachtung im Sinne der DSGVO sei nur gege-
ben, wenn die Beobachtung einer Uberwachung des Verhaltens einer Per-
son gleichkomme.

Dieses Verstindnis werde von der franzosischen und der englischen
Sprachversion der DSGVO unterstitzt (monitor bzw. au suivi du comporte-
ment) sowie von einigen Kommentaren (Simitis/Hornung/Spiecker gen.
Dohmann (2019), Art. 3 Rn. 57: ,Eine objektiv lediglich punktuelle Erfas-
sung eines Zustands ist nicht ausreichend“; Ehmann/Selmayr/
Zerdick(2018), Art. 3 Rn. 20: ,Daraus wird deutlich, dass unter einem ’Be-
obachten’ nicht blof punktuelle Manahmen zu verstehen sind, sondern
die Verarbeitungstatigkeit ihrer Intensitit nach vielmehr einer *Uberwa-
chung’ gleich kommen muss.“)

Die Aktivitaten Clearview Als kimen keiner Uberwachung gleich, weil
das Unternechmen nur Schnappschiisse zur Verfiigung stelle und damit
nur Momentaufnahmen. Eine Momentaufnahme kénne aber keine Beob-
achtung sein. Zudem sei die Suche mit Clearview Al eher mit einer Goog-
le-Suche anhand eines Namens zu vergleichen, welche wohl unzweifelhaft
nicht als Beobachtung zu klassifizierung sei.

Das Problem liegt darin, dass die DSGVO den Begriff Beobach-
tung nicht definiert und es keine hochstrichterliche Klarstellung gibt. Als
Richtschnur fir die Auslegung des Begriffs kann aber Erwagungsgrund 24
S.2 DSGVO herangezogen werden, welcher als Beispiel fiir eine Beobach-
tung das Nachvollziehen der Internetaktivititen von betroffenen Personen
nennt.

Eben jenes Beispiel wird von Clearview Al unter Verweis auf Zerdick
herangezogen, um zu argumentieren, dass die Verarbeitungstatigkeit in
ihrer Intensitat einer Uberwachung gleichkommen muss, ohne aber diesen
Begriff selbst niher zu bestimmen.
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Unserer Ansicht nach deutet das Beispiel jedoch eher darauf hin, dass
die Verarbeitung Informationen tber die Tatigkeit / das Verhalten der
beobachteten Person liefern muss — und tatsichlich wird dieses Verstand-
nis wohl von Zerdick geteilt, wenn er in der Verwendung von Gefallt
mir-Schaltflichen eine Uberwachung sieht. Entsprechend verlangt auch
Hornung keine systematische Uberwachung, sondern nur das zielgerichtete
Erfassen von Verhalten.

Zu beachten ist, dass Clearview Al keine Suchmaschine fiir ein be-
stimmtes, einzelnes Foto ist. Nachdem Clearview Al ein Foto erfasst hat,
wird mit dem berechneten biometrischen Profil des Fotos ein Index-dhnli-
cher Hash erzeugt. Dieser Wert erlaubt es Clearview Al, verschiedene Fo-
tos miteinander zu vergleichen und, sofern die jeweiligen Werte (d.h. im
Endeffekt die Profilbilder) eine gewisse Ahnlichkeitsschwelle erreichen,
zu verkniipfen. Damit konnen verschiedene Bilder einer Person eben die-
ser Person zugeschreiben werden, ohne dass die eigentliche Identitit der
Person notwendigerweise bekannt ist. Dartiber hinaus kann der Kontext
der Bilder (z.B. URL, Namen der Bilddatei, das Foto selbst) weitere perso-
nenbezogene Daten offenbaren, welche auf das Verhalten der betroffenen
Personen schliefen lassen.

Wir argumentierten, dass eine Anzahl verkniipfter Fotos, auch wenn die
Fotos fiir sich genommen jeweils Schnappschisse sind, nichts anderes als
eine Beobachtung der abgebildeten Person ist. Als grober Vergleich dienen
Filmaufnahmen, wie z.B. von Uberwachungskameras, welche nichts ande-
res als eine Serie statischer Einzelbilder und damit aneinander gereihte
Momentaufnahmen sind.

Denn Artikel 3 Abs. 2 lit. b) DSGVO ist weder vom Wortlaut noch vom
Sinn zu entnehmen, dass erst ab einer gewissen Anzahl von aneinanderge-
reihten Schnappschiissen oder Momentaufnahmen eine Anwendbarkeit
der DSGVO vorgesehen ist. Tatsachlich kann sogar ein einziges Foto in ge-
wissen Situationen eine Beobachtung darstellen, z.B. wenn das aufgenom-
mene Foto zeigt, wer durch eine Tir schreitet oder dass sich ein Paar dort
kasst und wenn es letztlich darauf ankommt, diese Informationen den Fo-
tos zu entnehmen.

Dabei ist unerheblich, ob die Auswertung von Aufzeichnungen in Echt-
zeit oder nachtriglich erfolgt, weil auch durch nachtragliche Auswertun-
gen ein Bild der beobachteten Person entstehen kann.

Des Weiteren kann eine Beobachtung auch spirlich Gber lingere Zeit-
rdaume erfolgen. Doping-Tests alle 6 Monate oder jihrliche medizinische
Untersuchungen sind Beispiele fir Aktivititen, die trotz grofleren Zeitin-
tervallen durchaus Informationen tber das Verhalten einer Person liefern.
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Auch der Vergleich mit einer Textsuche nach einem Namen bei Goog-
le hinkt, weil Clearview Al als Suchparameter ein biometrisches Datum
verwendet. Dieses biometrische Datum ist der Natur nach eindeutig und
soll ausschlieflich Ergebnisse der gesuchten Person liefern. Eine Suche
nach einem Namen kann regelmafig auch Ergebnisse liefern, die nichts
mit der Person zu tun haben, wahrend eine Suche mit dem biometrischen
Profil einer Person nur das Gesicht dieser Person und die verknipften
Quelldaten liefern soll.

Schlielich ist zu beriicksichtigen, dass Artikel 3 Abs. 2 lit. b) DSGVO,
ebenso wie Artikel 3 Abs. 2 lit.a) DSGVO, wegen der Formulierung ,im
Zusammenhang steht“ einen durchaus weiten Anwendungsbereich erdff-
net.

Folglich kann selbst eine entsprechende (ggf. nur geplante) nachgelager-
te Verarbeitung die Einordnung der ersten Stufe als ,Beobachtung” bein-
flussen, sofern die nachgelagerte Verarbeitung eine Beobachtung umfasst
(vgl. Gola DS-GVO/Piltz, Art.3 Rn.33; Kuhling/Buchner/KlarArt. 3
Rn. 91, 92).

In diesem Sinne erklirt Erwagungsgrund 24 S.2 DSGVO (eigene Her-
vorhebung):

Ob eine Verarbeitungstitigkeit der Beobachtung des Verhaltens von
betroffenen Personen gilt, sollte daran festgemacht werden, ob ihre
Internetaktivititen nachvollzogen werden, einschlieflich der maglichen
nachfolgenden Verwendung von Techniken zur Verarbeitung personenbezo-
gener Daten.

Beriicksichtigt man die Kunden von Clearview Al und die Zwecke, fiir die
der Dienst beworben wird, ist zusitzlich zur vorliegenden Beobachtung
unmittelbar durch Clearview Al von einer nachgelagerten Beobachtung
durch die Kunden auszugehen.

4.2 Feblende Rechtsgrundlage

Weil der Anwendungsbereich der DSGVO zu bejahen war, wurde im
nichsten Schritt untersucht, ob sich Clearview Al auf eine Rechtsgrund-
lage fiir die durchgefihrten Verarbeitungen stitzen kann, um diese zu
rechtfertigen. Die DSGVO sieht vor, dass jede Verarbeitung eine eigene
Rechtsgrundlage bzw. Ausnahme eines Verarbeitungsverbots bedarf.

Clearview Al duflerte sich gegentiiber dem HmbBfDI im Rahmen des
Verfahrens zu keiner Zeit klar zur RechtmiRigkeit seines Dienstes — ggf.
weil es schon die Anwendbarkeit der DSGVO verneinte.
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Die relevanten Verarbeitungsprozesse Clearview Ais kénnen auf den
ersten Blick grob in zwei Ebenen aufgeteilt werden: i) Zunichst das Erfas-
sen und Speichern der 6ffentlich zuganglichen Fotos. Ii) Die anschliefSen-
de biometrische Verarbeitung der erfassten Fotos, damit sie zur eindeuti-
gen Identifizierung einer Person verwendet werden konnen.

Allerdings werden die jeweiligen Ebenen von einem einzigen Zweck
(im Sinne der Zweckbindung nach Artikel S Abs. 1 lit. B) i.V.m. Artikel 6
Abs. 4 DSGVO) derart umklammert, dass eine isolierte Betrachtung wider-
sinnig ware. Jede Ebene zielt auf das Betreiben eines biometrischen Foto-
Suchdienstes fiir Gesichter ab.

Daher sind die beiden Ebenen im Rahmen der Rechtmaifigkeitserdte-
rung als eine einzige Verarbeitungstatigkeit zu betrachten.

Diese umfasst auch die Verarbeitung biometrischer Daten. Die DSGVO
definiert biometrische Daten in Artikel 4 Nr. 14 DSGVO als

mit speziellen technischen Verfahren gewonnene personenbezogene
Daten zu den physischen, physiologischen oder verhaltenstypischen
Merkmalen einer natiirlichen Person, die die eindeutige Identifizierung
dieser natirlichen Person ermoglichen oder bestatigen, wie Gesichtsbil-
der oder daktyloskopische Daten.

Als sog. besondere Kategorie personenbezogener Daten unterliegt deren
Verarbeitung zur eindeutigen Identifizierung einer natirlichen Person
dem grundsatzlichen Verarbeitungsverbot des Artikel 9 Abs. 1 DSGVO.

Nur wenn eine der Ausnahmen in Artikel 9 Abs.2 DSGVO vorliegt,
dirfen biometrische Daten zur eindeutigen Identifizierung einer betroffe-
nen Person verarbeitet werden.

Eine Ausnahme nach Artikel 9 Abs. 2 DSGVO muss dabei wohl stets zu-
satzlich zu einer Rechtsgrundlage nach Artikel 6 Abs. 1 DSGVO vorliegen
(vgl. DSGVO, Erwigungsgrund 51 S.5; BeckOK DatenschutzR/Albers/
VeitDS- GVO Art. 9 Rn. 11).

Rechtsgrundlage nach Artikel 6 Abs. 1 DSGVO. Als Rechtsgrundlage
nach Artikel 6 Abs. 1 DSGVO kommt nur berechtigtes Interesse gemaf§ Ar-
tikel 6 Abs. 2 lit. F) DSGVO in Betracht. Danach muss die Verarbeitung
zur Wahrung der berechtigten Interessen des Verantwortlichen oder eines
Dritten erforderlich sein und die Interessen oder Rechte der betroffenen
Person diirfen dieses Interesse nicht tiberwiegen.

Weder Clearview Al noch dessen Kunden als Dritte haben ein berech-
tigtes Interesse, auf welches sie sich berufen konnen.

Das fehlende relevante Interesse von Clearview Al Clearview Al
hat an der Verarbeitung ein lediglich kommerzielles Interesse, d.h. die
Erbringung einer Dienstleistung mit Gewinnerzielungsabsicht.
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Gewinn an sich kann aber niemals ein zu beriicksichtigendes Interesse
sein, weil grundsitzlich jedes betriebswirtschaftliche Unternehmen eine
Einkinfteerzielungsabsicht hat und letzlich jede Verarbeitungstitigkeit auf
diese Absicht zuriickgefithrt werden kann (vgl. auch EuGH, C-131/12
Google Spain SL, Google Inc. V Agencia Espaiiola de Proteccién de Datos
(AEPD) und Mario Costeja Gonzélez [2014] ECLI:EU:C:2014:317, Rn. 81).

Daher muss ein zu allgemeines Interesse im Lichte der Zweckbindung
nach Artikel 5 Abs. 1 lit. B) DSGVO weiter konkretisiert werden. Dieser
Konkretisierungsgedanke lasst sich indirekt der Regelung des Artikel 21
Abs.2 DSGVO zu Direktwerbung entnehmen, denn das Interesse eines
Verantwortlichen an Direktwerbung ist letzlich grundsatzlich das der Ein-
kiinfteerzielung.

Ein konkreteres Interesse als das der Gewinnerzielung ist fiir Clearview
Al nicht ersichtlich.

Das fehlende relevante Interesse von Dritten. Das berechtigte Interes-
se der Dritten, die Clearview Ais Dienste in Anspruch nehmen, ist die
Identifizierung von Personen und das Erlangen von Informationen tber
diese, z.B. zur Aufklirung von Straftaten.

Nimmt man aber den wohl haufigsten Clearview-Kunden, eine Strafver-
folgungsbehorde, schreibt Artikel 6 Abs. 1 DSGVO ausdriicklich vor, dass
die Rechtsgrundlage der berechtigten Interessen nicht fir die von Behor-
den in Erfillung ihrer Aufgaben vorgenommene Verarbeitung [gilt]. Weil
diese Art der Kunden sich nicht auf die Rechtsgrundlage berechtigte Inter-
essen stlitzen kann, ware es widersprichlich, wenn sich der Verantwortli-
che der vorgelagerten Verarbeitung auf die berechtigten Interessen dieser
bestimmten nachgelagerten Stellen berufen kénnte.

Bei privaten Unternehmen und Einzelpersonen als Kunden bzw. Drit-
te ist das Interesse ebenfalls die Identifizierung von Personen und das
Erlangen von Informationen iber diese zu einem naher zu bestimmenden
Zweck — und im Vergleich zu Behoérden konnen sich diese auch prinzipiell
auf berechtigte Interessen berufen.

Das Interesse ist aber rein abstrakter Natur, denn die gesamte Verarbei-
tung durch Clearview Al, von der urspringlichen Erfassung und Speiche-
rung bis zur biometrischen Verarbeitung der Fotos, erfolgt regelmifig
bevor der Dienst von einem bestimmten Kunden in Anspruch genommen
wird. Welcher konkrete Nutzen aus der Verarbeitung gezogen wird, ist da-
her zunachst unbekannt. Ein Kunde wird den Dienst verwenden, um sich
zu vergewissern, dass krankgeschriebene Mitarbeiter sich nicht titsichlich
am Strand vergniigen und Selfies posten. Ein anderer Kunde wird den
Dienst verwenden, um sich tiber Bewerber:innen zu informieren.
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Damit aber sozusagen nicht auf Vorrat (in gedanklicher Anlehnung am
Konzept der Vorratsdatenspeicherung) verarbeitet werden kann, muss das
Interesse zum Zeitpunkt der Verarbeitung entstanden und vorhanden sein
(...) und zu diesem Zeitpunket nicht hypothetisch sein (EuGH, C708/18
TK [2019] EU:C:2019:1064, Rn.44; vgl. auch BeckOK DatenschutzR/
Albers/Veit DSGVO Art. 6 Rn. 68).

Daher kann sich Clearview Al nicht auf berechtigte Interessen fiir die
Verarbeitung berufen.

Obgleich folglich keine Rechtsgrundlage nach Artikel 6 Abs. 1 DSGVO
vorliegt, untersuchen wir der Vollstindigkeit halber, ob eine Ausnahme
nach Artikel 9 Abs. 2 DSGVO vorliegen konnte.

Ausnahme nach Artikel 9 Abs.2 DSGVO. Mangels einer ausdrickli-
chen Einwilligung gemifl Artikel 9 Abs.2 lit.a) DSGVO in die gegen-
standliche Verarbeitung kommt als mégliche Ausnahme vom Verbot der
Verarbeitung besonderer Kategorien personenbezogener Daten grundsatz-
lich nur Artikel 9 Abs. 2 lit. ) DSGVO in Betracht, d.h. die Verarbeitung
musste sich auf Daten beziehen, welche die betroffene Person offensicht-
lich offentlich gemacht hat.

Die Fotos, die Clearview Al verarbeitet, miissten daher i) von der jewei-
ligen betroffenen Person offensichtlich 6ffentlich und zusatzlich ii) fir
den jeweiligen Zweck der beabsichtigten Verarbeitung durch Clearview Al
offentlich gemacht worden sein. Keines dieser Elemente ist zu bejahen.

Offensichtlich 6ffentlich gemacht. Im Sinne des Grundsatzes der Re-
chenschaftspflicht nach Artikel 5 Abs.2 DSGVO obliegt es dem Verant-
wortlichen nachzuweisen, dass die zu verarbeitenden Daten durch die be-
troffene Person offensichtlich offentlich gemacht wurden. Das ist nicht
moglich, weil in den allermeisten Fillen nicht ersichtlich ist, ob die abge-
bildete Person die Fotos selber veroffentlicht hat oder ob die Fotos gegen
ihren Willen von einem Dritten veréffentlicht wurd-n - wie auch vorlie-
gend im konkreten Fall. Die Fotos von Marx wurden zwar auf einer Stock-
fotografie-Webseite gefunden, wurden aber gegen seinen Willen dort
hochgeladen.

Veroffentlichung fiir den Zweck der Verarbeitung. Zudem muss das
relevante personenbezogene Datum gerade zu dem bestimmten Zweck der
intendierten Verarbeitung offentlich gemacht worden sein, um dem
Grundsatz der Zweckbindung nach Artikel 5 Abs. 1 lit. b) DSGVO zu ent-
sprechen.

Tatbestandlich manifestiert sich dies in dem Erfordernis der offensicht-
lichen Veroftentlichung, denn jede bewusste Verdffentlichung erfolgt zu
einem bestimmten Zweck.

168

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Clearview Al und die DSGVO

Fir eine betroffene Person ist es oft nicht moglich, tberhaupt zu
erahnen, welche Schlussfolgerungen oder Informationen die Offentlich-
keit (sprich ein potentieller Verantwortlicher) durch eine Verarbeitung
ihrer personenbezogenen Daten ziehen kann oder wird.

Veroffentlicht eine betroffene Person auf ihrer Kanzleiwebseite ein Pro-
filfoto von sich, ist der intendierte Zweck der Forderung der anwaltlichen
Tatigkeit.

Dass der benachbarte Supermarkt tiber Videotiberwachung Fotos von
seinen Kunden aufnimmt, diese bei Clearview Al hochladt, damit die Kun-
den ggf. personlich begrifit werden konnen, war nicht vom Zweck der
urspringlichen Veroffentlichung umfasst. Ebenso wire die Verarbeitung
des Fotos durch die benachbarte Apotheke zum Angebot einer Dermati-
tissalbe zweckfremd. Die jeweiligen Zwecke der Verdffentlichung und der
anschliefenden Verarbeitungen fallen auseinander.

Die urspringliche Zweckbestimmung muss sich daher in der anschlie-
Benden Zweckbindung nach Artikel 5 Abs. 1 lit. b) DSGVO des Verant-
wortlichen spiegeln, damit es zu keinem Zweckbruch zwischen den bei-
den Verarbeitungstatigkeiten kommt. Dass die beiden Verarbeitungen im
Zusammenhang stehen, ergibt sich auch daraus, dass die spitere Verarbei-
tung ohne die erste (verdffentlichende) Verarbeitung nicht erfolgen kann.

4.3 Weitere Aspekte

Sperrliste. Clearview Al bietet eine Sperrliste im Sinne eines Opt-Out von
seinen Suchergebnissen an. Die Sperrliste verwendet den biometrischen
Hashwert der betroffenen Person, um diese von den Suchergebnissen zu
filtern. Das bedeutet aber auch, dass die personenbezogenen Daten der be-
troffenen Person weiterhin verarbeitet werden, sowohl Fotos als auch der
biometrische Hashwert. Die betroffene Person ist gewissermafien in einer
Zwickmiihle: obwohl die zugrundeliegende Verarbeitung durch Clearview
Al rechtswidrig ist, soll die betroffene Person eine Einwilligung erteilen,
damit sie auf eine Sperrliste kommt.

Durchsetzung. Clearview Al hat keine Niederlassung innerhalb der
EU. Wie in allen anderen Rechtsbereichen ist die Frage der Zustindigkeit
und der Rechtsprechung vom Problem der faktischen Vollstreckung zu
trennen. Eine Entscheidung gegen einen Verantwortlichen ohne Nieder-
lassung oder vollstreckbarem Vermégen in der EU ist u.U. schlicht fak-
tisch nicht durchsetzbar. Dies ist jedoch auch aus allen anderen Rechtsbe-
reichen bekannt (Flucht des Schuldners) und sollte den Rechtsstaat nicht
darin hindern, eine Entscheidung zu erlassen. Die Extraterritorialitat der
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DSGVO durch Artikel 3 Abs. 2 DSGVO ist weithin anerkannt und schliefSt
die Verpflichtung zur Einhaltung der Grundsitze der DSGVO fiir Verant-
wortliche ohne Niederlassung in der EU, wie Clearview Al, nicht aus.

4.5 Situation in anderen EU-Mitgliedstaaten und dem Vereinigten Konigreich

In Frankreich, dem Vereinigten Konigreich und Italien hat es in parallel
zu Marx Fall gelagerten Fillen schon (vorlidufige) aufsichtsbehordliche
Entscheidungen zu Clearview Al gegeben.

Frankreich. Die franzosische Aufsichtsbehorde Commission nationale
de l'informatique et des libertés (CNIL) hat am 26.11.2021 in ihrer Entschei-
dung MED 2021-134 (MDMM211166) Clearview Al die weitere Verarbei-
tung personsonenbezogener Daten von betroffenen Personen in Frank-
reich untersagt und Clearview Al aufgefordert, dem Recht auf Loschung
betroffener Personen nachzukommen (CNIL 2021a; b).

Hinsichtlich der Frage der Beobachtung hat sie ausgefiihrt (CNIL
2021b, eigene Ubersetzung):

Ein solches Suchergebnis ermoglicht es auch, das Verhalten einer Per-
son im Internet zu identifizieren, indem die Informationen, die diese
Person online gestellt hat, sowie ihr Kontext, analysiert werden. Tat-
sachlich ist schon das Einstellen von Fotos an sich ein Verhalten der
jeweiligen Person, das die Entscheidung der Person dartiber widerspie-
gelt, in welchem Umfang sie Elemente ihres Privat- oder Berufslebens
preisgeben mochte. Daher sollte davon ausgegangen werden, dass das
mit einem Foto verkniipfte Suchergebnis zumindest teilweise als ein
Verhaltensprofil der betroffenen Person zu betrachten ist, da es zahlrei-
che Informationen tber diese Person und insbesondere ihr Verhalten
enthalt. Selbst wenn man davon ausgeht, dass der eigentliche Zweck
der Verarbeitung nicht die Verhaltensiiberwachung ist, beinhalten die
Mittel, die fir das biometrische Identifizierungssystem von Clearview
eingesetzt werden, die Erstellung eines solchen Profils, und die Verar-
beitung kann somit als mit der Beobachtung des Verhaltens im Zusam-
menhang stehend angesehen werden.

Vereinigtes Konigreich. Am 29.11.2021 hat die Information Commissio-
ner’s Office (ICO), die zustindige Aufsichtsbehérde fir Datenschutz im
Vereinigten Konigreich, nach einer gemeinsamen Untersuchung mit der
australischen Aufsichtsbehorde Office of the Australian Information Commis-
sioner (OAIC), ihre Absicht bekannt gegeben, Clearview Al auf Grund
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von Verstdflen gegen die UK-DSGVO eine GeldbufSe zu verhingen (ICO
2021).

Die ICO ist zu der vorlaufigen Auffassung gelangt, dass Clearview Al
Inc. in mehrfacher Hinsicht gegen die britischen Datenschutzgesetze ver-
stoflen hat, unter anderem dadurch, dass:

e die Daten von Personen im Vereinigten Konigreich nicht in einer Art
und Weise verarbeitet werde, die sie wahrscheinlich erwarten konnen
oder die fair ist;

* kein Verfahren eingerichtet ist, um die Speicherung der Daten auf
unbestimmte Zeit zu verhindern;

* cine Rechtsgrundlage fiir die Erhebung der Daten fehlt;

e die hoheren Datenschutzstandards fiir biometrische Daten (die nach
der Datenschutz-Grundverordnung und der britischen Datenschutzver-
ordnung als besondere personenbezogene Daten eingestuft werden)
nicht eingehalten werden;

e Personen im Vereinigten Konigreich nicht dartiber informiert werden,
was mit ihren Daten geschieht, und

e zusitzliche personenbezogene Daten, einschlieflich Fotos, verlangt
werden, was Personen, die der Verarbeitung ihrer Daten widersprechen
wollen, davon abschrecken konnte."

Italien. Am 10.02.2022 hat die italienische Aufsichtsbehdrde Garante per
la protezione dei dati personali (Garante) gegen Clearview Al eine Geldbufle
von 20 Millionen Euro verhangen und das Unternehmen angewiesen,
samtliche personenbezogene Daten, inkl. der biometrischen Daten, von
betroffenen Personen in Italien zu 18schen sowie einen Vertreter in der
Union nach Artikel 27 DSGVO zu benennen (Garante 2022).

Exkurs: Einheitliche Entscheidungen. Vor dem Hintergrund der je-
weiligen nationalen Entscheidungen kommt zwangslaufig die Frage auf,
ob eine nationale Behorde nicht ein europaweites Verarbeitungsverbot
hinsichtlich der Verarbeitungstatigkeiten von Clearview Al aussprechen
dirfte oder wie zumindest einheitliche Entscheidungen erreicht werden
konnten. In diesem Exkurs soll die Thematik kurz angerissen werden.

Wegen des volkerrechtlichen Souverinititsprinzips erstrecke sich die
Staatsgewalt grundsitzlich nur auf das eigene Hoheitsgebiet. Demnach
konnte eine nationale Behorde kein europaweites Verbot erlassen. Im Uni-
onsrechtsraum sind jedoch transnationale Verwaltungsakte, d.h. Entschei-
dungen einer nationalen Behorde, die unionsweit Geltung entfalten, be-
kannt. In der Regel vollziechen Mitgliedstaaten dabei Europarecht (vgl. all-
gemein zum Thema: Danwitz (2008S. 609 ff.); Danninger (2019S. 15 £.)).
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Solche Entscheidungen werden grundsitzlich im Rahmen der sog. Ver-
waltungskooperation  (vgl. zur Verwaltungskooperation: Danwitz
(2008S. 609 ft.)) getroffen. Mit diesen Kooperationspflichten ,soll ausgegli-
chen werden, dass das Verwaltungshandeln entgegen dem volkerrechtlich
geltenden Territorialprinzip nicht auf das Gebiet des Erlassstaates be-
schrinkt ist, sondern in der gesamten Union Geltung erlangt® (siche Dan-
witz (2008S. 630), der im Ubrigen auch Bereiche nennt, in denen transna-
tionale Verwaltungsakte auch ohne vorhergehende Kooperation erlassen
werden konnen).

Es ist nicht auszuschlieen, dass auch die DSGVO mit dem Kooperati-
onsmechanismus in Kapitel VII transnationale Verwaltungsakte ermog-
licht. Auf jeden Fall konnten Aufsichtsbehorden gemeinsame MafSnahmen
nach Art. 62 Abs. 1 DSGVO ergreifen, um eine gewisse Einheitlichkeit der
Entscheidungen herbeizufiithren.

S. Fazt

Zunichst ist festzustellen, dass das Verfahren in Hamburg zu lange andau-
ert. Seit dem ersten Auskunftsersuchen bis zur Loschung des Hashwertes
ist mehr als ein Jahr vergangen. Nun, nach mehr als zwei Jahren, ist das
Verfahren noch immer nicht abgeschlossen.

Zwar dauern Beschwerden bei den Aufsichtsbeh6rden in der Regel sehr
lange (noyb 2022), in der Zwischenzeit konnten die ICO im Vereinigten
Konigreich, die CNIL in Frankreich und die Garante in Italien Beschwer-
den zu Clearview Al in kirzerer Zeit (vorlaufig) abschliefen, obwohl
Hamburg urspriinglich eine europiische Vorreiterrolle innehatte.

Erfreulich an den (vorliufigen) Entscheidungen ist jedoch, dass diese
trotz der Schwierigkeit der Durchsetzung getroffen wurden.

Zum Teil lehnen Aufsichtsbehorden leider die Untersuchung von Be-
schwerden ab, in denen der Verantwortliche auferhalb des europiischen
Wirtschaftsraums sitzt und keine lokale Niederlassung hat, obwohl die
DSGVO auf den Sachverhalt klar Anwendung findet. Begrindet wird
dies mit der Unmoglichkeit, eine Entscheidung tatsichlich durchzuset-
zen (noyb 2021).

Abgesehen von der fraglichen Rechtmifigkeit eines solchen Vorgehens
wird dabei verkannt, dass insbesondere Verbotsanordnungen und Geldbu-
Ben durchaus eine beachtliche Wirkung entfalten kénnen. Kein Verant-
wortlicher mit Sitz in der Union wird nun verniinftigerweise das Risiko
eingehen, die offensichtlich rechtswidrigen Dienste von Clearview Al in
Anspruch zu nehmen. Ebenso wird kein européischer Auftragsverarbeiter,
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auch mit Blick auf seine Hinweispflicht auf widerrechtliche Verarbeitun-
gen aus Artikel 28 Abs. 3 lit. h) zweiter Absatz DSGVO, fiir Clearview Al
titig werden. Trotz der zahnlos erscheinenden Anordnungen ist der euro-
paische Markt fiir Clearview Al gesperrt.

Solche Anordnungen gegeniiber Verantwortlichen mit alleinigem Sitz
im auffereuropdischen Ausland kénnen zudem etwaige potentielle euro-
piische Nachahmer oder gegenwirtige Mitbewerber abschrecken sowie
zukiinftige Verfahren vereinfachen, weil die rechtlichen Fragen schon er-
ortert wurden.

Dass die Moglichkeit des Zugriffs abschreckt, zeigt sich an dem Dienst
PimEyes, eine weitere Gesichtersuchmaschine, die grundsatzlich wie Cle-
arview Al funktioniert: Das Internet wird im grofen Stil nach Gesichtsbil-
dern gecrawlt, gefundene Gesichter werden biometrisch verarbeitet und
durchsuchbar gemacht. Im Gegensatz zu Clearview Al ist PimEyes fiir
die Allgemeinheit zuganglich und hat europiische Kunden. Das Unterneh-
men saf$ zunachst in Wroctaw, Polen (Laufer and Meineck 2020). Matthias
Marx hat sich am 31.07.2020 tber PimEyes beim HmbBfDI beschwert
und auch dieses Verfahren wurde bis heute nicht abgeschlossen. Anfang
September, womoglich wegen dieser und weiterer Beschwerden, hat sich
PimEyes nidmlich auf die Seychellen umfirmiert. Die Behérden in Ham-
burg und Polen stellt das vor das gleiche Problem der Durchsetzungen wie
bei Clearview Al Dabei gibt es Anzeichen, dass die beiden Grinder sich
noch in Polen aufhalten und dort weitere Unternehmen in der gleichen
Branche gegriindet haben.?

Die DSGVO ermoglicht jedoch nicht nur Beschwerden vor Aufsichtsbe-
hérden. Betroffene Personen konnen gemafs Artikel 82 Abs. 1, Abs.6
DSGVO i.V.m. Artikel 79 Abs. 2 DSGVO dem jeweiligen nationalen Recht
regelmalig auch vor Zivilgerichten auf Schadensersatz klagen. Bei einem
Verantwortlichen mit Sitz in den USA, je nach Bundesstaat, konnte u.U.
nach dem Uniform Foreign-Country Money Judgments Recognition Act voll-
streckt werden (vgl. allgemein Restatement (Third) of Foreign Relations Law
of the United States § 428; fiir den Bundesstaat Delaware: 10 Del. C. §§ 4801
et seqq). Die Erorterung des Problems der Durchsetzbarkeit sprengt je-
doch den Rahmen dieses Beitrags.

2 siehe https://publicmirror.com/ und
https://nitter.net/henkvaness/status/1453723583616716810
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Sozialkreditdossiers in der Tradition staatlicher Personenakten
in China: zunehmende Transparenz durch rechtliche
Einbettung?!

Marianne von Blomberg und Hannab Klober

Zusammenfassung

Dieser Beitrag untersucht personenbezogene Sozialkreditdossiers in China
unter dem Gesichtspunkt der Transparenz. Der Plan fiir das Sozialkredit-
system (SKS) sieht unter anderem vor, dass digitale Sozialkreditdossiers fiir
natiirliche Personen auf zentraler Ebene angelegt und darin behdrdliche
Informationen Gber ordnungs- und gesetzeswidriges Verhalten gespeichert
werden. Diese Technik stellt die jingste Inkarnation einer langen Traditi-
on staatlich geftihrter Personenakten in China dar. Anders als andere Dos-
siersysteme, insbesondere der in den Anfangsjahren der Kommunistischen
Partei Chinas (KPCh) geschaffenen geheimen Dang’an, sollen Sozialkre-
ditdossiers transparent, den betroffenen Personen zuginglich und von
ihnen korrigierbar sein. Ist diese Ambition auch rechtlich untermauert
und unterscheidet das SKS damit fundamental von vorherigen Dossiersys-
temen? Dieser Beitrag zeigt die historischen Wurzeln personenbezogener
Dossiers in China auf und kontrastiert diese mit der Entwicklung der
Sozialkreditdossiers. Er analysiert anschliefend den aktuellen Rechtsrah-
men in Hinblick auf die Bemihungen um Transparenz im SKS. Eine
wachsende Anzahl von lokalen und sektoralen Verordnungen regulieren
die Verwaltung personenbezogener Sozialkreditinformationen. Ihre Viel-
faltigkeit und die nicht standardisierte Sammlung und Verarbeitung von
Informationen unter Einbeziehung verschiedener Akteure erschwert das
Einsehen und die Korrektur der Dossiers. Um dem Anspruch der Transpa-
renz gerecht zu werden bedarf es einer Vereinheitlichung des rechtlichen
Rahmens des SKS und einer eindeutigen Definition von ,Sozialkredit®.
Dieser jedoch steht der Nutzen einer flexiblen Definition fir die SKS-Ent-
wickler entgegen.

1 Diese Studie wurde von der Fritz-Thyssen-Stiftung gefordert (Projekt
10.19.2.003RE).
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1. Einleitung

AufSerhalb von China hat der Begriff ,Sozialkredit” in den letzten Jah-
ren eine Eigendynamik gewonnen: Memes und Onlinekommentare dro-
hen scherzend mit dem Abzug von ,Punkten vom Sozialkreditkonto”
und journalistische Berichterstattung bedient sich der Analogie zum chi-
nesischen SKS um lokale Fragen zu Datenschutz, staatlichem Machtmiss-
brauch und Uberwachung greifbar zu machen. Das eingingige Bild des
zentralstaatlichen Social Scoring wurde sogar zum Antagonisten in einer
europaischen KI-Strategie.? Dieser Beitrag nimmt das tatsichliche SKS in
den Blick, wie es von der chinesischen Regierung seit Anfang der 2000er
Jahre entwickelt wird. Dieses erstellt soweit bekannt nicht, wie héufig
berichtet, auf zentraler Ebene einen Score fiir jede Person.

Stattdessen existieren viele lokale Pilotprojekte, weshalb zunehmend
von SKS im Plural gesprochen wird.? Die Technik, die allen staatlichen
Pilotprojekten sowie dem zentralen Plan zugrunde liegt sind Sozialkredit-
dossiers.# Staatlich verwaltete Dossiers fiir Individuen haben in China eine
lange Tradition. Sie waren in der planwirtschaftlich organisierten Volksre-
publik und in der Kaiserzeit fiir die betroffenen Personen nicht einsehbar
und stellten somit ein Instrument der Kontrolle dar. Sozialkreditdossiers
brechen mit dieser Tradition, indem sie den betroffenen Personen Einsicht
gewihren und diese in die Korrektur der Dossiers einbeziehen sollen.
Kann aber der geltende rechtliche Rahmen diesen Anspriichen gerecht
werden? Der Aufbau des SKS sieht vor, alle natiirlichen und rechtlichen
Personen (,Sozialkreditsubjekte”) mit einer einheitlichen Sozialkreditiden-
tifikationsnummer zu versehen, unter der Behorden aller Zustindigkeiten
und Ebenen ausgewihlte Informationen iber die jeweiligen Personen
sammeln und an eine zentrale Plattform weitergeben.® Diese untersteht

2 Europiische Kommission: Vorschlag fiir eine Verordnung des Europaischen Parla-
mentes und des Rates zur Festlegung harmonisierter Vorschriften fiir kiinstliche
Intelligenz (Gesetz uber kinstliche Intelligenz) und zur Anderung bestimmter
Rechtsakte der Union, 2021.

3 Liu2019.

4 Je nach Bereich werden verschiedene Begriffe verwendet (Wi 1428 , ([ HMZE |
{5 FHiC %), hier zusammenfassend als ,,Sozialkreditdossiers” bezeichnet. Sie sind
abzugrenzen von den Eintragungen im Bonititsinformationsregister unter der
Zentralbank (FFE A REBAITIEE H L), welches lediglich finanzielle Informatio-
nen tber Personen enthalten.

S Staatsrat der Volksrepublik China (VRC): Abriss der Planung fir den Aufbau des
Sozialkreditsystems in den Jahren 2014-2020 (11215 FIfR R MR ZE ( 2014
—2020 4F)) (Planungsabriss); Schaefer und Yin, 2019, S. 9.
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der Staatlichen Kommission fiir Entwicklung und Reform (SKER) und
verfigte 2019 iber Informationen von nahezu 50 nationalen Behorden
sowie Behorden auf Provinz- und Stddteebene.® Sozialkreditdossiers fiir
natirliche Personen machen dabei Schatzungen nach 20% der gesamten
Sammlung von Dossiers im SKS aus.” Je nach Sektor werden Behérden
und (in China dem Staat sehr nahestehende) Industrieverbinde in die
Pflicht genommen, Dossiers in ihrem jeweiligen Zustindigkeitsbereich
zu erstellen, und die entsprechenden Informationen zusammen zu fih-
ren.? Fur die nationale Ebene wird dies ausgefihrt in der Lestansicht zur
Starkung des Aufbaus eines personlichen Vertrauenswiirdigkeitssystems® und
ist ebenfalls in lokalen Implementierungsdokumenten!® wiederzufinden.
Die Erstellung von Sozialkreditdossiers findet sich auch als Kriterium fiir
Stadte, um den Titel der Musterstadt im Aufbau des SKS zu ergattern.!!

Im Gegensatz zu der Vielzahl meist kurzlebiger Experimente kdnnen
Sozialkreditdossiers als unumstoflicher Teil der Infrastrukeur des werden-
den SKS verstanden werden. Als Nexus aller behordlich bekannten In-
formationen tber Personen stellen sie ein machtvolles Instrument fiir
die ,Regulierung nach Vertrauenswiirdigkeit* (5 F% &) dar, die durch
das SKS aufgebaut werden soll. Diese sieht die Dossiers unter anderem
als Entscheidungsgrundlage behordlicher Leistungsverwaltung vor.!? Jiang
zieht eine Verbindung zwischen den Sozialkreditdossiers und der ihnen
historisch vorangehenden Dossiersystemen fir Individuen: ,Anders als
das unter Mao initiierte, mystische Personaldossiersystem gibt sich das
SKS [...] oft einen Anstrich besserer Transparenz [...]"3. Auf Jiangs Arbeit

6 Han 2019, S. 2.

Schaefer und Yin, 2019, S. 10.

8 Siche am umfassendsten die Aufgabenverteilung zum Planungsabriss: Staatsrat
der VRC: Abriss der Planung fir den Aufbau des Sozialkreditsystems in den
Jahren 2014-2020 - Aufgabenverteilung (#1215 Fi & R R4 E 20142020
FAEF 5 L), 14.06.2014.

9 Biro des Staatsrates der VRC: Leitansicht zur Stirkung des Aufbaus eines per-
sonlichen Vertrauenswiirdigkeitssystems (581> AR ZREEMESEL),
30.12.2016.

10 Bspw. Stadt Dingxi: Implementierungsplan zur Stirkung des Aufbaus eines per-
sonlichen Vertrauenswirdigkeitssystems in der Stadt Dingxi in der Provinz Gan-
su (7R & 58 79 T A58 A (s 7 R BT %), 10.8.2018.

11 Bspw. Kleine Leitungsgruppe fiir den Aufbau des SKS der Stadt Zhengzhou: Zur
Erlassung des Arbeitsplans fiir die Prifung und Annahme der zweiten Gruppe
von Musterstidten fiir den SKS Aufbau (RTE1% [RTmEE it 2F Mk
ABVORE T R TR R ] AIER), 14.12.2018.

12 Siehe bspw. Meng 2021.

13 Jiang 2020, S. 96.

~N
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aufbauend unternimmt dieser Beitrag eine erste Untersuchung zur Trans-
parenz des SKS anhand von Sozialkreditdossiers. Dabei liegt der Fokus,
entsprechend unserem Interesse an Datenschutzaspekten, auf Sozialkredit-
informationen zu natiirlichen Personen.

Dieser Beitrag vertritt die These, dass die Sozialkreditdossiers sich durch
ihren Anspruch auf Transparenz und Korrigierbarkeit von ihren Vorgin-
gersystemen unterscheiden, diesem Anspruch jedoch in der Umsetzung
nicht vollends gerecht werden. Hierfir beschreibt er zunichst kurz die
historischen Vorbilder in Kaiserzeit und Kommunismus bis zur Reform-
und Offnungsira (Abschnitt 2). Im Anschluss daran beleuchtet er die Ge-
schichte und Debatte um lokale Pilotprojekte mit personlichen Dossiers,
und schliefSlich das daraus entwickelte heutige Konzept der Sozialkredit-
dossiers, wie es aus Regierungspapieren hervorgeht (Abschnitt 3). Im
néachsten Schritt prifen wir, inwiefern der Staat seine darin enthaltenen
Versprechen beziiglich der Transparenz des SKS fiir Individuen rechtlich
absichert (Abschnitt 4). Es folgt ein abschliefender Vergleich von SKS und
Dang‘an (Abschnitt ) und ein Ausblick (Abschnitt 6).

2. Dossters in China von Kaiserzeit bis Kommunismus

Die Erstellung von Personaldossiers durch den Staat in China geht zurtick
auf die Westliche Zhou-Dynastie (1045-771 v. Chr.), in der der Kaiserhof
begann, fir die Auswahl von Kandidaten fiir staatliche Amter wie Beamte
und Militiroffiziere Dossiers zu fiihren.'* Die Praxis wurde im Laufe der
Jahrhunderte verfeinert, in der Qing-Dynastie beschrieben die Dossiers
Ethik, Talente und Gewissenhaftigkeit auf einer detaillierten Bewertungs-
skala.’> Nach ihrer Machtergreifung erstellte die Kommunistische Partei
Chinas ein Dossiersystem,'¢ das haufig schlicht als Dang’an (#4%2) bezeich-
net wird - wortlich tbersetzt: Akten. Am treffendsten lasst es sich als
planwirtschaftliche Personalverwaltung beschreiben, in der der einzige
Arbeitgeber der Staat ist.

Das Dang’an sah in den Grindungsjahren der Volksrepublik China
(VRC) zunichst lediglich vor, Aufzeichnungen tber Parteimitglieder zu
fihren, um die ,politische Reinheit der Kader” zu gewahrleisten.'” Auf

14 Jiang 2020, S. 94.

15 Liund Wang 1990, S. 45.

16 Jiang 2020, S. 95.

17 Zentralkomitee der KPCh: Anweisungen des Zentralausschusses fiir die Prifung
von Kadern (F 95 F 5 2 T-HRI0 BIFIFE7R), 1.8.1940.
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dem ersten Nationalen Symposium tber die Kaderarbeit 1956 wurde die
auf politische Loyalitit ausgerichtete Technik auf alle im staatlichen Sektor
Titige - also nahezu alle Arbeitskrifte sowie Studierende - ausgeweitet.
In einem Papierumschlag aufbewahrt, auf dem der Nachname und das
Aktenzeichen vermerkt waren, begleitete ein Dossier sein Subjekt zu jeder
neuen Arbeitsstelle und wurde von der jeweiligen Personalabteilung ver-
waltet und vor den sie betreffenden Personen geheim gehalten. Ohne das
eigene Dossier konnte eine neue Stelle nicht angetreten werden.!® Das
Informationsspektrum der Dossiers war breit und umfasste Angaben tber
Familie, Bildung und Berufshistorie, politische Aktivititen, Verfehlungen
und Auszeichnungen.!” Obgleich im Zuge der Kulturrevolution ein Grof-
teil der Dossiers zerstort oder je nach ideologischen Schwankungen der
Zeit gedandert oder erginzt wurde, spielten sie bis in die 1980er eine wich-
tige Rolle in politischen Kampagnen.?

Mit der Reform- und Offnungspolitik erlie die Staatliche Archivver-
waltung gemeinsam mit den jeweils zustindigen Ministerien formale Re-
geln fir die Administration von Dang’an-Dossiers. Die geschaffenen Re-
geln verhelfen dem Dang’an jedoch kaum zu mehr Transparenz. So ent-
halt beispielsweise die im Jahr 1992 erlassene Verordnung iiber die Fiihrung
der Archive von Unternehmensangestellten®’ zwar eine Liste von Materialien,
die in die Akten einzubeziehen sind. Doch diese bleibt sehr vage und ist
nicht abschlieBend. Andererseits machen die Regeln die Geheimhaltung
der Akten gegeniiber den sie betreffenden Personen explizit. Die o. g. Ver-
ordnung legt in § 17 Nr. 4 nieder: ,Niemand darf die Akten von sich selbst
und seinen Angehdrigen (einschliefSlich Eltern, Ehegatten, Kindern, Ge-
schwistern usw.) einsehen oder ausleihen.“?2

Die Dang'an-Dossiers fiir Arbeitnehmer?? verloren mit dem Aufblithen
der Marktwirtschaft und dem damit einhergehenden Riickzug des Staates
als alleinigem Arbeitgeber an Bedeutung. Wihrend die Dossiers theore-
tisch den von ihnen beschatteten Individuen auch in private Unternehmen

18 Wang 1998, S. 118.

19 Yang 2011, S. 508.

20 Guo 2021, S. 82.

21 Ministerium fiir Arbeit und die Staatliche Archivverwaltung: Verordnung tber
die Fiihrung der Archive von Unternehmensangestellten ({&MV IR TRYZEH TAF
MAE), 9.6.1992.

22 Ebd.

23 Zur besseren Lesbarkeit verwendet dieser Beitrag nur das generische Maskuli-
num.
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folgten, hatten letztere keinen Anreiz, diese zu verwalten.?* Dennoch kam
es vor, dass Jobmoglichkeiten aufgrund von in Dossiers enthaltenen Fehl-
informationen versagt wurden.?> Betroffene deckten dies hiufig erst auf,
nachdem sie eine Reihe von unerklirlichen Absagen von Arbeitgebern er-
hielten und es ihnen gelang, sich tiber Kontakte Einblick in die eigenen
Akten zu verschaffen.?¢ Eine Rechtsauslegung des Obersten Volksgerichtes
zeigt, dass Dang'an-Dossiers auch weiterhin in der Privatwirtschaft Ein-
fluss nahmen: Sie stellt klar, dass Gerichte Falle von Arbeitnehmern an-
nehmen sollen, die eine Entschidigung von Arbeitgebern fiir den Verlust
ithrer Dossiers verlangen.?”

3. Das SKS und seine Dossiers
3.1. Entwicklung eines Kreditsystems mit Besonderbeiten

Seine Wurzeln hat das SKS in dem Bestreben der chinesischen Regierung,
ein traditionelles Bonititsprifungssystem fur finanzielle Kreditwirdigkeit
zu schaffen.?® In den ersten Jahren der Reform- und Offnungspolitik
stieg die Nachfrage nach Krediten und stellte den Mangel an hierfiir
notwendigen Kredithistorien und anderen Sicherheiten heraus.?” Zugleich
wurde der Markt in seiner Funktionsfahigkeit durch regelmifige Vertrags-
verletzungen, nicht durchsetzbare Gerichtsentscheidungen, sowie Betrug,
Verletzungen des geistigen Eigentums und andere Wirtschaftsdelikte be-
eintrachtigt, gegen die schwache Behorden kaum vorgehen konnten. Im
Jahr 1999 begann ein entsprechendes Forschungsprojekt unter der Chine-
sischen Akademie fiir Sozialwissenschaften, dessen sich der Staatsrat kurze
Zeit spiter annehmen sollte. Ziel war es, ein Kreditsystem zu schaffen,
das nicht nur das Problem fehlender Kreditauskunfteien losen, sondern
dariiber hinaus auch zur besseren Durchsetzung von Vertrigen und ge-

24 Yang 2011, S. 518.

25 Siehe bspw. Hille 2009.

26 Siehe bspw. Hille 2009.

27 Oberstes Volksgericht: Erwiderung zur Frage der Zulédssigkeit von Klagen von
Parteien gegen ihren ehemaligen Arbeitgeber auf die Neuausstellung und Ent-
schiadigung fiir von letzterem verlorene Personenakten (¢ A S84 Z2 1 Ji B AL
ERIEHENEFFERN B NEER AW EEF MR EZHNER),
13.6.2006.

28 Dai 2019, S. 1469.

29 Lin2012,S.1.
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setzlichen Normen beitragen sollte.3° Der Schlissel hierzu war Informati-
onsarbeit tiber ,Kreditwiirdigkeit im weiteren Sinne” (]~ X fE{5).3! Diese
erweiterte Kreditwiirdigkeit sollte nicht nur anhand von Finanzhistorien,
sondern auch unter Einbeziehung der Einhaltung von Gesetzen und Ver-
tragen evaluiert werden. Entsprechend geht der Begriff Sozialkredit Gber
Kreditwiirdigkeit im engeren Sinne hinaus, die sich lediglich auf finanzi-
elle Faktoren bezieht und versucht die zukiinftige Zahlungsfihigkeit vor-
herzusagen.3? Nach dem erweiterten Verstindnis von Kredit konnten bei-
spielsweise finanziell kreditwiirdigen Bewerbern Kredite versagt werden,
etwa weil sie alkoholisiert Auto gefahren sind, Steuern nicht gezahlt haben
oder Gerichtsurteilen nicht nachgekommen sind.?* Die Idee versprach
das Problem fehlender Kredithistorien zu losen, da diese durch andere
Informationen substituiert werden konnten. In diesem Zusammenhang
wurde erstmals der Begriff des SKS anstelle des vorherigen ,Staatlichen
Kreditmanagementsystems” verwendet. Der anschlieende erste Beschluss
zum Aufbau eines Sozialkreditsystems®* im Jahr 2003 legte zudem fest, dass
das Kreditsystem den Behorden auch als Regulierungswerkzeug zur Verfi-
gung gestellt werden sollte.

Spater wurde das urspringliche Ziel des SKS, wirtschaftliches Wachs-
tum zu unterstiitzen dahingehend erweitert, auch gesellschaftliche Ent-
wicklungen zu beeinflussen. So hat das heutige SKS eine allgemeine Stei-
gerung der Vertrauenswirdigkeit in der chinesischen Gesellschaft zum
Ziel > Premierminister Wen Jiabao hob hervor, es ginge um die ,Schaf-
fung eines Systems sozialer Normen, das Ehrlichkeit und Vertrauenswiir-
digkeit betont”, dies sei ,nicht nur eine grundlegende Mafinahme zur
Errichtung einer neuen sozialistischen Markewirtschaftsordnung, sondern

30 Lin 2002, S.2.

31 Lin 2011, S.4.

32 Lin 2021; Dai 2019, S. 1472.

33 Wu und Wang 2017, S. 3.

34 Biiro der Nationalen Leitungsgruppe zur Korrektur und Regulierung der Markt-
wirtschaftsordnung: Abriss eines Sozialkreditsystems (¥4 {5 R RI0E), ver-
fasst auf dem Symposium fiir den Aufbau von Sozialkredit, organisiert von der
SKER und dem Informationsverband China, 13.5.2003. Siehe auch: Zentralko-
mitee der KPCh: Beschluss iiber mehrere Fragen zur Verbesserung der sozialisti-
schen Marktwirtschaft (FF 36 H 5 56 F 58 i 2 32 T IR 2835 PRI TR R
5E), 14.10.2003.

35 Planungsabriss.
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auch eine unabdingbare Voraussetzung fiir die Forderung der gesellschaft-
lichen Zivilisierung.”3¢

Im Sinne dieser moralischen Dimension des SKS begannen lokale Re-
gierungen mit der Verwendung von personenbezogen Dossiers zu experi-
mentieren. Das Modell der Gemeinde Suining sah vor, alle Anwohner zu-
néchst mit einer Hochstpunktzahl zu versehen, und fiir Verstoe gegen die
erlassenen stadtischen Regeln Punkte abzuziehen.” Das Projekt scheiterte
unter einer Welle offentlicher Kritik, welche die mangelnde Autoritit der
lokalen Beamten im Alleingang Kategorien fiir moralisches Verhalten zu
schaffen hervorhob, und die schlechte Umsetzung der Beschwerdekanile
angriff.3% Im Jahr 2012 wurde auf der jihrlichen Sitzung des Zentralkomi-
tees der KPCh vorgeschlagen, Tugenddossiers fiir alle Barger einzufiihren,
und das Beschimen dieser gezielt einzusetzen.?® Der Vorschlag erfuhr star-
ken offentlichen Widerstand. Fragen wurden laut, wer iiber Tugendhaftig-
keit entscheide, ob Biirger auch entsprechend Tugenddossiers fiir Politiker
anlegen konnten, welche Implikationen dies fir Privatheit habe, und wer
die Sicherheit solcher Dossiers gegen Hackerangriffe gewihrleisten solle.*0
Die Diskussion zeigte vor allem die Sorge der Burger vor der Machtlosig-
keit gegentiber den eigenen Akten.

Die Debatte resultierte in einigen deutlichen Erklarungen staatlicher
Stellen und staatsnaher Wissenschaftler, dass das SKS kein Tugenddossier-
system sei.*! Wichtige Unterschiede seien, dass Sozialkreditinformationen
den sie betreffenden Personen zuginglich seien, andere Personen sie nur
mit Genehmigung der betroffenen Personen einsehen kdnnen sollten und
staatliche Stellen nur im Rahmen ihrer verwaltungsrechtlichen Zustindig-
keiten auf sie zugreifen kénnten.*? Es wurde weiterhin argumentiert, dass
nicht jegliche Missachtung gesellschaftlicher Normen in die Dossiers ein-
flieen solle, sondern lediglich sogenanntes ,vertrauensbrechendes ” Ver-

36 Handelsministerium Nachrichten: Rede von Zhang Zhigang, Direktor des Bi-
ros der Staatlichen Leitungsgruppe fiir die Berichtigung und Standardisierung
der Marktwirtschaftlichen Ordnung und Vize-Handelsministers, anlésslich des
»Hochrangigen Seminars tiber Chinas transnationale Operationen und Kreditma-
nagement” (4 [EBEWAIFLIE 1T 55 A S NMAT A EFAE . FSHRITRK
SN EEEZE 5EEEEEVT & ERHE), 19.9.2003.

37 Tengxun Pinglun 2010.

38 Von Blomberg 2020, S. 124.

39 Fu2016.

40 Zusammengefasst bei Jiang 2020.

41 Wang 2021.

42 Yuandian Credit 2017.
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halten. Dies umfasse nur die Nichterftllung vertraglicher oder gesetzlicher
Pflichten.*3

Diese Debatte bewirkte zum einen, dass Strafen, die auf Grundlage von
negativen Eintragungen in Dossiers vorgenommen wurden, weitgehend
aus Pilotprojekten verschwanden. Auch auf zentralstaatlicher Ebene ist die
Bewertung und Zusammenfiihrung von behérdlichen Informationen tiber
natiirliche Personen als ,Sozialkreditinformationen™* in entsprechenden
Dossiers nicht mit Sanktionen, Belohnungen, oder Reputationseffekten
verbunden.® Hier zeigt sich ein deutlicher Unterschied zur Handhabung
von Sozialkreditdossiers juristischer Personen, die schon durch mehr Of-
fentlichkeit dem Ansehen der Betroffenen schaden kénnen.

Zum anderen hat die Debatte die politischen Anforderungen an die
Transparenz der SKS-Infrastruktur erh6ht. So legten spitere Projekte mit
personenbezogenen Dossiers im Sinne des SKS einen deutlichen Fokus auf
Moglichkeiten der Partizipation fur Betroffene. In lindlichen Gegenden
gewann das Konzept der , Tugendbanken” an Popularitat, auf deren Kon-
ten Dorfbewohner Punkte fiir sittliches Verhalten sammeln und anschlie-
Bend fir glinstige Kredite lokaler Banken, OPNV-Gutscheine sowie Ge-
brauchsgegenstinde wie Waschmittel und Handtiicher eintauschen konn-
ten.* Dort wurden Beschwerdewege durch Apps*” und designierte Schal-
ter*® vorgesehen, sowie Moglichkeiten fiir Betroffene an der Erstellung
und Erneuerung der Bewertungskriterien teilzuhaben.®

43 Luo 2018; Li 2020.

44 Das SKS kennt zwei Formen von Sozialkreditinformationen: offentliche [= staatli-
che] Kreditinformationen (/A (% F1E &), welche von Behdrden stammen, und
Marktkreditinformationen (774415 F{5 E.), welche von privaten Marktakteuren
erhoben werden. Da sich dieser Beitrag nur mit ersteren befasst und der Begriff
offentliche Kreditinformationen” den falschen Eindruck erwecken konnte, diese
Informationen seien der Offentlichkeit zuginglich, wird hier der Begriff ,,Sozi-
alkreditinformationen” einheitlich fir von Behdrden erhobene Informationen
verwendet.

45 Bei der hiufig als Beleg fiir die Sanktionen des SKS angefiihrten Flugverbotsliste
handelt es sich um das Verzeichnis des Obersten Volksgerichtes tber Urteilssau-
mige, das zur Vollstreckung gerichtlicher Entscheidungen Konsumrestriktionen
vorsieht. Dieses Verzeichnis ist fiir sich stehend kein Dossier, sondern lediglich
ggf. eine Informationsquelle fiir Sozialkreditdossiers.

46 Yan 2019.

47 Ningbo Wenming Netz 2021.

48 Im Zuge von Feldforschung erlangte Informationsmaterialien tber die Tugend-
bank in Yangqiao, Provinz Zhejiang, bei den Autoren hinterlegt.

49 Bspw. Kou und Ma 2020.
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Zudem wurde die moralische Erziehungsdimension des SKS weitge-
hend von der Erstellung von Sozialkreditdossiers getrennt: Wahrend Kam-
pagnen im Namen des SKS weiterhin moralisches Verhalten propagie-
ren,’® und obgleich einige lokale Projekte mit der Sammlung von verschie-
denen Daten tber moralisches Handeln experimentieren, handelt es sich
bei den Informationen, die laut zentralem Plan als Sozialkreditinformatio-
nen gelten, um behdrdliche oder gerichtliche Entscheidungen mit gesetzli-
cher Grundlage (Verwaltungsstrafen, Lizenzen, behordliche schwarze Lis-
ten, Vollstreckungsbeschliisse, Qualifikationen zur Austibung bestimmter
Berufe, etc.).’! Dadurch gewinnen die Sozialkreditdossiers an Transparenz.
Der Ausschluss von Informationen ohne gesetzliche Grundlage schafft je-
doch noch keine Klarheit dartiber, welche Informationen mit gesetzlicher
Grundlage als ,sozialkreditrelevant” deklariert werden kdnnen und somit
in Zukunft in die Dossiers eingehen kénnten.

3.2. Inbalt der Sozialkreditdossiers

Obwohl von Regierungsseite der Anspruch besteht, das SKS nach rechts-
staatlichen Prinzipien aufzubauen, existiert bisher keine einheitliche Defi-
nition von ,Sozialkreditwiirdigkeit”. Die Inhalte der Sozialkreditdossiers
richten sich nach Sozialkreditinformationskatalogen, die von den jeweils
zustindigen Industrieverbanden oder (lokalen) Behorden erstellt und ver-
offentlicht werden. Diese tragen somit mafigeblich zur Auswahl der Ver-
gehen, die ,vertrauens-/ kreditrelevant” sind, bei. Anfang 2022 erliefen
die SKER und die Zentralbank einen Katalog zulassiger Sozialkreditinfor-
mationen und erklarten alle hiervon abweichenden bereits existierenden
Kataloge fur nichtig.’> Auch dieser nationale Katalog lasst jedoch in Bezug
auf das Format der zu sammelnden Daten und dahingehend, welche Infor-
mationen ausgeschlossen werden, viele Frage offen.

Daneben haben Volkskongresse (Parlamente) auf Provinzebene bereits
Sozialkreditgesetze erlassen, die beztiglich der zu sammelnden Informatio-
nen klare Grenzen aufzeigen. So ist unter anderem die Sammlung von
biometrischen Daten, Fingerabdricken, Informationen tber Religionszu-

50 Bspw. Beijing Caijing Pindao 2020.

51 SKER und die Zentrale Volksbank: Grundlegender nationaler Katalog fir 6ffent-
liche [=staatliche] Kreditinformationen (2021 Ausgabe) (& E A5 AE B
H 3% (2021 R) ), 31.12.2021.

52 Ebd.
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gehorigkeiten und Krankheitshistorien verboten.’® Diese Regelungen gel-
ten jedoch haufig nicht fiir staatliche Akteure.** Eine Anndherung an eine
Definition findet sich in dem - rechtlich nicht verbindlichen - Allgemeinen
Vokabular fiir Kredit>>, welches die Staatliche Behorde fiir Marktregulie-
rung und die Staatliche Standardisierungsverwaltung 2018 herausgaben.
Darin wird Kredit als die Bereitschaft und Fihigkeit eines Individuums
oder einer Organisation, seinen/ihren Verpflichtungen nachzukommen,
definiert.’® Zu diesen Verpflichtungen gehoren die soziale Verantwortung,
die durch Gesetze, Vorschriften und verbindliche Normen, Vertragsbedin-
gungen und andere vertragliche Vereinbarungen festgelegt ist, sowie ,an-
gemessene Erwartungen der Gesellschaft”.’” Der letzte Punkt nimmt dieser
Definition jegliche Klarheit. Es wird weiter ausgefiihrt, dass die Bedeutung
von (sozialem) Kredit im wirtschaftlichen Bereich mit traditionellem Kre-
dit gleichzusetzen sei, im sozialen Bereich jedoch nicht.’® Es bleibt daher
fraglich, was genau Kredit im sozialen Bereich umfasst.

Die offene Definition kommt dem experimentellen Charakter des SKS
gelegen, da sie es ermdglicht, kinftig mit ,alternativen Kreditinformatio-
nen”, die beispielsweise aus den ergiebigen Datenokosystemen von Chinas
Plattformunternehmen oder lokalen Experimenten wie etwa den Tugend-
banken stammen koénnen, zu experimentieren. Das Fehlen einer abschlie-
Benden Definition wird daher von manchen Beobachtern als absichtlicher
strategischer Zug beschrieben, um Sozialkreditdossiers nicht vor potenzi-
ellen Informationsquellen zu verschlieSen.’® So kristallisierte sich in den
letzten Jahren die Ambition der Regierung heraus, auch die umfangrei-
chen Datenmengen privater Unternehmen einzubeziehen. Versuche, die
Daten von Alibaba, Tencent und anderer grofSer chinesischer Plattform-

53 Siehe bspw. § 16 Stindiger Ausschuss des Volkskongresses der Stadt Tianjin: Be-
stimmungen der Stadt Tianjin zu Sozialkredit (RET 215 H A1), 1.12.2020
(Tianjiner Bestimmungen).

54 Anzumerken ist, dass abgesehen von nationalen Gesetzen einige lokale Verwal-
tungsmethodendokumente solche Verbote beinhalten. Siehe bspw. § 14 Volksre-
gierung der Stadt Shanghai: Shanghaier Methode tber die Verwaltung des Sam-
melns und Nutzens offentlich-rechtlicher Sozialkreditinformationen (/i /43t
15 A8 B ESE A & 2 J0%), 30.12.2015, in der Fassung vom 4.1.2018 (OS-
KIM Shanghai).

55 Staatsverwaltung fiir Markregulierung: Allgemeines Vokabular fiir Kredit ({5 FiZ&
AAIE), 7.6.2018.

56 Art. 2.1 Allgemeines Vokabular fir Kredit.

57 Ausfithrung 1 zu Art. 2.1 Allgemeines Vokabular fiir Kredit.

58 Ausfihrung 2 zu Art. 2.1 Allgemeines Vokabular fir Kredit.

59 Chen und Cheung 2021, S. 30.
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unternehmen fiir das SKS nutzbar zu machen sind spatestens seit der ge-
zielten Zusammenfihrung der personenbezogenen Kreditauskunfteien als
Teilhaber eines Tochterunternehmens der Zentralbank®® deutlich. Ein
Versuch Alibabas, unter Verweis auf Datenschutzgesetze die Ubertragung
von Daten an die Zentralbank zu verweigern,®! scheiterte.®? Es bleibt abzu-
warten, ob sich der staatliche Druck auf die Herausgabe von kommerziel-
len Kreditinformationen als erfolgreich erweisen wird.

4. Datenschutz im SKS: Rechtsrahmen fiir Transparenz und Korrektur von
Sozialkreditinformationen

Festzuhalten ist, dass das SKS wie das Dang’an eine Regulierungsform
durch die Technik der Dossierfiihrung darstellt. Wie aus der obigen Be-
trachtung ihrer Entwicklungskontexte hervorgeht, unterscheiden sie sich
jedoch in ihrer jeweiligen Zielsetzung: Als Personalverwaltung in der plan-
wirtschaftlichen Volksrepublik beabsichtigte das Dang’an die soziale wie
auch geografische Mobilitat betroffener Personen zu kontrollieren, wah-
rend das SKS in erster Linie dem sich gerade 6ffnenden Markt zur Selbst-
regulierung verhelfen sollte. Es konzentrierte sich zunichst auf juristische
Personen und wurde erst spiter auch mit Bestrafungsmechanismen verse-
hen. Anders als das Dang’an nutzt das SKS dabei bewusst die Moglich-
keiten der rechtlichen Regulierung, um die Richtigkeit der enthaltenen
Informationen sicherzustellen. Im Folgenden untersuchen wir, inwiefern
der Transparenzanspruch des SKS sich im Rechtsrahmen manifestiert.
Vorab ist festzuhalten, dass Sozialkreditinformationen tber juristische
Personen relativ einfach fiir die Offentlichkeit iiber nationale und lokale
Internetportale zuganglich sind.®* Entsprechende Portale firr Individuen
hingegen sind deutlich schwieriger zu finden. Da bislang auf nationaler
Ebene kein einheitlicher Mechanismus fir die Einsicht von Sozialkreditin-
formationen existiert, hingt es von den lokalen Beho6rden ab, ob Sozialkre-
ditinformationen den betroffenen Personen tatsichlich zuginglich sind.
In Shanghai beispielsweise kann bei einem stidtischen ,Servicezentrum
fir Sozialkreditinformationen” ein Antrag auf Einsicht oder Korrektur

60 Yang und Liu 2019.

61 Yu 2021.

62 Yang2021.

63 Es existieren verschiedene Portale auf nationaler und lokaler Ebene, bspw. http://
bj.gsxt.gov.cn/index.html.
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gestellt werden.®* Nicht tberall sind derartige Mechanismen vorhanden
und 6ffentlich bekannt. Der im Folgenden betrachtete rechtliche Rahmen
gibt Anhaltspunkte tGber die kinftige Entwicklung von Moglichkeiten fiir
betroffene Personen, ihre Akten einzusehen und korrigieren zu lassen.

Aussagen tber den angestrebten Schutzstandard fir betroffene Perso-
nen im SKS finden sich zunichst in Strategiepapieren des Staatsrats. Diese
sind zwar rechtlich nicht verbindlich, haben jedoch eine wichtige Leit-
funktion fur kinftige Gesetzgebung und die Auslegung von Normen mit
SKS-Bezug. Der Planungsabriss betont die Relevanz korrekter Daten und
fordert, dass jede Abteilung gewahrleisten soll, dass Kreditdaten objektiv,
wahr und genau sind, und rechtzeitig aktualisiert werden.®> Zudem soll
ein einheitliches Rechtssystem fiir den Schutz der Rechtsinteressen von
Kreditsubjekten geschaffen werden, das Schutz bei Rechtsverletzungen
bietet, sowie Widerspriche, Beschwerdemanagement und Haftungsfragen
abdeckt.®¢ Obwohl einheitliche Gesetze und Standards geschaffen werden
sollen, wird betont, dass jeder Handlungstrager eigene angepasste Schutz-
mechanismen fiir das Sozialkreditsystem aufzubauen habe.

Eine Konkretisierung dieses Schutzmechanismus findet sich in der Lest-
ansicht zur Einrichtung und Verbesserung des Systems gemeinsamer Anreize fiir
Vertrauenswiirdigkeit und gemeinsamer Bestrafung fiir Unzuverldssigkeit und
Beschleunigung der Forderung des Aufbaus gesellschaftlicher Integritat,®” der
spater fir nattrliche Personen spezifiziert wurde.®® Demnach hat eine Ab-
teilung, die fehlerhafte Informationen findet, die Pflicht sich unverziiglich
zwecks Uberpriifung an den Bereitsteller der Informationen zu wenden.?
Im Falle der Fehlerhaftigkeit ist die Information zeitnah zu korrigieren.”®
Die Rechte von Sozialkreditsubjekten sollen weiterhin geschitzt werden

64 Credit China Shanghai 2022.

65 Art. 5 II Planungsabriss.

66 Art. 5 11, IV Planungsabriss.

67 Staatsrat der VRC: Leitansicht zur Einrichtung und Verbesserung des Systems
gemeinsamer Anreize fiir Vertrauenswiirdigkeit und gemeinsamer Bestrafung
fir Unzuverldssigkeit und Beschleunigung der Forderung des Aufbaus gesell-
schaftlicher Integritat (¢ T # 3. 58 % <7 {5 Ik 5 IR 1 2K (5 K 5 A7 7 58 o b 4
S EE IR TE 5 E W), 30.5.2016 (Leitansicht fiir ein verbundenes Durch-
setzungssystem).

68 Art.3 11, 4, 7 Zentralbiiro des Staatsrates der VRC: Leitansicht zur Stirkung des
Aufbaus eines personenbezogenen Vertrauenssystems (5T fIT58 ™ A5 4 57
BMTESFENL), 23.12.2016.

69 Art.22 Leltan51cht far ein verbundenes Durchsetzungssystem.

70 Art. 22 Leitansicht fiir ein verbundenes Durchsetzungssystem.
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durch die Moglichkeiten des Verwaltungswiderspruchs, Verwaltungskla-
gen und anderer Methoden.

4.1. Datenschutz im dffentlichen Recht der Volksrepublik China

Die Gesetzeslage hat sich in den letzten zehn Jahren rasant entwickelt.
Noch im Jahr 2016 fand sich Datenschutz in China lediglich sektorspe-
zifisch im Privatrecht.”! Funf Jahre spiter erlief§ der Nationale Volkskon-
gress das erste nationale Datenschutzgesetz 7 (DSG), das erstmals auch Re-
gelungen fir staatliche Akteure trifft. Das neue Gesetz schlieft sich einem
Trend an, auch im Verwaltungsrecht immer mehr Anforderungen an den
Datenschutz zu stellen.”® Dabei ist eine einheitliche Regelung sowohl pri-
vater als auch offentlicher Akteure nicht ohne Komplikationen. Die Daten-
verarbeitung durch Private stiitzt sich auf eine Vielzahl von Rechtsgrundla-
gen (hédufig auf Einwilligung), wihrend Verwaltungsorgane als Grundlage
ihres Handelns vornehmlich Vorgaben des Verwaltungsrechts ausfithren.”
Auch aus dem Zweck der Verarbeitung ergeben sich andere Ergebnisse bei
der Abwigung der betroffenen Rechte, da Private tblicherweise Daten fiir
kommerzielle Zwecke verarbeiten, der Staat dies aber zur Erfiilllung seiner
offentlichen Aufgaben tut.”

Aufgrund der engen Verbindung der Datenverarbeitung durch Staats-
organe mit der Erfillung ihrer offentlich-rechtlichen Funktion ist der
Datenschutz ihnen gegentiber aber auch begrenzt. Es gibt zwei Arten
von Fehlern, die in Bezug auf Datenrichtigkeit vorkommen konnen: tat-
sachliche und rechtliche. Tatsiachliche Fehler sind solche bei denen die
Daten nicht korrekt, vollstindig, oder aktuell sind. Solche Fehler rithren
von Nachléssigkeit beim Verarbeiten der Daten her und sind genuine Da-
tenschutzprobleme. Rechtliche Fehler dagegen sind solche, die das verwal-
tungsrechtliche Verfahren betreffen, z.B. falsche Rechtsanwendung, wie
Ermessenstiberschreitung. Solche Fehler konnen nicht tiber Datenschutz-
instrumente behoben werden, sondern mussen sich nach dem allgemeinen
verwaltungsrechtlichen Verfahren richten. Die Einordnung von Sozialkre-

71 De Hert und Papakonstantinou 2015, S. 5.

72 Datenschutzgesetz der VRC (H1 % A R £ A1E 4 MNE BRI, erlassen am
20.8.2021.

73 Horsley 2021.

74 Cheng 2020, S. 6.

75 Ebd.
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dit in die Instrumentarien des Verwaltungsrechts ist noch unklar,”¢ dies
wirkt sich unabhingig vom Datenschutz negativ auf den Schutz der betrof-
fenen Personen aus.

Die Volksrepublik hat zwar ein Verwaltungsstrafgesetz und ein Ver-
waltungsprozessgesetz (VPG),”” jedoch kein allgemeines Verwaltungsver-
fahrensgesetz. Das bedeutet, dass Verwaltungshandeln nur dann klaren
Verfahrensregeln unterliegt, wenn es eine Verwaltungsstrafe darstellt. Die
Vorgaben fir anderweitige Verwaltungstatigkeit sind in spezialgesetzli-
chen Regelungen zu suchen. Das seit November 2021 geltende DSG soll
den Ausgleich zwischen Nutzungsinteressen und dem Schutz der Rechte
betroffener Personen bei der Verarbeitung von Daten gewihrleisten.”8
Dies ist auch einschligig fir Staatsorgane,”” und fiir solche Organisatio-
nen, die durch Gesetz dazu ermichtigt sind, verwaltungsrechtliche Funk-
tionen auszuftihren.®? Es handelt sich um ein Rahmengesetz, das die Mate-
rie weder detailliert noch abschliefend regelt,®! sondern Prinzipien erlasst,
die weiterer Ausfithrung bediirfen. Aufgrund seiner hohen Stellung in der
Gesetzeshierarchie sind zuvor erlassene niedrigere Bestimmungen an den
festgesetzten Prinzipien zu messen.

Dies betrifft vor allem die Bestimmung iiber die Verdffentlichung von Re-
grerungsinformationen®? (BVR). Mit dem Ziel, die Arbeit der 6ffentlichen
Verwaltung transparenter und fir die Offentlichkeit tberprifbar zu ma-
chen, legt sie Regeln nieder, nach denen Verwaltungsinformationen fiir
Buirger zuginglich zu machen sind.®? In ihren Anwendungsbereich fallen
alle Informationen, die von Verwaltungsbehdrden im Rahmen ihrer admi-
nistrativen Tatigkeit in jeglicher Form aufgenommen oder vorgehalten
werden® oder von solchen Organisationen, die ermichtigt sind Verwal-
tungstitigkeiten auszufiihren.®S Dies deckt auch personenbezogene Sozial-
kreditinformationen ab.

76 Dai 2019, S. 1489.

77 Verwaltungsprozessgesetz der VRC (HF e NRFLFEATEORATE(2017 1BIE), er-
lassen am 4.4.1989, in der Fassung vom 27.6.17.

78 §1DSG.

79§33 DSG.

80 §37 DSG.

81 Lee, Shi u.a. 2021.

82 Bestimmung tber die Veroffentlichung von Regierungsinformationen (142 AR
TN E BURFE B A F 45112019 1E1T)), erlassen vom Staatsrat der VRC, erlassen
am 17.1.2007, in der Fassung vom 3.4.2019.

83 §1BVR.

84 §2BVR.

85 §54 BVR.
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Spezifische Ausgestaltungen der SKS-Strategiepapiere finden sich zu-
dem in diversen auf Provinzebene erlassenen Gesetzen, aber auch in Ver-
ordnungen nationaler Behorden, und in vielen Spezialgesetzen zu Sozial-
kreditinformationen.3¢ Ein nationales SKS-Gesetz ist antizipiert®” und wird
sich der Gesetzgebungstradition der Volksrepublik nach sehr wahrschein-
lich an den lokalen Gesetzen orientieren. Als die einflussreichste unter den
Provinzbestimmungen wird die Gesetzgebung der Stadt Shanghai einge-
schitzt. Entsprechend ihrer Vorbildfunktion fiir die Gesetze aller anderen
Provinzen betrachtet die folgende Untersuchung exemplarisch die Bestim-
mung der Stadt Shanghai zu Sozialkreditinformationen®® (SKIB Shanghai),
und die kurze Zeit spater erlassene Methode iiber die Verwaltung des Sam-
melns und Nutzens dffentlich-rechtlicher Sozialkreditinformationen.

4.2. Pflichten fiir Datenverarbeiter

Datenverarbeitende Behorden unterliegen zweierlei Sorgfaltspflichten,
dem Prinzip der Datenrichtigkeit und Informationspflichten.

Das Prinzip der Datenrichtigkeit ist in § 8 DSG, §6 BRV und in den
Shanghaier Regelungen?®’ niedergelegt. Laut § 8 DSG soll bei der Verarbei-
tung personenbezogener Daten deren Richtigkeit sichergestellt werden,
um negative Effekte fiir betroffene Personen zu vermeiden, die durch Un-
richtigkeit oder Unvollstindigkeit entstehen konnen. Nach der BVR miis-
sen Informationen, die veréffentlicht werden, richtig sein,”® und fortlau-
fend gepflegt und aktualisiert werden.”! Auch die Shanghaier Bestimmung
nimmt die Aktualitat der Daten in den Fokus.”? Fur den Fall, dass eine Be-
horde Informationen von einer anderen Behorde erhalt, muss sie laut BVR
sicherstellen, dass die urspriinglichen Informationen richtig und wider-
spruchsfrei sind.?

86 Eine Ubersicht tber die Sozialkreditgesetze verschiedener Provinzen auf dem
Stand von Juli 2021 findet sich unter https://mp.weixin.qq.com/s/zgLvdSWPRwb
WoRj48MUS5w.

87 Wang 2020, S. 89.

88 Bestimmung der Stadt Shanghai zu Sozialkreditinformationen (i i #t2 15
25f), erlassen vom Stindigen Ausschuss des 14. Stidtischen Volkskongresses der
Stadt Shanghai, 23.6.2017.

89 § 11 SKIB Shanghai, § 3 OSKIM Shanghai.

90 §61BVR.

91 §41INr.2 BVR.

92 §3 OSKIM Shanghai.

93 §111BVR.
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Im internationalen Vergleich allgemeiner Datenschutzprinzipien weist
Roos daraufhin, dass fiir die Richtigkeit der Daten auch deren Reprisen-
tativitat einzubeziehen ist.”* Dies ist im Kontext von Datenprofilen beson-
ders relevant, da eine verzerrte Darstellung fiir Individuen zu Nachteilen
fihren kann.” Entsprechend der vermehrten kommerziellen Verwendung
von Datenprofilen hat dieser Gedanke im Privatrecht in China bereits
Eingang gefunden,”’ ist jedoch bislang nicht fiir staatliche Akteure be-
schlossen. Inwiefern Sozialkreditdossiers als Datenprofile reguliert werden,
bleibt abzuwarten.

Neben dem Prinzip der Datenrichtigkeit sind datenverarbeitende Stel-
len zur Benachrichtigung der betroffenen Personen verpflichtet. Dies ist
das Schlisselelement ohne das betroffene Personen ihrer Rechte nicht aus-
tiben konnen. Nach § 17 DSG mussen Datenverarbeiter ihren Namen und
Kontaktdaten,’” sowie die Rechte der Betroffenen und die Prozedur fir de-
ren Ausibung mitteilen.”® Die Rechtsgrundlage der Datenverarbeitung
muss nicht genannt werden. Fur den Fall, dass bereits gesammelte Daten
weitergegeben werden, ist eine erneute Mitteilung erforderlich.?® Es ist un-
klar, inwieweit dies auf Staatsorgane anzuwenden ist, da der Wortlaut der
Vorschrift von erneuter Einwilligung spricht, die fir staatliche Datenverar-
beitung nicht Voraussetzung ist. Bei strenger Lesart konnte man anneh-
men, dass beim Sammeln von Daten in einer zentralen SKS-Akte fortlau-
fend notifiziert werden miisste.

Das DSG sieht jedoch vor, dass auf die Mitteilung verzichtet werden
kann, wenn Gesetze und Bestimmungen Vertraulichkeit anordnen oder
dass die Mitteilung nicht notwendig ist.!% Wann die Notwendigkeit per
Bestimmung ausgeschlossen werden kann, wird im Gesetz nicht ndher
definiert, was einen Spielraum fir Missbrauch eroffnet. Die Ausnahme
wird spezifisch fiir Staatsorgane wiederholt, die auch dann auf eine Mittei-
lung verzichten koénnen, wenn sie dies an der Erfillung ihrer gesetzlich

94 Roos 2006, S. 114.

95 Solove 2002, S. 1188, 1189.

96 § 17 11 Staatliches Internet-Informationsbiiro, Ministerium fir Industrie und In-
formationstechnologie, Ministerium fiir 6ffentliche Sicherheit und der Staatli-
chen Verwaltung fiir Marktregulierung: Bestimmungen zur Verwaltung von Al-
gorithmenempfehlungen fiir Internet-Informationsdienste ( .5k M 5 5 R 55 H
ISR EEME), , 31.12.2021.

97 §17 I Nr.1DSG.

98 §17 INr.3 DSG.

99 §23 DSG.

100 §181DSG.
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festgelegten Aufgaben hindern wirde.!°! Auch diese Ausnahme konnte
sehr weit verstanden werden, da stindige Notifikation vermehrten Verwal-
tungsaufwand bedeuten wirde.

4.3. Rechte der betroffenen Personen

Neben den Pflichten der Datenverarbeiter stehen Teilhaberechte betroffe-
ner Personen. Diese Rechte erméglichen es Subjekten Kontrolle iiber ihre
Daten auszuiiben, indem sie diese zur Korrektur eigener Informationen
ermichtigen.!0? Sie konnen dazu beitragen, den Effekt schwach ausgeprig-
ter Sorgfaltspflichten fiir Datenverarbeiter abzumildern.’% Das chinesische
Recht kennt ein Recht darauf, von der Verarbeitung eigener Daten zu
erfahren, ein Recht auf Auskunft und ein Recht auf Korrektur.

Zwar ist die Rechtslage beziiglich der Notifizierung wie oben dargelegt
unsicher, davon unabhingig haben betroffene Personen laut DSG das
Recht zu erfahren, ob ihre Daten verarbeitet werden.!4 Weiterhin steht ih-
nen das Recht zu, auf ihre Daten zuzugreifen.!® Adressat einer Anfrage
auf Offenlegung personenbezogener Verwaltungsinformationen nach der
BVR ist die Behorde, die die Daten abgespeichert hat.!% Im Fall einer Ab-
lehnung ist diese zu begriinden.'%” Liegt die angefragte Information oder
deren Korrektur nicht im Kompetenzbereich der Behorde, hat diese eine
Begrindung zu liefern und wenn moglich dem Antragsteller die Kontakt-
daten der verantwortliche Behdrde zukommen zu lassen.!%® Die Beantwor-
tung von Anfragen soll prinzipiell unentgeltlich erfolgen.!® Fiir Shanghai
wird spezifiziert, dass entsprechende Antrige zweimal im Jahr ohne Ge-
bithren gestellt werden kénnen.!'® Nach Eingang eines Antrags muss der
Datenverarbeiter unverziiglich reagieren.!'! Die Shanghaier Bestimmun-
gen sehen eine Verwarnung fiir Behorden vor, die Personen keinen Ein-

101 §35 DSG.

102 Pernot-Leplay 2020, S. 63.
103 Greenleaf 2016, S. 5.

104 §44 DSG, § 34 I SKIB Shanghai.
105 §451DSG, §27 BVR.
106 §101BVR.

107 §36 III BVR.

108 §§36V, 41 BVR.

109 §421BVR.

110 § 34 II SKIB Shanghai.
111 §45 11 DSG.
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blick in ihre Akten gewihren.!!? Problematisch ist jedoch, dass bei Entfall
der Notifizierungspflicht durch den Datenverarbeiter gemaf§ § 18 I DSG
oder § 35 DSG auch das Recht auf Zugriff entfillt.''3 Ausnahmen vom Zu-
griffsrecht gibt es auch in der BVR fiir den Fall, dass die angefragte Infor-
mation nach dem Gesetz als Staatsgeheimnis gilt, wenn dies durch Verwal-
tungsgesetze oder -bestimmungen verboten ist oder wenn die Veroffentli-
chung die nationale, offentliche oder wirtschaftliche Sicherheit oder die
gesellschaftliche Stabilitit schidigen wiirde.!* Diese Ausnahmen unterlie-
gen keiner Abwigung!!’ und sind somit eine potentielle Missbrauchsquel-
le.

Bei Fehlerhaftigkeit der Sozialkreditinformationen haben betroffene
Personen ein Recht auf Korrektur oder Erginzung der jeweiligen Infor-
mationen.''¢ Die Bearbeitungsfristen hierfiir sind in Shanghai sehr kurz
gehalten (zwischen finf und sieben Werktage je nach Herkunft der In-
formation).!’” Informationen, die sich im Verifizierungsprozess befinden,
miissen als solche gekennzeichnet werden.!! Falls die Richtigkeit nicht
abschliefend geklart werden kann, bleibt diese Kennzeichnung iiber Un-
schlissigkeit in der Akte.!" Die Beweislast beztiglich der Richtigkeit der
Daten liegt laut DSG beim Verarbeiter.'?° Als nationales Gesetz miisste
diese Regelung der BVR'?! und der Shanghaier Bestimmung'?? vorgehen,
die die Beweislast anders verteilten.

4.4. Durchsetzungsmoglichkeiten

Klagen sind im Datenschutz allgemein selten, dies ist auch in China der
Fall.!? In einer der ersten als erfolgreich gewerteten datenschutzrechtli-

112 §501I, 17 1, II SKIB Shanghai.

113 §451DSG.

114 §14 BVR.

115 Chen 2015, S. 268.

116 §46 1 DSG, § 41 BVR, § 36 SKIB Shanghai.

117 §36 SKIB Shanghai.

118 §30 1 OSKIM Shanghai.

119 §30 I OSKIM Shanghai.

120 Zhang und Yin 2020.

121 §101BVR.

122 §28 Nr. 1 OSKIM Shanghai.

123 Yang und Liu 2021, S. 50. Dies ist unter anderem auf die schlechte Greifbarkeit
von Datenschutzverletzungen zurtickzufithren. Hohe Strafgelder sind im DSG
wie auch in der Datenschutzgrundverordnung (DSGVO) das Hauptinstrument
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chen Klagen hatte ein Zoobesucher die Nutzung von Gesichtserkennungs-
technologie am Eingang angefochten. 12# Die Gerichte wichen in beiden
Instanzen der Frage moglicher verletzter Datenschutzrechte aus und be-
handelten stattdessen den Vertragsstreit als zentrales Anliegen.!?> Klagen
gegen Staatsorgane haben zudem in China noch immer wenig Aussicht
auf Erfolg.1?¢ Zu diesem bereits prozessunfreundlichen Klima kommt hin-
zu, dass die Stellung von Sozialkredit im Verwaltungsrecht bisher unklar
ist.!?” Es sind kaum Falle bekannt, in denen Birger im Zusammenhang
mit dem SKS geklagt haben; die existierenden Fille befassen sich in ers-
ter Linie mit fir Vertrauensbriiche verhangten Disziplinarmainahmen,
statt mit Fragen der Datensammlung oder -verarbeitung.!?® Neben einem
gerichtlichen Vorgehen besteht die Moglichkeit eines Verwaltungswider-
spruchs bei der nichsthoheren Behorde oder bei designierten Verwaltungs-
widerspruchsorganen. Dieser Beschwerdeweg gewinnt an Popularitit und
ist gebihrenfrei.!”” Entscheidungen werden nicht systematisch veréffent-
licht, doch Statistiken zeigen eine Erfolgsquote von knapp 209.13° Im
Jahr 2019 betrafen 10% der Verwaltungswiderspriiche Antrige auf Zugang
zu Regierungsinformationen.!3! Es folgen einige Uberlegungen tber die
generelle Zuldssigkeit von datenschutzrechtlichen Klagen im Rahmen feh-
lerhafter Sozialkreditinformationen.

Gemifl §2 VPG konnen Birger gegen behordliches Handeln klagen,
wenn dieses sie in ihren rechtmafigen Rechten und Interessen verletzt hat.
§ 12 VPG stellt jedoch klar, dass das Enumerationsprinzip gilt und Klagen
nur fir bestimmte Handlungsformen moglich sind. Es gibt eine Auffang-
klausel, falls eine Behdrde die Personlichkeitsrechte, Eigentumsrechte oder
anderen rechtmifSigen Rechte und Interessen eines Birgers in sonstiger
Weise verletzt hat.!3? Die Zurtickhaltung des rechtswissenschaftlichen Dis-
kurses beziiglich derartiger Auffangklauseln lasst jedoch darauf schlieen,
dass diese von Gerichten kaum angewendet werden.

der Durchsetzung. Das DSG sieht auch eine Eintragung in das Kreditdossier von
Datenverarbeitern als Strafe fiir die Verletzung des DSG vor (§ 67 DSG).

124 Ye 2021.

125 Ye 2021.

126 He 2018, S. 141.

127 Dai 2019, S. 1489.

128 Peng 2021, S.172.

129 He 2014, S. 256.

130 He 2018, S. 186, 187.

131 China Law Yearbook, S. 1318.

132 §12Nr.12 VPG.
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Das VPG ermaichtigt dariiber hinaus ,andere Gesetze und Bestimmun-
gen” Klagemoglichkeiten zu begriinden.!33 Hiervon macht das DSG aber
keinen Gebrauch. Die BVR erdffnet eine Zustindigkeit fiir den Fall, dass
eine Behorde die rechtmifigen Rechte und Interessen von betroffenen
Personen wihrend der Veroffentlichungsarbeit von Regierungsinformatio-
nen verletzt hat. Es ist anzunehmen, dass die Missachtung der oben
beschriebenen Auskunfts- und Korrekturrechte die Verletzung rechtlich
geschitzter Interessen darstellt.

Gemals §26 VPG ist die Beklagte diejenige Behorde, die die Verwal-
tungshandlung vorgenommen hat. Die Wahl des richtigen Beklagten ist
bei mehrstufiger Datenverarbeitung, wie sie im SKS hiufig Praxis ist, kom-
pliziert. Die klagende Partei muss vorausahnen, an welcher Stelle der Feh-
ler in Bezug auf ihre Daten passiert ist. Die Wahl des falschen Beklagten
kann zur Abweisung des Verfahrens fithren'3* und ist ein typisches Prob-
lem in Fallen um Sozialkreditinformationen.!3S Ein weiteres Problem stellt
der Nachweis der Rechtsverletzung dar.!3¢ Auch existieren rechtsfreie Rau-
me im Zusammenhang mit Sozialkreditinformationen von Personen, die
Petitionen gestellt haben und bei denen Verfahren hiufig abgewiesen wer-
den unter Hinweis darauf, dass in Bezug auf Petitionen generell kein
Rechtsweg gegeben sei.’3” Schwierigkeiten konnen auch entstehen, wenn
der handelnde Akteur formal keine Behorde ist, sondern lediglich Verwal-
tungsaufgaben wahrnimmt.!3® Im Ergebnis besteht ein generelles Haf-
tungsproblem, da viele verschiedene offentliche Akteure Daten sammeln,
ihr jeweiliges Verhalten jedoch einem spiteren Verarbeiter nicht zugerech-
net werden kann.!3?

133 §1211 VPG.

134 Oberstes Volksgericht: Interpretation der Anwendung des Verwaltungsprozess-
gesetzes der VRC (K THEH (FEAREMETEIFAE) FIFER), 2.6.2018.

135 Siche etwa Verwaltungsverfigung Nr. 132 des Mittleren Volksgerichtes der Stadt
Nanchong, vom 27.7.2018 ((2018)TE{#E 1| 13 174 132 5).

136 Peng2021,S.178.

137 Siehe bspw. Verwaltungsverfiigung Nr. 1518 des Hohen Volksgerichtes der Pro-
vinz Jiangsu, vom 5. 11.2019 (2019 #5{T% 1518 5); Verwaltungsverfiigung
Nr. 42 des Hohen Volksgerichtes der Provinz Liaoning, vom 25. 4.2018 (2018 1L
05 1745 42 5).

138 So wurde eine Klage mit SKS-Bezug gegen die China Railway Company abge-
wiesen unter Hinweis darauf, dass diese keine zuldssige Kldgerin im Verwal-
tungsverfahren sei, obwohl sie gemiR § 3 11 Eisenbahngesetz der VRC (17 AR
HLFIE R BEIE), erlassen am 7.9.1990, zur Ausfithrung von Verwaltungsaufgaben
ermichtigt ist, Verwaltungsverfiigung des Ersten Mittleres Volksgericht der
Stadt Beijing vom 9.10.2019, ((2019 ) 5{ 01 1744 954 ).

139 Peng 2021, S.178.
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Schlieflich wird es fiir den Schutz der Informationssubjekte als proble-
matisch angesehen, dass es keine zentrale Datenschutzbehorde gibt.'* Die
Gesetzgebung auf Provinzebene und darunter sieht teilweise die Einrich-
tung von eigenen Stellen fiir die Handhabung von Sozialkreditinformatio-
nen vor,'#! diese haben jedoch nicht den spezifischen Charakter einer Da-
tenschutzbehorde. Es bleibt abzuwarten, inwiefern deren Arbeit einen Bei-
trag zu Transparenz und Korrekturmoglichkeiten fir betroffene Personen
leistet.

3. Das SKS im Vergleich mit traditionellen Dossiers — Kontinuitdit oder Bruch?

Sind Sozialkreditdossiers der Versuch einer Fortfithrung des Dang’an un-
ter neuem Namen? Festzuhalten ist, dass die beiden Systeme formal nicht
miteinander verbunden sind. Angesichts der offensichtlichen funktionalen
Uberschneidungen der beiden verweist die Literatur tber das SKS trotz-
dem héufig auf das Dang’an als historischen Vorginger.'#? Jiang etwa
widmet ihre Analyse der Wurzeln des SKS hauptsachlich dem Dang’an.!43

Wie das Dang’an hat das SKS unter anderem die Funktion, Entschei-
dungstrigern notwendige Informationen tber die betroffenen Personen
bereitzustellen. Das SKS ist insofern ein Nachfolger des Dang’an als dass es
Personalentscheidungen zu beeinflussen sucht. Jedoch hat das SKS einen
wesentlich breiteren Fokus und bezieht auch Unternehmen und andere
Organisationen als Informationssubjekte ein.

Unterschiede ergeben sich auch beziiglich der einfliefenden Informa-
tionen. Das Dang’an ist mit seinen politischen Wurzeln stark von subjekti-
ven Eindricken und personlichen Bewertungen gepragt. Es ist unklar, was
in die Akten aufgenommen wird und was noch immer darin enthalten ist.
Sozialkreditdossiers hingegen werden offiziell nur mit formalen beho6rdli-
chen oder gerichtlichen Informationen gefillt. Allerdings liegt auch im
SKS bislang keine einheitliche Definition tber Sozialkredit vor. In Abwe-
senheit eines nationalen Gesetzes koexistieren eine Vielzahl von Standards
und Regularien der verschiedenen involvierten staatlichen Akteure wie

140 Yangund Liu 2021, S. 65.

141 Bspw. §7 Tianjiner Bestimmungen: Institution zum Management von offentli-
chen Kreditinformationen [Sozialkreditinformationen] (7 318 F & ML );
§ 11 SKIB Shanghai Servicezentrum fiir 6ffentliche Kreditinformationen [Sozial-
kreditinformationen] (/A5 FE BEIREH D).

142 Bspw. Creemers 2017.

143 Jiang 2020.
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der SKER, der Zentralbank, den lokalen Regierungen und der Staatlichen
Behorde fiur Marktregulierung. Entsprechend ist weiterhin offen, welche
Daten in die Dossiers eingehen konnen. Wahrend das Dang’an keine Stan-
dards fir die Inhalte seiner Dossiers zuginglich macht, bietet das SKS eine
Vielzahl von entsprechenden Regularien. Intransparenz im SKS entsteht
tberraschenderweise durch die undurchsichtige Fulle an Dokumenten. Im
Ergebnis sind beide Dossiersysteme somit hinsichtlich ihrer Sammlung
von Informationen nicht abschlieend einschitzbar.

Mit Blick auf Datenschutz liegt der grundlegende Unterschied zwischen
dem Dang’an und dem SKS darin, dass Sozialkreditdossiers prinzipiell -
so zumindest intendiert - einsehbar und korrigierbar sind. Im SKS steht
Regulierung statt Kontrolle im Vordergrund. Es gilt der Grundsatz, dass
das Sammeln negativer Informationen einer gesetzlichen Grundlage be-
darf.'#4 Strategiepapiere zum SKS sowie lokale Gesetzgebung gehen auf da-
tenschutzrechtliche Fragen ein.!® Wie in Teil 4 aufgezeigt, ist dies jedoch
in der Realitit noch nicht optimal umgesetzt. Zwar existiert ein rechtli-
cher Rahmen mit Sorgfaltspflichten fiir datensammelnde Staatsorgane und
Auskunfts- und Korrekturrechte der Sozialkreditsubjekte, doch die schiere
Masse an verschiedenen Regularien macht das System intransparent.

Zuletzt sei hier eine interessante Verbindung beider Systeme erwahnt:
Beobachter des Dang’an sprechen sich zunehmend fiir eine SKS-basierte
Reform aus. Im Zuge dessen wurde vorgeschlagen, Sozialkreditinformatio-
nen in die Dang’an-Dossiers zu integrieren, um letzteren zu mehr Objekti-
vitit zu verhelfen.!#¢ So koénne sich das Dang’an von seinen politischen
Waurzeln 16sen und ,politische Akten in Talentakten umgewandelt wer-
den"'¥. Das Dang’an kénne dem Vorbild des SKS auch in Sachen Trans-
parenz folgen und seine Akten fiir die betroffenen Personen zuginglich
machen.!® Guo etwa argumentiert mit Referenz zum Transparenzgedan-
ken des SKS, dass die Geheimhaltung der Dang’an- Dossiers vor den sie
betreffenden Subjekten nicht mit dem Auskunftsrecht vereinbar sei.’® Sie
wiirde Arbeitgebern ungerechtfertigte Kontrollmoglichkeiten an die Hand

144 Generalbiiro des Staatsrates der VRC: Leitansicht zur weiteren Verbesserung des
Systems fiir Restriktion von Unzuverlissigkeit und des Aufbaus eines langfristi
wirksamen Integrititsmechanismus (E 2557 71 A T 56 T — 35 588 RS LU
TR E R s KL AR S R IL), 7.12.2020.

145 Bspw. Art. 22 Leitansicht fiir ein Verbundenes Durchsetzungssystem.

146 Lu 2006, S.7.

147 Wang und Zhang 2010.

148 Wang und Zhang 2010.

149 Guo 2018, S. 84.
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geben.!* Eine Offnung gewihrleiste auch eine breitere Uberpriifbarkeit
der Richtigkeit der in den Dang’an enthaltenen Informationen.’”! Unge-
achtet zahlreicher Anregungen schligt jedoch auch die jingste Runde von
Dang’an-Reformen keine oftizielle Briicke zum SKS.'5? Die Verbindung
der beiden bleibt, soweit 6ffentlich bekannt, lediglich theoretisch. Die Ab-
wesenheit jeglicher Erwdhnungen des alten Dang’an in SKS-Dokumenten
spricht jedoch weniger fiir eine Unvereinbarkeit der beiden, als fir die
Intention der KPCh, die Reputation des SKS nicht durch das héufig in
Kritik geratene, veraltete Dang’an zu gefihrden.

6. Ausblick

Sozialkreditdossiers fiir natirliche Personen stehen in China in einer lan-
gen Tradition staatlich gefihrter Akten, welche tiber Vertrauenswiirdigkeit
nach jeweils geltenden ideologischen MafSstaben Auskunft geben. Erstmals
wird mit dem SKS ein staatliches Dossiersystem einem rechtlichen Rah-
men unterstellt. Dieser Wendepunkt ist der wirtschaftlichen Offnung und
der damit einhergehenden Notwendigkeit, Kreditauskunfteien einerseits
und behordliche Regulierung andererseits auszubauen, zuzuschreiben.
Dreh- und Angelpunkt der Anwendung von Dossiers zu Regulierungs-
statt Kontrollzwecken ist ihre Transparenz fir die sie betreffenden Per-
sonen. Dies bedeutet eine Abkehr vom kommunistischen Dang’an, da
die betroffenen Personen als Hiiter der Richtigkeit der Informationen
eingespannt werden sollen. Der Ausbau entsprechender rechtlicher Infra-
struktur zur Absicherung dieses Vorhabens bleibt jedoch bislang hinter
den verkiindeten Ambitionen zurtck. Datenverarbeiter sind zwar dazu
verpflichtet, fiir die Richtigkeit ihrer Daten Sorge zu tragen, doch fehlt
eine verbindliche Einbeziehung der betroffenen Personen. Notifizierungs-
pflichten tber die Sammlung und Verwendung personenbezogener Daten

150 Lu 2006.

151 Guo 2021, S. 83.

152 Ersichtlich aus Organisationsabteilung des Zentralkomitees der KPCh, Ministe-
rium fir Humanressourcen und soziale Sicherheit und fiinf weitere Ministerien:
Bekanntmachung tber die weitere Stirkung des Personalaktenverwaltungsdiens-
tes fiir mobiles Personal (T3 — P IIa&I s A A BRREH RS TIEHE
%), 10.12.2014; Generalbiiro des Ministeriums fiir Humanressourcen und sozia-
le Sicherheit: Bekanntmachung iiber die Vereinfachung und Optimierung von
Personalaktenverwaltungsdiensten fiir mobiles Personal (FF i imsh A
RANFREEHE RS HEH), 25.5.2016.
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sind vor allem im neuen DSG kodifiziert, doch sie enthalten grofziigige
Ausnahmeregelungen fiir staatliche Akteure. Betroffene Personen haben
laut DSG grundsatzlich zwar das Recht, von der Verarbeitung ihrer Daten
zu erfahren, sowie ein Recht auf Zugriff und Korrektur dieser Daten.
Problematisch ist jedoch, dass erst die Notifizierung tiber die Datenverar-
beitung Betroffene in die Lage versetzt, von diesen Rechten Gebrauch
zu machen. Spezifische Gesetze zu Sozialkreditinformationen finden sich
bislang nur auf Ebene der Provinzen und darunter. In Abwesenheit ei-
nes nationalen Gesetzes zum SKS ist die Ausgestaltung der Rechte von
Sozialkreditsubjekten hauptsachlich von diesen lokalen Bestimmungen ab-
hiangig. Sie bieten den bislang stirksten Rahmen fir die Einsehbarkeit
und Korrekturmoglichkeiten von Sozialkreditdossiers fiir natiirliche Per-
sonen. Wihrend eine Beurteilung der Durchsetzungsmoglichkeiten fiir
die bestehenden Rechte zu diesem Zeitpunkt kaum moglich ist, ist festzu-
halten, dass Klagen im Bereich des Datenschutzes gegen Staatsorgane in
China mit groffen Hiirden verbunden sind. Der Weg des Verwaltungswi-
derspruchs scheint aussichtsreicher, vor allem an Orten, an denen lokale
Bestimmungen die Einrichtung von Zentren fir die Verwaltung von So-
zialkreditinformationen vorsehen. In jedem Fall besteht die Problematik
uneinheitlicher Schutzstandards unter einem nur allgemeine Prinzipien
vorgebenden DSG.

Eine bemerkenswerte Parallele zwischen dem Dang’an und dem SKS
besteht darin, dass auch im SKS nicht genau eingegrenzt ist, welche
Informationen in die Dossiers einfliefen sollen. Wihrend ersteres sich
weiterhin in einer rechtlichen Grauzone ohne detaillierte Regelungen
bewegt, wird das SKS von einer wachsenden Anzahl von sich teilweise
widersprechenden Gesetzen und Verwaltungsvorschriften verschiedener
Gesetzgeber, Ministerien und lokalen Behorden ausgestaltet. Intransparenz
besteht somit in beiden Systemen: Im Dang’an durch das Fehlen von
Regelungen, im SKS durch eine untbersichtliche Vielzahl dieser. Die Be-
trachtung der Entstehung beider Dossiersysteme zeigt, dass sich das SKS
insofern abhebt, als dass es nicht durch in der Vergangenheit festgelegte
politische Anspriiche und Strukturen eingeschrinkt ist, sondern als Presti-
geprojekt im Namen von Reformen der Zentralregierung erhebliche Res-
sourcen und Innovationsmoéglichkeiten geniefSt. Dies, sowie der Nutzen,
der sich fiir den Staat daraus ergibt, wenn privat initiierte Korrekturen fiir
die Qualitat der Sozialkreditinformationsdatenbank sorgen, deutet darauf
hin, dass das SKS die rechtliche Einbettung seines Transparenzanspruch
und dessen Implementierung in Zukunft weiter vorantreiben wird.

Datenschutz in China hat sich in den letzten Jahren stark entwickelt,
auch gegenuber Staatsorganen. Dai sicht die Entwicklungen um das SKS
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als Chance fiir den Datenschutz, da es Diskussion anrege und somit lang-
fristig zu einem besseren Schutzniveau fithren kénne.'s? Die Erfindung
der Kategorie ,Sozialkreditinformationen”’>* und die damit verbundene
Sammlung, Speicherung und Weitergabe von personenbezogenen Infor-
mationen seitens Behorden ist jedoch nicht nur ein Entwicklungsmotor,
sondern auch die bislang grofte Herausforderung fiir den Datenschutz im
offentlichen Recht. Mit Blick auf die kiinftige Entwicklung des SKS ist
anzumerken, dass die vielerorts antizipierte Eingrenzung der Definition
von Sozialkredit nicht allein zu besserem Schutz fiir die betroffenen Perso-
nen beitragt: Die Rhetorik um ,,Vertrauenswiirdigkeit” deutet darauf hin,
dass die Informationen auch zu Bewertungen weiterverarbeitet werden
sollen. Dies ist vielerorts fiir juristische Personen bereits Praxis.’>S Die
Problematik einer moglichen aus dem Kontext genommenen Evaluation
von Personen seitens staatlicher Stellen besteht auch bei einer genauen
Beschriankung der Informationsquellen.’*® Hier zeigen sich Parallelen zu
Entwicklungen in anderen digitalisierungsambitionierten Staaten, welche
unter Zusammenfiihrung von Informationen verschiedener Behorden Da-
tenprofile erstellen. Es bleibt abzuwarten, ob die Einbeziehung betroffener
Personen in die Richtigkeit von staatlich erstellten Datenprofilen sich auch
auf durch anschliefende Datenverarbeitung geschaffene Bewertungen er-
strecken wird — wie die DSGVO umfasst auch das chinesische DSG nicht
Entscheidungen, die als Konsequenzen von Datenverarbeitung getroffen
werden.
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Privacy als Paradox? Rechtliche Implikationen
verhaltenspsychologischer Erkenntnisse

Hannah Ruschemeier

Zusammenfassung

Das Privacy Paradoxon beschreibt das Phinomen, dass Menschen nach
auflen bekunden, ihre Privatsphiare und Datenschutz besonders zu wert-
schitzen, dieser Selbsteinschatzung aber keine Taten folgen lassen. Thre
innere Einstellung divergiert von ihren tatsichlichen Verhaltensweisen:
Der betonten Wichtigkeit von Privatheit zum Trotz geben viele Personen
niedrigschwellig oder gar anlasslos hochstpersonliche Informationen tiber
sich Preis. Diese Diskrepanz zwischen Selbsteinschitzung und realem
Verhalten kann vom Recht nicht unbeachtet bleiben, insbesondere in
Bereichen von KI und Datenschutz, in denen tber verschiedenste Regulie-
rungsformen diskutiert wird. Das Privacy Paradox muss kein Paradoxon
bleiben. Privatheit als Konzept in der Vorstellung vieler Menschen kann
unendlich viele Facetten abdecken, die sich nur teilweise oder auch gar
nicht mit konkreten persénlichen Verhaltensweisen tiberschneiden. Das
Recht reflektiert diese realen Voraussetzungen von Privatheit bisher unzu-
reichend, wie das Beispiel der datenschutzrechtlichen Einwilligung zeigt.
Das Privacy Paradox verstirkt die Forderungen nach einer anderen Aus-
richtung des Datenschutzes von einem hochstpersonlichen Gut hin zu
kollektiven Auswirkungen und institutioneller Verantwortung.

1. Problemaufriss

Der Streit um Daten und Datennutzung ist eine der zentralen Machtfra-
gen unseres Jahrhunderts. Datenschutz und Datennutzungsrechte stehen
in komplexen Spannungsverhiltnissen zueinander. Digitaler Privatheits-
schutz und Datenschutz als Konzept sind kontroverse, politisierte Themen-
felder. Auf der individuellen Ebene von Nutzer:innen hat sich Privatheits-
schutz durch Datenschutz zudem zunehmend zu einer unl6sbaren Auf-
gabe entwickelt: Die Verbreitung personlicher Informationen erscheint
nicht mehr kontrollierbar. Das ist vor allem dann problematisch, wenn
diese Preisgabe und Verarbeitung personlicher Daten nicht mehr der au-
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tonomen Entscheidung der Betroffenen entsprechen. Die Annahme ist
naheliegend, insbesondere in dem durch informationelle Machtasymme-
trien und Vormachtstellung einzelner globaler Unternehmen geprigten
digitalen Raum des Internets. Der Allgemeinplatz, dass Datenschutz nicht
Daten, sondern Personen schiitzt, gerat aus dem Fokus.! Denn Privatheits-
und Datenschutz wird oft als innovationshindernd, paternalistisch und
ineffektiv wahrgenommen. Auch das so genannte Privacy Paradox scheint
mit einer Argumentationsstruktur fiir effektiveren Schutz zu brechen.
Menschen verhalten sich hochst widerspriichlich was den Schutz ihrer Pri-
vatsphare betrifft: sie folgen schlicht nicht ihren eigenen, zumindest kom-
munizierten Priferenzen. Das Privacy Paradox ist damit ein relevantes und
juristisch lohnenswertes Beispiel, um die Reflektion menschlichen Verhal-
tens durch Recht zu untersuchen. Der Beitrag skizziert Definition, Grund-
lagen, und Konsequenzen des Privacy Paradox aus rechtswissenschaftlicher
Perspektive und entwirft Vorschlige fiir Reaktionen des Rechts.

Das Privacy Paradox beschreibt das Phinomen, dass Menschen nach
auflen bekunden, ihre Privatheit und den Schutz ihrer personlichen Daten
besonders zu wertschitzen, dieser Selbsteinschitzung aber keine Taten
folgen lassen.? Thre innere Einstellung divergiert von ihren tatsichlichen
Verhaltensweisen: Der betonten Wichtigkeit von Privatheit zum Trotz
geben viele Personen niedrigschwellig oder gar anlasslos hochstpersonli-
che Informationen uber sich preis — das erscheint widersprichlich. Das
Credo, dass Privatsphare schiitzenswert ist und vor allem akzessorisch an-

1 wvon Lewinski, Die Matrix des Datenschutzes, 2014, S. 4.

2 Kompakter Uberblick bei: Qverby, in: Jajodia/Samarati/Yung (Hrsg.), Encyclopedia
of Cryptography, Security and Privacy, 2019, S. 1- 2. Empirische Analysen bei Ac-
quistt/Grossklags IEEE Secur. Privacy Mag. 3 (2005), 26 ff.; Barth/Jong Telematics and
Informatics 34 (2017), 1038 ff.; Norberg/Horne et al. Journal of Consumer Affairs 41
(2007), 100; Spiekermann/Grossklags et al., in: Proceedings of the 3rd ACM confe-
rence on Electronic Commerce - EC '01, 2001; Taddicken ] Comput-Mediat Comm
19 (2014), 248 tt.; Turow/Hennessy New Media & Society 9 (2007), 300 ff.; Wirth/
Maier et al. INTR 32 (2022), 24 ff. Literatur Review bspw. bei: Gerber/Gerber et al.
Computers & Security 77 (2018), 226ff.; Kokolakis Computers & Security 64
(2017), 122 ff. Aus rechtlicher Sicht: ; Hermstriiwer, Informationelle Selbstgefahr-
dung, 2015, S. 232 ff,; Solove The George Washington Law Review 89 (2021), 1ff;
Waldman Current Opinion in Psychology 31 (2020), 105 ff. Aus psychologischer
Perspektive bspw.: Dienlin, in: Specht-Riemenschneider/Werry/Werry (Hrsg.), Da-
tenrecht in der Digitalisierung, 2020, S. 305 ff. Kommunikationswissenschaftliche
Einordnung: Barnes, A privacy paradox: Social networking in the United States,
https:/firstmonday.org/article/view/1394/1312;  Taddicken ] ~Comput-Mediat
Comm 19 (2014), 248.

212

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Privacy als Paradox?

dere Rechtsgiiter schiitzt,? scheint nicht mehr zu greifen. Die Divergenz
zwischen inneren Einstellungen und Verhaltensweisen ist zunachst nichts
Ungewohnliches, sondern ein allbekanntes Alltagsphinomen. Das Privacy
Paradox ist ebenfalls ein leicht erklarbares Verhaltensmuster, aber anderer-
seits eine akademische Fragestellung, welche vielfach und interdisziplinir
untersucht wird, jedoch immer noch umstritten ist.*

In Bezug auf Privatheit und rechtliche Regulierung ist das Privacy Pa-
radox auch deshalb interessant, da Privatheitsschutz, grundrechtlich im
Recht auf informationelle Selbstbestimmung verankert, als Ausfluss per-
sonlicher Autonomie angesehen wird.’ Dazu gehort auch, auf eben diese
Privatheit zu verzichten.®

Muss das Recht dennoch die Menschen ,vor sich selbst“ schitzen?
Rechtliche Regulierung kann neben dem - online in groffen Teilen ver-
sagenden individuellen Selbstschutz und der ebenfalls nicht sehr erfolgrei-
chen Selbstregulierung der Industrie — ein Schutz- und Erméglichungsme-
chanismus sein. Oder ist ein Regulierungsansatz, der wie im Datenschutz-
recht den individuellen Rechtsgiiterschutz abstrakt sehr stark betont, aber
erheblichen Vollzugsdefiziten unterliegt, deshalb grundlegend falsch? Soll-
te Privatheit als Rechtsgut allgemein tberdacht werden?

Meine Ausgangsthese ist, dass Privatheitsschutz durch Datenschutz er-
strebenswert ist, auch wenn einzelne Personen sich nicht privatheitsschiit-
zend verhalten oder gar gegenlaufige Priferenzen dufern; das vermeintli-
che Paradoxon der Privatheit ist hierfiir kein Gegenargument.

2. Grundlagen des Privacy Paradoxes

Die Grundlagen des Privacy Paradox setzen sich aus dem theoretischen
Verstandnis von Privatheit (2.1) und der empirischen Erforschung von
Verhalten zusammen (2.2), das im vermeintlichen Widerspruch zur Vor-
stellung von Privatheit steht.

3 dazu eingehend: Britz, in: Hoffmann-Riem/Brandt (Hrsg.), Offene Rechtswissen-
schaft, 2010, S. 561, 569 ff.

4 systematische Literaturauswertung z.B. bei Gerber/Gerber et al. Computers & Secu-
rity 77 (2018), 226 ff.

S BVerfGE 61, 1 (42); 78, 77 (84); 103, 21 (33); statt aller: Kunig/Kdmmerer, in:
Minch/Kunig (Hrsg.), , 7. Aufl. 2021, Art. 2 GG, Rn. 80. Umfassend zum Autono-
miekonzept des Art. 2 I GG: Britz, Freie Entfaltung durch Selbstdarstellung, 2007,
S. 16.

6 Umfassend: Hermstriiwer (Fn. 2), S. 31 ff.
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2.1 Konzeption von Privatheit und Datenschutz im Kontext des Privacy
Paradoxes

Privatheit ist seit Jahrhunderten ein kontroverses Thema und wurde be-
reits lange vor dem Siegeszug digitaler Technologien diskutiert.® Grund-
satzlich zielt Privatheit im Verstindnis des Selbstbestimmungsrechts da-
rauf ab, Menschen Autonomie zu ermdglichen und zu sichern.? Deshalb
ist die Idee einer universellen Definition von Privatheit auch nicht reali-
sierbar, da sie letztlich in der individuellen autonomen Entscheidung der
einzelnen Person wurzelt.!

Juristisch betrachtet ist Privatheit ein unbestimmter Rechtsbegriff, der
nicht explizit von Gesetzen definiert oder benannt wird.!! Privatheit ist
gewinnbringend aus rechtswissenschaftlicher Perspektive vor allem im
Hinblick auf normative Konsequenzen zu beurteilen. Ein rechtlicher He-

7 Privatheit nach deutschen Rechtsverstindnis sowie das Verstindnis von Privat-
sphiare nach der Rechtsprechung des BVerfG sind nicht exakt deckungsgleich
mit dem weiteren Begriff des Konzepts ,Privacy, das auch in den englischspra-
chigen Abhandlungen zum Privacy Paradox thematisiert sind. Far die juristische
Perspektive sind die Mafistibe des jeweils relevanten Rechtsverstindnisses des
konkreten Regulierungskontextes besonders relevant.

8 Qverby, in: Jajodia/Samarati/Yung (Fn.2), S.1; Siehe nur: The Right to Privacy
Warren/Brandeis Harvard Law Review 4 (1890), 193 (205) bereits mit dem Bezug
zu personlichen Daten ohne von Daten zu sprechen ,,The principle which pro-
tects personal writings and all other personal productions, not against theft and
physical appropriation, but against publication in any form, is in reality not the
principle of private property, but that of an inviolate personality®.

9 Britz, in: Hoffmann-Riem/Brandt (Fn. 3), S. 561, 569. Zu weiteren Zwecken und
Formen von Privatheit: Eichenhofer, e-Privacy, 2021, S. 38 ff.

10 Grob lassen sich zwei Stromungen in der Forschung zur Privatsphire identifizie-
ren: Einmal wird Privatsphire als Frage gesellschaftlicher und personlicher Art
begriffen Bennett, Privacy in the Political System: Perspectives from Political
Science and Economics, 1995 revised 2001) und einmal als Zustand, der sich vor
allem durch Freiheit von Kontrolle und Uberwachung auszeichnet (Westin Co-
lumbia Law Review 66 (1966), 1003 ff.). Uberblick zu verschiedenen Theorien der
Privatheit bei: Eichenbofer (Fn.9), S.25ff. Eingehende rechtliche Analyse bei:
Gusy Jahrbuch des offentlichen Rechts der Gegenwart. Neue Folge (JoR) 70
(2022), 415 ff.

Acquisti/Brandimarte et al. Science (New York, N.Y.) 347 (2015), 509 (512) geben
zudem einen interessanten Kurzabriss tiber die Grundlagen der Privatheit bis hin
zu Referenzen in der Bibel.

11 Zu Privatheit als Rechtsbegriff: Rofnagel/Geminn JZ 70 (2015), 703 ff. Gusy Jahr-
buch des offentlichen Rechts der Gegenwart. Neue Folge (J6R) 70 (2022), 415,
416f. betont das Erfordernis der Begriindung einer Schutzbedirftigkeit von Pri-
vatheit durch andere Disziplinen.
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bel fir die Umsetzung ist das Datenschutzrecht, denn dieses zielt durch
den Schutz personenbezogener Daten auch auf Privatheitsschutz. Privat-
heitsschutz und Datenschutz sind nicht deckungsgleich, haben aber viele
Uberschneidungspunkte.!? Datenschutz ist kein Selbstzweck, sondern wur-
zelt, ebenso wie Privatheit, im Autonomieschutz.!® Diese Differenzierung
und gleichzeitige Riickfithrbarkeit auf gemeinsame Schutzgiiter ist auch in
den Rechtsgrundlagen reflektiert. Sowohl das Recht auf informationelle
Selbstbestimmung als auch das Recht auf Datenschutz in der Charta der
Grundrechte der Europiischen Union zielen auf den Schutz autonomer
Entscheidungen von Individuen tber ihre personlichen Daten ab.!* Die
Verfligungsgewalt Giber personliche Daten kann den Schutz von Privatheit
ermoglichen. Datenschutz hangt deshalb eng mit dem Verstindnis von
Privatheit und Privatheitsschutz zusammen.

Der Schutz von Privatheit dient in erster Linie der Bewahrung personli-
cher Entscheidungsfreiriume, wobei die Funktionen vielfaltig sind. Viele
Konzeptionen von Privatheit fufften auf einer Trennung verschiedener
Sphiren, einem raumlich gepragten Verstindnis von Offentlichkeit und
privaten Raum.'S Das Private findet danach ,hinter verschlossenen Tiren®
statt, durch die Fenster des eigenen Hauses sollte niemand schauen diir-
fen. Die dazu kontrire 6ffentliche Sphire war aufSerhalb dieses privaten
Raumes angesiedelt, dadurch aber auch klar erkennbar. Die digitale Trans-
formation verandert das Verstindnis von Privatheit, die Vorstellung von
individueller Kontrolle des Zugangs zu personlichen Informationen ist
letztlich Gberholt.’® Denn digitale, online-basierte Anwendungen brechen
mit dem Verstindnis der Abgrenzung durch Raumlichkeit, da sie durch
ihre Konzeption selbst entgrenzend wirken.

Bis heute werden diverse Konzepte von Privatheit diskutiert!”, welche
die Entwicklungen von Privatheit in unterschiedlichen Kontexten beleuch-

12 Datenschutz ist nicht gleichzusetzen mit Privatheitsschutz. Nach dem Grundge-
setz bspw. zielen auch andere Grundrechte als das Recht auf informationelle
Selbstbestimmung auf den Schutz der Privatsphare, z.B. Art. 13 GG. Auf unions-
rechtlicher Ebene unterscheidet die GrCh zwischen Art. 7, dem Recht auf Privat-
sphare, und Art. 8, dem Recht auf Datenschutz. Zu den Unterschieden zwischen
Datenschutz und Privatheit: Eichenhofer (Fn. 9), S. 52 ff.

13 Zum funktionalen Wert von Privatheit als Sicherung der Autonomie: Sandfuchs,
Privatheit wider Willen?, 2015 S. 8 ff.

14 Statt vieler: Bretthauer, in: Specht-Riemenschneider/Mantz (Hrsg.), Handbuch eu-
ropiisches und deutsches Datenschutzrecht, 2019, Rn. 13 ff.;

1S won Lewinski (Fn. 1), S. 29 ff. zu physischen, logischen und sozialen Riumen.

16 Leopold, in: Piallat (Hrsg.), Der Wert der Digitalisierung, 2021, S. 167

17 Vgl. nur zur Public Privacy: Stahl Moral Philosophy and Politics 7 (2020), 73.
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ten. Privatheit entfaltet auch eine gesellschaftliche, demokratietheoretische
Dimension!$, die dafiirspricht, auch Datenschutz nicht nur aus individuel-
ler Perspektive zu betrachten.!”

Die meisten Autor:innen stimmen darin tberein, dass Privatheit durch
quantitative Datenanalysen in digitalen Kontexten gefihrdet ist und daraus
negative Konsequenzen fiir den 6konomischen und sozialen Zugang von
Burger:innen und deren gesellschaftliche Teilhabe folgen.? Andere hin-
gegen meinen, dass nicht die gefahrdete individuelle Privatheit problema-
tisch ist, sondern fehlende Sicherheit und Sanktionen.?! Die Verftigbarkeit
von Informationen sei kein Problem, sondern ihr Missbrauch. Uberwa-
chung durch Staat und Wirtschaft seien kein Grund zur Beunruhigung.
Denn es gibe keine Anhaltspunkte dafiir, dass Menschen weniger frei
seien, wenn sie weniger Privatsphire hatten.?? Diese Ansicht gewichtet den
Aspekt zu gering, dass die eigene Entscheidung dartber, welche Informa-
tionen preisgegeben werden, der autonome Akt ist und nicht die daraus
folgenden Konsequenzen. Fir die Folgen von Privatheitsverletzungen kon-
nen auch der generelle Missbrauch wirtschaftlicher oder politischer Macht
verantwortlich gemacht werden. Diese Faktoren beziehen sich aber auf die
mittelbaren Folgen und nicht auf die Entscheidung des Individuums. Die
Konsequenzen aus Privatheitsschutz sind auch nicht zwingende Geheim-
haltung und Intransparenz auf allen Ebenen, sondern Entscheidungsalter-
nativen tber Informationspreisgabe.

Eine abschlieSende Klarung des Begriffs der Privatheit ist nicht erforder-
lich, um Grundlagen fiir die rechtliche Handhabung daraus abzuleiten.??
Unzweifelhaft begegnet der Schutz von Privatheit in digitalen und vernetz-
ten Umgebungen neuen individuellen und gesellschaftlichen Herausforde-

18 Vgl. nur: Eichenhofer (Fn.9), S.46; Seubert Datenschutz und Datensicherheit -
DuD 36 (2012), 100 (101 f.).

19 Dazu unten D.

20 Bspw. die Beitrdge in Hoffmann-Riem (Hrsg.), Big Data - Regulative Herausforde-
rungen, 2018. Dazu auch Miihlhoff, S. 41 in diesem Band.

21 Vgl. Belliger/Krieger, in: dies. (Hrsg.), Network Publicy Governance, 2018, S. 45,
50.

22 Belliger/Krieger, in: dies. (Fn. 21), S. 45, 55. Zu Post-Privacy: Ganz, Die Netzbewe-
gung, 2018, S.23S5 ff.; Gruschke, in: Kappes/Krone/Novy (Hrsg.), Medienwandel
kompakt 2011 - 2013: Netzveroffentlichungen zu Mediendkonomie, Medienpoli-
tik & Journalismus, 2014, S. 79, 81 ff.; Hagendorff, in: Behrendt/Loh/Matzner et al.
(Hrsg.), Privatsphire 4.0: Eine Neuverortung des Privaten im Zeitalter der Digita-
lisierung, 2019, S. 91, 96 ff.

23 Schwichtenberg, Datenschutz in drei Stufen: Ein Auslegungsmodell am Beispiel
des vernetzten Automobils, 2018, S. 16.
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rungen; schon deshalb, da bei allen Onlineaktivititen z.B. auch ohne be-
wusste Preisgabe von Informationen Meta- und Nutzungsdaten generiert
werden. Zudem werden behaviorale und psychologische Prozesse gezielt
genutzt, um die Preisgabe personlicher Informationen zu beférdern.?4
Grundlegende Informationsasymmetrien kénnen verhindern, dass das ei-
gene Verhalten Giberhaupt den geduferten Priferenzen angepasst werden
kann.?

2.2 Emprrische Grundlagen: Privacy Calculus oder Privacy Paradox?

Grundlage des Privacy Paradox ist auch das Verstindnis dariber, was Men-
schen motiviert und wie sie Entscheidungen treffen, d.h. was leitend fiir
menschliches Verhalten ist.26 Dabei kénnen personliche Daten selbst frei-
gegeben werden, oder es werden schlicht keine MaSnahmen getroffen, die
personlichen Daten zu schiitzen — was oft zwei Seiten derselben Medaille
sind.

Zur Erklirung des Privacy Paradox werden unterschiedliche Theorien
diskutiert.”” Die Argumentationsstringe unterscheiden sich vor allem da-
rin, wie viel Rationalitit den Entscheidungstrager:innen zugesprochen
wird: entweder richtet sich das Verhalten nach einer Gegentiberstellung
von Risiken und Vorteilen?® oder es erfolgt schlicht keine Risikoevaluati-
on.?” Ob sich die sich von der Selbsteinschatzung divergierenden Verhal-
tensweisen durch rationale Kosten-Nutzen-Abwagung (2.2.1), oder Impul-
sivitit und Irrationalitat (2.2.2) begriinden lassen, ist umstritten.>* Zudem
sind Resignation und gewolltes Unwissen (2.2.3), Beeinflussung und Ma-

24 Acquisti/Brandimarte et al. Science (New York, N.Y.) 347 (2015), 509 (512); Masur
M&K Medien & Kommunikationswissenschaft 66 (2018), 446 (447).

25 Nicht einmal die Nutzung eines sozialen Netzwerks ist Voraussetzung; auch tiber
Nichtnutzer:innen konnen Daten gesammelt werden: Garcia Science advances 3
(2017), e1701172.

26 Gerber/Volkamer et al., in: Dialogmarketing Perspektiven 2016/2017: Tagungsband
11. wissenschaftlicher interdisziplindrer Kongress fir Dialogmarketing, 2017,
S.139f.

27 Barth/Jong Telematics and Informatics 34 (2017), 1038 ff. identifizieren 35 ver-
schiedene Theorien, die das Privacy Paradox jeweils unterschiedlich erlautern.
Ubersicht auch bei Gerber/Gerber et al. Computers & Security 77 (2018), 226 ff.

28 Barth/Jong Telematics and Informatics 34 (2017), 1038 (1045 ff.).

29 Barth/Jong Telematics and Informatics 34 (2017), 1038 (1048 ff.).

30 Dazu: Arpetti/Delmastro Journal of Industrial and Business Economics 48 (2021),
505 ff.
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nipulation (2.2.4) sowie informationelle Asymmetrien und Kontextabhin-
gigkeit (2.2.5) zu beachten.

2.2.1 Ausfluss rationaler Entscheidung

Die Idee des Privacy Calculus beruht auf der rational-choice theory und geht
davon aus, dass Personen eine Kosten-Nutzen-Analyse vornehmen, bevor
sie personliche Informationen offenlegen.’! Die 6konomische Theorie be-
urteilt diese Einschitzung von Personen als handlungsleitend.3? Danach
geben Konsument:innen dann personliche Daten preis, wenn sie davon
ausgehen, dass der erwartete Nutzen die Risiken tibersteigt.3? Dieser kann
in monetaren (Rabatte, Gutschein), personlichen (Anpassung, Individuali-
sierung) oder sozialen Faktoren (Zugehorigkeit bei sozialen Netzwerken,
Aufbau von Sozialkapital)** bestehen. Ziel ist es daher nicht, stets mog-
lichst hohen Privatheitsschutz herzustellen, sondern dass eine Balance ge-
funden wird und Daten bereitgestellt werden, wenn es sich fir die Person
lohnt.?’

Der Privacy Calculus hat allerdings keine Erklarung fir die Preisgabe
personlicher Daten, wenn schlicht keine Vorteile bestehen, diese nicht
erkennbar oder nur geringwertig sind. Denn wenn der Schutz personen-
bezogener Daten einen vergleichsweise hohen Stellenwert geniefSt, ware
nach dem Rationalititsmodell eine Datenpreisgabe nur bei erheblichen
Vorteilen zu erwarten.’® Diese Erwartungen werden nicht durch das tat-

31 Laufer/Wolfe Journal of Social Issues 33 (1977), 22 ff.; Dienlin/Metzger ].M. Journal
of Computer-Mediated Communication,, 368 ff.; Wisniewski/Page, in: Knijnen-
burg/Page/Wisniewski et al. (Hrsg.), Modern Socio-Technical Perspectives on Pri-
vacy, 2022, S. 15, 18 ff.

32 Culnan/Armstrong Organization Science 10 (1999), 104 ff.

33 Uberblick verschiedener Theorien zur Risikowahrnehmung bei: Gerber/Volkamer
et al., in: Dialogmarketing Perspektiven 2016/2017: Tagungsband 11. wissen-
schaftlicher interdisziplinarer Kongress fiir Dialogmarketing, 2017, S. 139, 152f.

34 Holland Widener Law Journal 19 (2010), 893 (913).

35 Waldman Current Opinion in Psychology 31 (2020), 105 (108) hélt das Modell fiir
untauglich im Kontext von Privatheit.

36 Bunnenberg, Privates Datenschutzrecht, 2020, S. 100 auch mit Bezug zu kollekti-
ven Auswirkungen, wonach das Einwilligungsmodell auf kollektiver Ebene nach
Rationalititsgesichtspunkten solange ein hohes Datenschutzniveau gewihrleisten
kann, als Privatheit gesamtgesellschaftlich hoch geschatzt wird.
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sachliche Verhalten von Verbraucher:innen bestitigt, insbesondere im On-
linebereich bzgl. Konsum37und in sozialen Netzwerken

2.2.2 Verzerrte Ristkoabwdgung

Zahlreiche verhaltenspsychologische Studien haben aufgezeigt, dass Men-
schen sich nicht stets rational verhalten, sondern Verhaltensanomalien
auftreten.?” Diese Urteilsfehler fithren dazu, dass Informationen falsch ein-
geschatzt oder nicht korreke verarbeitet werden. Es ist nicht méglich, stets
alle Argumente und Informationen objektiv korrekt zu verarbeiten und
danach zu entscheiden. Komplexere Risikoabwagungen sind fiir Menschen
schwierig zu vollziehen; um Entscheidungen zu treffen, nutzen wir einfa-
che Entscheidungsregeln, sog. Heuristiken.®. Diese sind Ausfluss einer
begrenzten Rationalitit, denn viele Personen tendieren dazu, Risiken, die
mit positiv konnotierten Dingen verkniipft sind zu unterschitzen und
gleichzeitig zu Giberschitzen, wenn sie mit Sachverhalten oder Dingen ver-
kntpft sind, die sie nicht mogen.#! Auch besteht eher die Bereitschaft, so-
gar sensible Informationen gegen Vergilitung preiszugeben als diese gegen
anfallende Kosten zu schiitzen.> Die zeitliche Dimension bzgl. der Scha-
denswahrscheinlichkeit kommt hinzu: Privatheit wird in konkreten Ent-
scheidungssituationen ein sehr geringer Stellenwert beigemessen, selbst
wenn der Preisgabe ein extrem geringer Nutzen gegentbersteht — dadurch
wird eine Delegation der Kosten in die Zukunft ermoéglicht.# Diese hy-
perbolische Diskontierung beschreibt, dass die zukinftigen Kosten den

37 Beresford/Kiibler et al. Economics Letters 117 (2012), 25 ff,, die in einem Feld Expe-
riment nachgewiesen haben, dass eine umfangreiche Datenerhebung eines On-
lineshops als einziger Unterschied zu einem Vergleichsangebot keinen Einfluss
auf die Kaufentscheidung hat.

38 Acquisti/Gross, in: Danezis/Golle, Privacy enhancing technologies, S. 36 ff.

39 Vgl. Englerth/Towfigh, in: Towfigh/Petersen (Hrsg.), Okonomische Methoden im
Recht, 2. Auflage 2017, S.237, Rn. 503 ff.; Jolls/Sunstein et al. Stanford Law Re-
view 50 (1998), 1471 (1477).

40 Grundlegend: Tversky/Kahneman Science 185 (1974), 1124 ff.

41 ,Affektheuristik®, Slovic, P., Finucane, M., Peters, E., & MacGregor, D., in: Gilovich/
Griffin/Kahneman (Hrsg.), Heuristics and biases, 2002, S. 397 ff.

42 Grossklags/Acquisti, When 25 Cents is Too Much: An Experiment on Willingness-
To-Sell and Willingness-To-Protect Personal Information, 7.6.2007.

43 Miiller/Flender et al., in: Internet Privacy, 2012, S. 143, 179.
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Vorteilen der gegenwirtigen Nutzung tiberproportional unterliegen.** Im
digitalen Bereich stellt sich die Problematik von unterschitzten Risiken
und impulsivem Handeln (z.B. Clickbait*’) in besonderem Maf$e. Danach
lage also kein Widerspruch zwischen Selbsteinschatzung und Handeln vor,
sondern eine verzerrte bzw. fehlerhafte handlungsleitende Risikoeinschit-
zung.4

2.2.3 Resignation und gewolltes Unwissen

Online basierte Warenkédufe und Dienstleistungen sowie smart wearables
sind inzwischen so alltiglich geworden, dass die meisten Menschen diese
Angebote auch wahrnehmen, wenn sie nur ein geringes Vertrauenslevel
haben, es also ,,gar nicht so genau wissen wollen“.#” Neben dem praktisch
untiberwindbaren Aufwand, stets die privatheitsfreundlichste Einstellung
zu wihlen*® besteht ein Wissensdefizit, welches sich gerade im Internet
multipliziert. Dauerhaft informierte Entscheidungen iber die tausenden
involvierten Webseiten unterschiedlicher Firmen, Apps und ihren Modali-
titen der Datenverarbeitung zu treffen, kann durch Einzelpersonen nicht
erreicht werden. Versuche des Privatheitsschutzes enden deshalb auch oft
in Resignation. Wenn Nutzer:innen stindig selbst entscheiden mdssen,
ob ihre Daten verarbeitet werden dirfen, fihrt dies nicht in wenigen
Fillen zu einer ,,Consent-Fatigue“ und wahllosen Klicks, um weiter fort-
fahren zu konnen.® In diese Richtung zielen auch die Erklirungen der
Konsistenztheorien, z.B. wenn online die Dissonanz zwischen allgemeinen

44 Grossklags/Acquisti, Losses, gains, and hyperbolic discounting: An experimental
approach to information security attitudes and behavior, 2003S. 15; Miiller/Flender
etal.,in: (Fn. 43), S. 143, 179.

45 Ubersicht und psychologische Analyse bei: Mayer, in: Appel (Hrsg.), Die Psycho-
logie des Postfaktischen: Uber Fake News, ,Liigenpresse®, Clickbait & Co, 2020,
S.67ff.

46 Holland Widener Law Journal 19 (2010), 893 (906 ft.).

47 Eine Studie aus dem Jahr 2008 hat eine Studie fiir die USA berechnet, dass bei
durchschnittlicher Internetnutzung 76 Tage pro Jahr erforderlich wiren, um alle
Datenschutzerklirungen zu lesen. Dabei wiirden Opportunititskosten von 781
Milliarden Dollar entstehen: McDonald/Cranor 1/S: A Journal of Law and Policy
for the Information Society 2008, 543 (564).

48 Zur mandated choice: Martini/Weinzierl RW 2019, 287 (290 ff.).

49 Vgl. Vidbani/Banabatti et al. CSI Transactions on ICT 9 (2021), 185 (190).
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Bedenken und situativen Hinweisreizen zugunsten letzterer aufgelost wird
und damit z.B. die Bedeutung einer Datenschutzrichtlinie ignoriert wird.>°

2.2.4 Beeinflussung und Manipulation

Die rechtlichen Implikationen von Nudging und ,Dark® Patterns werden
kontrovers diskutiert.! Sowohl Nudging zugunsten der Nutzer:innenin-
teressen z.B. zur Wahl einer datenschutzrechtlichen Voreinstellung als
auch Beeinflussung entgegen deren eigentlichen Interessen (,Dark“ Pat-
terns) nutzen Verhaltensanomalien gezielt aus. Mechanismen und Gestal-
tungen, die Nutzer:innen keine echte Wahlmoglichkeit eroffnen, z.B. die
Auswahl datenschutzfreundlicher Einstellungen erschweren oder Wider-
spruchsmaglichkeiten nicht auffindbar in Webseiten verstecken, sind ein
weiterer Umstand, der bei der Bewertung des Widerspruchs zwischen
gedullerten Priferenzen zu Privatheit und tatsichlichem Verhalten bertick-
sichtigt werden sollte.

2.2.5 Informationelle Asymmetrie und Kontextabhingigkeit

Das Privacy Paradox kann als Ausfluss fehlender bzw. begrenzter Rationa-
litait gedeutet werden. Menschen werden von systematischen Verhaltens-
anomalien, sozialen Normen und Emotionen, personlicher Erfahrung,
Netzwerkeffekten und Personlichkeitsziigen beeinflusst.’® Einige sind der
Auffassung, dass sich die wahren Priferenzen der Verbraucher:innen nur
in threm Verhalten widerspiegeln,>* z.T. werden die Studien zum Privacy
Paradox deshalb methodisch kritisiert.>> Aus rechtlicher Perspektive lasst
sich die Frage darauf zuspitzen, ob schutzbezogene Vorgaben sich an der

50 Gerber/Volkamer et al., in: (Fn. 33), S. 139,156 f.

51 Ettig, in: Taeger/Gabel (Hrsg.), , 4., vollig neu bearbeitete und wesentlich erwei-
terte Auflage 2022, § 25 TTDSG, Rn. 30 m.w.N.; Weznzierl NVwZ-Extra 2020, 1 ff.

52 Waldman Current Opinion in Psychology 31 (2020), 105 ff.

53 Uberblick zu Verhaltensheuristiken und kognitivem Bias bei: Gerber/Volkamer et
al., in: (Fn. 33), S. 139, 148.

54 Dazu Hermstriiwer (Fn. 2), S.233.

S5 Bunnenberg (Fn. 36), S. 103; Kokolakis Computers & Security 64 (2017), 122 (130)
regt an, dass Studien zum Privacy Paradox weniger auf Selbstberichten in Umfra-
gen als auf Verhaltensanalysen beruhen sollten.
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Selbsteinschatzung und ggf. auch den Wiinschen der betroffenen Gruppe
oder nach deren Verhalten orientieren sollten.

Hierbei ist wichtig, dass die Kontextabhangigkeit insbesondere bei Ent-
scheidungen von Verbraucher:innen eine besondere Rolle spielt. Priferen-
zen werden schon deshalb nicht stets konsistent sein konnen, da die
Situationen der Praferenzkundgabe und der tatsichlichen Datenfreigabe
im digitalen Raum nicht deckungsgleich sind. Generelle Bedenken sind
nicht mit situativen Bedenken gleichzusetzen. Die Absicht, sich selbst pri-
vatheitsschiitzend zu verhalten, kann mit situativen Problemen in Konflikt
geraten und durch fehlendes Wissen, fehlende technische Expertise oder
mangels Alternativen verstirkt werden.’® Es kommt deshalb darauf an,
welche Daten wem gegentiber offenbart werden. Auch die Personlichkeits-
merkmale der Nutzer:innen kdnnen eine entscheidende Rolle spielen.’”
Unabhingig von den verschiedenen Theorien zu handlungsleitenden Fak-
toren besteht im digitalen Raum ein erhebliches Ungleichgewicht zwi-
schen Nutzer:innen und Anbieter:innen digitaler Produkte. Deshalb ist
eine rationale Entscheidungsfindung aufgrund unvollstindiger Informa-
tionen, hochst komplexen Verarbeitungsvorgingen und Unkenntnis tiber
die Datenverarbeitungen erheblich erschwert.

Rechtlich entscheidend fiir eine Einordnung des Privacy Paradoxes
sind zudem die abstrakte Erkennbarkeit und das Verstindnis dartber,
welche Daten tberhaupt wem gegentiber preisgegeben werden. Informa-
tionelle Asymmetrien und das systemische Ungleichgewicht zwischen Ver-
braucher:innen und Firmen bspw. im Kontext von Onlinedienstleistungen
miissen bei der Bewertung des Verhaltens beriicksichtigt werden.®

3. Rechtliche Implikationen des Privacy Paradox

Dass sich die Selbsteinschitzung nicht oder nur geringfiigig im Verhal-
ten von Nutzer:innen niederschligt, fiihrt zu der Frage, mit welchen
Verhaltensannahmen Schutz durch Recht operiert und wie sich diese auf
rechtliche Vorgaben auswirken. Das Privacy Paradox beschreibt damit im
digitalen Bereich wohl vor allem ein Problem der mangelnden Informati-
onsgrundlage und die erschwerte Moglichkeit rationaler Entscheidungen.

56 Gerber/Volkamer et al., in: (Fn. 33), S. 139, 155.

57 Wirth/Maier et al. INTR 32 (2022), 24 ff. zu ,Laziness* als Erklarung fiir das Priva-
cy Paradox.

58 Arpetti/Delmastro Journal of Industrial and Business Economics 48 (2021), 505
(515).
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Das Recht reflektiert diese realen Voraussetzungen von Privatheit bisher
unzureichend, wie die Beispiele der datenschutzrechtlichen Einwilligung
und des Wettbewerbsrechts zeigen.

3.1 Datenschutzrecht: Einwilligung als untaugliches rechtliches Instrument im
digitalen Raum

Die DSGVO fordert stets eine Rechtsgrundlage fiir die Verarbeitung perso-
nenbezogener Daten nach der Grundregel des Art. 6 Abs. 1 DSGVO. Prak-
tisch hochst relevant ist die zweckgebundene Einwilligungserklarung der
von der Datenverarbeitung betroffenen Person nach Art. 6 Abs. 1 UAbs. 1
lit. a) DSGVO. Im digitalen Raum wird von dieser Ermachtigung zur Da-
tenverarbeitung flichendeckend Gebrauch gemacht (Cookie-Banner, die
bei jedem Webseitenbesuch tber die Verarbeitung personenbezogener Da-
ten informieren und dazu entsprechende Einwilligungen erfordern)’® Die
Kritik am Instrument der Einwilligung bleibt nicht auf die DSGVO be-
schrankt: Auch das TTDSG in Umsetzung der e-Privacy-Richtlinie® setzt
in §25 auf die Einwilligung als zentrales Instrument bei der Regulierung
von Cookies und Tracking, wobei dort aber dieselben Anforderungen wie
nach Art. 4 Nr. 11 DSGVO gelten.®!

Die datenschutzrechtliche Einwilligung wird durch das Privacy Paradox
weiter entwertet. Denn dass Personen in digitalen, durch Algorithmen
kreierten oder gesteuerten Kontexten eine tatsichlich freie und vor allem
informierte Entscheidung tber die Zustimmung zur Verarbeitung ihrer
personlichen Daten treffen, kann nur schwer angenommen werden. Die
Einwilligung geht, wie die Rational Choice Theory, von einer informier-
ten Entscheidung aus.6? Rational kalkulierte Kosten-Nutzen-Analysen sind
bei Informationsasymmetrien aber in vielen Fallen nicht moglich. Nut-
zer:innen mussten umfassend unsichere, kaum greitbare und durch kom-

59 Vgl. nur EuGH, Urteil vom 1.10.2019 — C-673/17 — Planet-49 zur aktiven Einwilli-
gungspflicht bei Cookiebannern.

60 RL 2022/58/EG.

61 Zur moglichen Ausgestaltung in der e-Privacy Verordnung, inbs. zur Frage
der verpflichtenden Einwilligung (Cookie-Wall): Schubmacher/Sydow et al. MMR
2021, 603 (608). Auch der Entwurf der e-Privacy Verordnung hilt an der Einwilli-
gung fest, COM 2017/010 final.

62 informierte Einwilligung als Fiktion“ m.w.N. Kutscha, in: RofSnagel/Friedewald/
Hansen (Hrsg.), Die Fortentwicklung des Datenschutzes: Zwischen Systemgestal-
tung und Selbstregulierung, 2018, S. 123, 127; Holland Widener Law Journal 19
(2010), 893 (908).
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plexe Prozesse entstehende Folgen ihrer Entscheidung berticksichtigen.®?
Eine vollstindig rationale Entscheidung wird umso unwahrscheinlicher, je
komplexer und untbersichtlicher der zu entscheidende Sachverhalt und
die daraus folgenden Konsequenzen sind, z.B. auch die Auswirkung der
eigenen Datenfreigabe auf andere Personen.®*

Die Komplexitit und Quantitdit der Datenverarbeitung wird durch
transparenzsteigernde Maffnahmen wie Bildsymbole und privacy agents®s
auch nur bedingt reduziert, sondern vor allem verlagert. Denn auch eine
gut illustrierte Datenschutzerklirung, die u.U. mehrere dutzend Verarbei-
ter:innen und Zwecke umfasst, wird wieder untbersichtlich. Auch Einwil-
ligungsmanagementsysteme (Personal Information Management Systems
— PIMS), miissen fiir eine informierte Nutzer:innenentscheidung tber alle
moglichen Folgen der Datenverarbeitungsvorginge, z.B. des Trackings,
informieren.®® Dies erfordert einen erheblichen Detailgrad , der sich kon-
trir zu dem abstrakt-generellen Ansatz solcher stellvertretenden Systeme
verhilt.¢”

Das Privacy Paradox spricht deshalb fiir eine Untauglichkeit der Einwil-
ligung bei den groffen social-media- und anderen Plattformen, im Online-
shopping und -dienstleistungsbereich und allen digitalen Umgebungen,
die weitreichende quantitative Datenanalysen fir und @ber Dritte ermog-
lichen.®® Daneben spielen sozialer Druck und Monopolstellungen eine
Rolle. Dadurch produzierte Informationsasymmetrien verhindern, dass
eine informierte Entscheidung getroffen werden kann, weil z.B. die Konse-
quenzen der eigenen Datenpreisgabe fiir andere Nutzer:innen gar nicht
bekannt ist. Somit kann das eigene Verhalten auch nicht addquat den
gedullerten Priferenzen angepasst werden.

Zudem ist die Einschitzung der Privatheitsrelevanz und damit die in-
formierte Einwilligung praktisch gesehen auch deshalb erschwert, weil
Maf$stabe zur Bewertung fehlen. Bei monetir-basierten Austauschgeschaf-
ten ist eine grofere Vergleichbarkeit gegeben: Ein teureres Produkt ver-
spricht, vereinfacht gesagt, oft eine hohere Qualitit. Bei der Inanspruch-

63 Hermstriiwer (Fn. 2),S.227f.

64 Dazu Miihlhoff, S. 43 in diesem Band.

65 siehe dazu auch §26 TTDSG.

66 Botta MMR 2021, 946 (948 f.).

67 Botta MMR 2021, 946 (949).

68 vgl. Holland Widener Law Journal 19 (2010), 893 (903). Dies gilt auch fiir smart
wearables wie smart watches und andere Mobilgerite, die sehr viele Daten verar-
beiten und vor allem untereinander vernetzt sind. Miihlhoff, S.44f. in diesem
Band.
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nahme vermeintlich kostenloser Dienste gibt es hingegen keine Preisver-
gleichbarkeit. Verstirkt wird diese durch eine die Monopolstellung der
globalen Plattformbetreiber, da es bereits an unterschiedlichen Angeboten
fehlt. Es gibt beispielsweise keine Mdglichkeit Google kostenpflichtig zu
nutzen, ohne dass Daten gesammelt werden. Auch lassen die Anbieter:in-
nen keine Verhandlungen tiber die Nutzungsbedingungen zu, auch wenn
diese offenkundig rechtswidrig sind.

Das gingige Bild, wonach Vebraucher:innen mit ihren Daten ,bezah-
len“®, tragt deshalb nicht.”® Es besteht kein vergleichbares Bewusstsein
tiber die Modalitaten der Datenverarbeitung wie bei der monetiren Bezah-
lung tber einen bestimmten Betrag, weil die ,Kosten“ der Daten nicht
sichtbar sind. Unternehmen verarbeiten Daten auf unterschiedliche Weise,
weshalb aus Perspektive der Verbraucher:innen eine Einschitzung, die mit
einer einheitlichen Wahrung vergleichbar wire, nicht moéglich ist.”! Digi-
tale Dienstleistungen sind deshalb niher an Vertrauensgiitern, deren Wir-
kung weder vor noch nach dem Bezug valide eingeschatzt werden kann,
dhnlich wie andere Bereiche in denen Expertise erforderlich ist, z.B. im
medizinischen Sektor.”? Solange Menschen Onlinedienste nutzen, online
mit anderen interagieren oder staatliche Leistungen in Anspruch nehmen
werden zudem stets neue Daten erzeugt, die dann keine begrenzte oder
erschopfliche Ressource mehr darstellen.”

Aus einer 6konomischen Perspektive stellt sich die Frage, ob digitale
Mirkte mit ihren jetzigen Angeboten die Privatsphire-Priferenzen von
Nutzer:innen erfiillen oder ob ein Marktversagen vorliegt. Dies fithrt zu
Datenschutz als Wettbewerbsfaktor’ und zum Verbraucher:innenschutz.

69 Zu Daten als Gegenleistung im Kontext des Schuldrechts: Hacker ZfPW 2019,
148 ff.; Lohsse/Schulze et al., in: dies. (Hrsg.), Data as counter-performance - con-
tract law 2.02, 2020, S. 9 ff. Scheibenpflug, Personenbezogene Daten als Gegenleis-
tung, 2022. Zur Einwilligung im Schuldrecht: Riehm, in: Specht-Riemenschnei-
der/Buchner/Heinze et al. (Hrsg.), Festschrift fiir Jirgen Taeger, 2020, S. 55, 64 ff.

70 Strandburg University of Chicago Legal Forum 2013 (2015), 95 (130 f£.).

71 Vgl. Grothe, Datenmacht in der kartellrechtlichen Missbrauchskontrolle, 2019,
S.96. Die Annahme, dass Verbraucher:innen davon profitieren, dass ihnen perso-
nalisierte Werbung angezeigt wird, tberzeugt hingegen auch vor dem Hinter-
grund des Privacy Paradoxs nicht. Denn die Personalisierung beruht auf der Ver-
arbeitung personenbezogener bzw. gruppenbezogener Daten, widerspricht dann
zumindest dem erwiinschten Zustand des héheren Privatheitsschutzes.

72 Strandburg University of Chicago Legal Forum 2013 (2015), 95 (132).

73 Grothe (Fn.71), S. §3.

74 Dazu auch: Blankertz, in: Selbstbestimmung, Privatheit und Datenschutz, 2022,
S.11ff.
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3.2 Wettbewerb und Verbraucherschutz

Privatheitsschutz durch Datenschutz kann theoretisch ein relevanter Wett-
bewerbsfaktor sein.”> Durch das fehlende privatheitsschiitzende Verhalten
der Nutzer:innen hat sich ein hohes Datenschutzniveau aber bisher kaum
praktisch auf die Marktstellung von Unternehmen auswirken konnen: da-
tensparsame Angebote haben sich trotz eines hoheren Datenschutzniveaus
nicht flichendeckend gegentiber datenintensiven Unternehmen und Ange-
boten durchsetzen kénnen.”¢ Bisher ist damit allein die Datenmacht bzw.
der Datenbestand selbst ein positiver Wettbewerbsfaktor.””

Grofle Datenmengen, konzentriert bei wenigen Unternehmen, konnen
den Wettbewerb hingegen negativ beeinflussen und ggf. auch Missbrauch
fordern.”® Das Privacy Paradox verstirkt diesen Effekt noch, wenn die
Wahl der Verbraucher:innen nicht auf datenschiitzende Angebote fallt.”?
Fraglich ist aber, ob Verbraucher:innen tiberhaupt noch eine echte Wahl
haben.8? Durch die Konzentration auf Plattformen (insbesondere in sozia-
len Netzwerken) ist eine Abhilfe durch Wettbewerb schwierig.8! Gerade
dort, wo es um Vernetzung und Austausch geht, profitieren Anbieter:in-
nen von Diensten mit besonders vielen Nutzer:innen; eine grofere Anzahl
an Alternativen ist gerade nicht gewiinscht, sondern andernfalls eine al-
ternative Konzentration.$? Fir Verbraucher:innen bestehen damit hohe
Kosten, wenn sie sich tiber die Vor- und Nachteile informieren wollen.
Lock-In- und Netzwerkeffekte erschweren einen Wechsel und damit eben-
falls eine andere Nachfrage.®3

75 Grothe (Fn.71), S. 60.

76 Karaboga M./Martin et al., in: Rofnagel/Friedewald (Hrsg.), Die Zukunft von Pri-
vatheit und Selbstbestimmung, 2022, S. 49, 69 f.; Kérber NZKart 2016, 303 (305).

77 Auf die Einzelheiten der wettbewerbsrechtlichen Implikationen kann hier nicht
weiter eingegangen werden, aus der Rspr. vgl. nur BGHZ 226, 67 = GRUR 202,
1318 ff. zum missbrauchlichen Ausnutzen einer marktbeherrschenden Stellung
durch Facebook.

78 Grothe (Fn.71), S. 61; 67 ff.

79 Dies soll allerdings den Marktfunktionen selbst nicht entgegen stehen: Weisser,
Datenbasierte Markte im Kartellrecht, 2021, S. 108.

80 Nocun, in: Rofnagel/Friedewald/Hansen (Hrsg.), Die Fortentwicklung des Daten-
schutzes: Zwischen Systemgestaltung und Selbstregulierung, 2018, S. 39, 42.

81 Kutscha, in: Rofnagel/Friedewald/Hansen (Fn. 62), S. 123, 128.

82 Weiterfiihrend: Weisser (Fn. 80), S. 253.

83 Nocun, in: Rolnagel/Friedewald/Hansen (Fn. 81), S. 39, 55.
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3.3 Argument gegen Regulierung?

Aus dem Privacy Paradox wird zum Teil gefolgert, dass Privatheitsschutz
von der uberwiegenden Mehrheit nicht gewiinscht wird, Privatheit ein
uberholtes Rechtsgut sei und die rechtliche Regulierung mit dem Schutz-
ziel Privatheit, insbesondere durch Datenschutzrecht, ins Leere laufe. Dies
figt sich in eine generelle Kritik an Privatheitsschutz ein, wonach die Ins-
trumente des Datenschutzes den Herausforderungen der digitalen Trans-
formation nicht mehr gewachsen seien; rechtliche Regulierung sei stets
zu spit oder ausgeschlossen. Andere sehen die digitale Transformation als
zwingende Entwicklung, die unumkehrbaren systemischen Logiken folgt.
Entscheidend fiir Legitimitit und Akzeptanz sei allein das Funktionieren
digitaler Technik.34

Die Einwande tragen aus verschiedenen Griinden nicht, denn die Ent-
scheidungsfindung von Individuen ist von zahlreichen Faktoren abhingig,
die im Kontext von privatheitsrelevantem Verhalten z.T. verzerrt oder
nicht gegeben sind. Unvollstindige oder asymmetrische Informationen
fihren dazu, dass viele Personen sich den mit ihrem Verhalten verbunde-
nen Datenanalysen nicht bewusst sind, aber dennoch der Datenweitergabe
an Dritte zustimmen.® Durch die Unméglichkeit eines monetiren Refe-
renzpunktes fiir die eigenen Daten wird die Einschitzung von ,Leistung
und Gegenleistung® zusatzlich erschwert. % Bereits die Unterscheidung
zwischen Metadaten, Nutzungsdaten und selbst freigegebenen personli-
chen Daten (self-disclosure) spielt eine entscheidende Rolle. Denn die
verschiedenen Arten von Daten sind unterschiedlich kontrollierbar. Es
geht eben nicht nur darum, keine sensiblen persdnlichen Informationen
auf sozialen Netzwerken zu posten, sondern es werden Daten durch die
schlichte Nutzung verarbeitet und neue Daten entstehen durch den Vor-
gang der Kommunikation an sich.#” Die Verarbeitung von Meta- und
Nutzungsdaten hat mit der rechtlichen Idee der autonomen Entscheidung
des Individuums iiber personliche Informationen nicht mehr viel gemein,
da sie individuelle Eigenschaften und Verhaltensweisen ebenso offenlegen
konnen.

84 Leopold, in: Piallat (Fn. 16), S. 167, 170.

85 Arpetti/Delmastro Journal of Industrial and Business Economics 48 (2021), 505
(511).

86 Arpetti/Delmastro Journal of Industrial and Business Economics 48 (2021), 505
(507).

87 Zum Real-Time Bidding: Herbrich/Niekrenz CR 2021, 129
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Diese Diskrepanz zwischen Selbsteinschitzung und realem Verhalten
sollte vom Recht nicht unbeachtet bleiben, entscheidend ist aber die Frage
der Konsequenz. Zum einen legt das Privacy Paradox das Dilemma offen,
dass die Einschatzung und das tatsichliche Verhalten von Menschen stets
kontextabhangig zu betrachten sind, Kontextverlust aber gerade das Ziel
von quantitativer Datenverarbeitung ist, weil gerade eine multifunktiona-
le Verwendung angestrebt wird. Als tragfihiges Argument gegen Regulie-
rung, Daten- und Privatheitsschutz taugt das Privacy Paradox deshalb nicht.
Das Privacy Paradox spricht nicht gegen eine Regulierung, sondern nur
dafir, dass die bisherigen Mechanismen unzureichend sind. Denn gegen
die Straenverkehrsordnung (StVO) spricht auch nicht, dass sich viele
Menschen nicht an Verkehrsregeln halten, das Erfordernis fiir die Regelun-
gen der StVO ist, dass viele Menschen am Verkehr teilnehmen. Dies ist auf
den Daten- und Privatheitsschutz im digitalen Zeitalter Gbertragbar.38

3.4. Privacy Paradox als Mythos?

Die Kritik am Privacy Paradox zielt primar auf unzutreffende Grundan-
nahmen aufgrund der bereits geschilderten Gegebenheiten in digitalen
Sphiren. Verhaltenspsychologische Implikationen sollten nicht generell-
abstrakt, sondern kontextualisiert betrachtet werden. Das Privacy Paradox
hingegen sei ein Mythos.’

Das Privacy Paradox ist weder Mythos noch ein tatsichliches Paradox,
sondern ein Dilemma. Es illustriert, parallel zu vielen rechtlichen Vor-
gaben, dass im digitalen Bereich immer noch aufgrund unzutreffender
Grundannahmen operiert wird, die im analogen Bereich effektiv sein mo-
gen, aber in online-basierten Umgebungen ins Leere laufen.

Es gibt inzwischen immer weniger Moglichkeiten online aktiv zu sein,
ohne Daten mit den global fihrenden Onlineunternehmen zu teilen. Al-
ternativangebote z.B. zu Googles Suchmaschine, haben sich zwar gehalten,
sind aber Nischenprodukte geblieben. Zudem wird die Onlineprasenz
immer mehr mit sozialem Kapital verbunden. Technologien wie biome-

88 Zum Datenschutz als Kommunikationsordnung: Rofnagel, Datenschutz in einem
informatisierten Alltag, 2007.

89 Solove The George Washington Law Review 89 (2021), 1{f. ,Relikt der Vergan-
genheit® Dienlin, The psychology of privacy: Analyzing processes of media use
and interpersonal communication, 2017, S.78. Hingegen Forderung nach mehr
Forschung, um Kausalbeziehungen aufzudecken: Dienlin/Masur et al. New Media
& Society 2021, 1 (18).
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trische Gesichtserkennung in Echtzeit bieten den Menschen gar nicht die
Méglichkeit, Privatheit Giberhaupt paradox erscheinen zu lassen — sie ha-
ben schlicht keine Wahl solchen Maffnahmen, wenn sie bspw. auf offentli-
chen Plitzen angewendet werden, zu entgehen. Fur Widerspriche zwi-
schen Selbsteinschatzung und Verhalten bleibt dann kein Raum mehr. Sel-
biges gilt fir das omniprisente Tracking als unwissentliche Speicherung
von Daten in digitalen Umgebungen, was zu einer Intransparenz gegen-
tiber den Folgen des eigenen Handelns fiithrt, da keine Nachvollziehbar-
keit mehr gegeben ist, und Verhaltensmanipulationen erméglicht werden.

Die Grundannahme des Privacy Paradox, dass es Ausdruck der eigenen
Autonomie ist, Daten selbst preiszugeben, setzt reale und effektive Ent-
scheidungsmoglichkeiten voraus. Um entscheiden zu konnen, sind Alter-
nativen und Informationen erforderlich. Die Funktionsweise der pradikti-
ven Analytik fihrt dazu, dass Verhaltensweisen und Charakteristiken von
Personen dauerhaft prognostiziert werden. Die Verletzung der Privatsphi-
re erfolgt dann nicht durch die gezielte Zweckentfremdung oder Entwen-
dung vorhandener Daten, sondern dadurch, dass sensible Informationen
vorhergesagt werden.”® Die Privatsphire wird nicht durch die Preisgabe,
sondern durch die Entstehung neuer Daten verletzt: durch die Prognose
bestimmter Verhaltensweisen aus einem kollektiven Datenpool.”! Selbst
wenn der eigenen Datenverarbeitung widersprochen wird, kann die kol-
lektive Datenanalyse Riickschlisse auf die eigene Person zulassen. Damit
haben es Burger:innen sowohl bei staatlichen als auch bei privaten pradik-
tiven Analysen nicht mehr selbst in der Hand, durch eigenes Verhalten
einer Erfassung und digitalen Datenverarbeitung zu entgehen.? Dies fihrt
ebenfalls dazu, dass bereits keine Divergenz zwischen Selbsteinschitzung
und Verhalten entstehen kann, da die Privatheitsverletzung bereits vor
dem tatsichlichen Verhalten stattfindet.”

90 Dazu Miihlhoff, S. 40 ff. in diesem Band.

91 Zum Konzept der pradiktiven Privatheit bereits auch: Miihlhoff Ethics Inf Tech-
nol 2021, 675.

92 Hermstriiwer, in: Hoffmann-Riem (Hrsg.), Big Data - Regulative Herausforderun-
gen, 2018, S. 99, 100 f. ordnet dies als Marktversagen ein.

93 Miiblhoff Ethics Inf Technol 2021, 675 (679).
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4. Reaktionen des Rechts: Privacy kein Paradox

Das Privacy Paradox ist ein Anwendungsfall fiir Grundfragen der Verhal-
tensannahmen im Recht und durch Recht.®* Rechtswissenschaft betrach-
tet menschliches Verhalten nicht voraussetzungslos, sondern unter dem
Blickwinkel einer Norm, weshalb auch kein rechtswissenschaftliches Ver-
haltensmodell existiert.”s Die Diskussion effizienter rechtlicher Regulie-
rungen setzt unter anderem voraus, dass zutreffende Annahmen tber
menschliches Verhalten gemacht werden missen.

Als Strategien gegen das Privacy Paradox wird die verstirkte Nutzbar-
keit von Wissen, insbesondere auch von prozeduralem Wissen, keine Pa-
thologisierung von Onlineverhalten sowie anwendungsbezogene Strategi-
en im Umgang mit Internetangeboten diskutiert.”®

Das grofSte Problem sind aber weiterhin solche Daten, die Personen
ohnehin nicht kontrollieren kénnen. Dagegen schafft das Bewusstsein
dariiber, an welchen Stellen personliche Informationen generiert und ver-
arbeitet werden nur bedingt Abhilfe, wenn dies ohnehin Dauerzustand
ist. Die Schaffung von mehr Wissen hilft Ausfliissen wie dem Real-Time
Bidding®” nicht ab und fithrt ohne reale Handlungsmdglichkeiten zur
Resignation. Dass digitale Umgebungen inzwischen wichtige Infrastruktu-
ren sind, entkriftet das Argument einer individuellen Entscheidung, diese
Dienste nicht zu nutzen. Der gesellschaftliche Aspekt des sozialen Kapitals
und der Auswirkungen digitaler Anwendungen spricht gegen die schlichte
Ablehnung der Nutzung datenintensiver Dienste in der Verantwortung
des Einzelnen. Entsprechend ist eine institutionelle oder systemisch Re-
gulierung auch erforderlich, die bspw. durch Zertifizierung, datenschutz-
freundliche Entscheidungen erleichtert.

Privatheit als Konzept in der Vorstellung vieler Menschen kann unend-
lich viele Facetten abdecken, die sich nur teilweise oder auch gar nicht
mit konkreten personlichen Verhaltensweisen tiberschneiden. Der Schluss
von menschlichem Verhalten als nach auflen gerichtetem Akt auf innere

94 eingehend dazu bspw.: van Aaken, in: Fuhr/Bizer/Feindt (Hrsg.), Menschenbilder
und Verhaltensmodelle in der wissenschaftlichen Politikberatung, 2007, S. 70 ff,;
Lepsius, in: Fihr/Bizer/Feindt (Hrsg.), Menschenbilder und Verhaltensmodelle in
der wissenschaftlichen Politikberatung, 2007, S. 168 ff.; Towfigh/Petersen (Hrsg.),
Okonomische Methoden im Recht, , 2. Aufl., 2017, §8 Verhaltensokonomik,
S.237ff.;

95 Lepsius, in: Fuhr/Bizer/Feindt (Fn. 95), S. 168, 169.

96 Gerber/Volkamer et al., in: (Fn. 33), S. 139, 158 ff.

97 Herbrich/Niekrenz CR 2021, 129 ff.
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Einstellungen wie das Verstindnis von Privatheit muss kritisch hinterfragt
werden. Das Privacy Paradox illustriert diese verschiedenen Probleme von
Privatheitsschutz in digitalen Kontexten.

Mafstab fur die Regulierung im Datenschutzrecht kann deshalb nicht
nur sein, dass Nutzer:innenverhalten zu untersuchen, sondern zu klaren,
welche Normen und Erwartungen durch die Datenverarbeitung verletzt
werden. Vielmehr sollte Regulierung sich auch auf die andere Seite der
Datennutzung konzentrieren und nicht alles in Nutzer:innenhand legen.

Transparenz wird oft angefiithrt, z.B. wenn es um Datenschutzerklarun-
gen geht. Transparenz allein ist nicht ausreichend, es braucht Verstandlich-
keit und freie Wahl mehrerer Optionen. Mehr Entscheidungsoptionen
fihren nicht automatisch zu mehr Kontrolle. Nur wenn auch tatsichlich
vollstindige Informationen als Entscheidungsgrundlage vorliegen, ist die
kalkulierte ,informationelle Selbstgefaihrdung“® Ausdruck der individuel-
len Autonomie. Eine umfassende Transparenz und Offenlegung tber alle
relevanten Faktoren erreichen allein noch keine informierte Entscheidung.
Im Kontext von Onlinediensten erscheint dies ohnehin illusorisch, da die
Vorginge der Datenverarbeitung schlicht zu komplex sind. Die Menge an
Informationen wirde nicht zu tatsachlichem Verstindnis fithren, sondern
ins nachste Paradox: nach dem ,transparency paradox® wird zwar Transpa-
renz durch detaillierte Aufklarung erzeugt, die Quantitit der Informatio-
nen erschwert aber den Blick auf das Wesentliche.

Es sollte deshalb generelle Ziele des Privatheitsschutzes geben, der
moglicherweise nicht nur als subjektives Recht zu konstruieren ist. Das
kann auf Tatbestands- oder Vollzugsebene passieren, wie durch privacy by
default and by design, Art. 25 ff. DSGVO. Situationsspezifische Besonder-
heiten sind zu bertcksichtigen, z.B. durch besondere Darlegungspflichten
in der konkreten Transaktion. Die europaische Verbandsklagerichtlinie
hat zudem bspw. erstmals tber Art. 80 DSGVO hinaus explizite kollektive
Rechtsschutzmoglichkeiten gegen Datenschutzverst6fSe eingefiihre.”?

Zudem ist das Credo der rein individuellen Risikobewertung in
digitalen Kontexten nicht ausreichend. Das Internet fithrt zwangslaufig
zu einem Kontrollverlust Gber die eigene Selbstdarstellung, da es keinen
zumutbaren Uberblick mehr tber die personenbezogenen gespeicherten

98 Eichenhofer (Fn.9), S. 98; Hermstriiwer (Fn. 2).

99 RL 2020/1828, Anhang I (56) nennt die DSGVO als Anwendungsbereich. Zum
kollektiven Rechtsschutz und strategischer Prozessfithrung gegen Datenschutz-
konzerne: Ruschemeier MMR 2021, 942 ff.
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Daten gibt. Dem wirken Entwicklungen wie das ,Recht auf Vergessen®“1?
oder dem ,Right to reasonable inferences“!°! nur sehr punktuell entgegen
und setzen vor allem die Kenntnis der Datenspeicherung voraus. Neben
individuellen Faktoren sind systemische Gegebenheiten, wie faktische
Monopolstellungen grofler Digitalkonzerne in bestimmten Bereichen der
Sozialen Medien oder Messengerdienste, relevante Einflisse. Rechtliche
Regulierungsansitze sollten systemische Risiken und die Strukturen von
Datenverarbeitung, -Gbermittlung und -bereitstellung stirker in den Blick
nehmen anstatt den Privatheitsschutz als rein subjektive Angelegenheit
des jeweiligen Verarbeitungsvorgangs zu begreifen. In einigen Bereichen,
wie z.B. bei Kindern, sollte die Einwilligung als Rechtmifigkeit der Da-
tenverarbeitung ausgeschlossen sein.!%? Zudem sollte erwogen werden, die
Einwilligung in Situationen, in denen sie offensichtlich ihren Zweck nicht
erfillt (Beispiel: Cookie-Banner) unter erhdhte Rechtmifigkeitsanforde-
rungen zu stellen, wie eine Evaluation der tatsichlichen Wahrnehmung
und Verarbeitung der Informationen durch vorgegebene Zeiten zur An-
zeige der Einwilligungserklirung oder Kontrollfragen, die sich auf das
Verstindnis beziehen. Dadurch wird die Einwilligung im Massengeschift
unattraktiv und Anbieter:innen wiren angehalten, sich z.B. um eine Zerti-
fizierung zu bemiihen.

Vermeintliche Regulierungen von Technik allein sind nicht zielfiih-
rend, tatsichlich adressieren diese ohnehin die rechtsrelevanten Auswir-
kungen von Technik. Zukiinftige Regelwerke sollten den Einfluss auf
Privatheit individuell und in der Breite starker in den Blick nehmen. Dazu
gehort es auch, sozialwissenschaftliche und psychologische Implikationen
stirker zu reflektieren.'® Konkrete datenschutzrelevante Anwendungssze-
narien, insbesondere bei der Verhaltensbeeinflussung oder -steuerung kon-
nen risikobasiert klassifiziert werden. In diese Richtung deutet auch der
Vorschlag der Europiischen Kommission zum Artificial Intelligence Act,
der allerdings in der jetzigen Fassung zu weitreichende Ausnahmen fiir be-
stimmte KI-Anwendungsszenarien vorsieht, welche grundrechtlich proble-
matisch sind.’® Bestimmte, besonders privatheitsgefahrdende Praktiken,

100 EuGH, Urteil vom 13.5.2014 — C-131/12 = CELEX 62012CJ0131. Der EuGH
verwendet den Begriff ,Recht auf Vergessenwerden®.

101 Wachter/Mittelstadt Columbia Business Law Review 2019, 1 ff.

102 RofSnagel/Geminn, Datenschutz-Grundverordnung verbessern, 2020, S. 118.

103 Dazu auch Martini/Weinzierl RW 2019, 287 ff. Zu den sozio-technischen Aspek-
ten: Miihlhoff New Media & Society 22 (2020), 1868.

104 COM/2021/206 final.
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wie z.B. Kl-basierte Echtzeitgesichtserkennung oder andere biometrische
Analysen sollten mit Verboten belegt werden.!0

S. Conclusto

Das sogenannte Privacy Paradox ist kein Paradox, sondern ein Dilemma,
welches durch digitale Umgebungen, Techniken und ihre Strukturen be-
dingt ist, auf die Einzelpersonen keinen oder nur wenig Einfluss haben.
Privacy by default and by design'%¢ sind erganzende, verheifSungsvolle tech-
nische Losungen, mussten aber konkretisiert und durchsetzbar gemacht
werden. Das Privacy-Dilemma lasst sich durch den Abbau asymmetrischer
Machtstrukturen zumindest abschwachen, bspw.. wenn die Gruppe der
Verbraucher:innen eine tatsichliche Kalkulation aufgrund einer vollstin-
digen Informationsgrundlage und daraus abgeleiteten informierten Risiko-
einschitzung treffen kann, durch institutionelle Unterstiitzung, wie z.B.
Zertifizierung. Letztlich sollte der Fokus auf kollektive Aspekte von Pri-
vatheit und Datenschutz gelenkt werden, um die Konzentration auf die
Verantwortlichkeit des Individuums aufzulésen und dadurch schlieflich
auch das Privacy Paradox.'%” Das Ziel, Machtasymmetrien auszugleichen,
ist keine paternalistische Bevormundung, sondern die notwendige Schaf-
fung eines Freiheitsraumes. Ein anderer Weg ist es, anonyme Kommunika-
tionsriume fir die breite Nutzung zu popularisieren. Eine vollstindige
Okonomisierung oder Tokenisierung aller Giiter und damit auch der
personlichen Daten, tber die Nutzer:innen ihre Daten dann an Anbie-
ter:innen im Web 3.0 verkaufen kénnen, wird hingegen das Problem der
Machtasymmetrie nicht l6sen, sondern reproduzieren.
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Welche Rolle spielen Privacy und Security bei der Messenger-
Nutzung und -Wechsel arabischsprachiger Nutzer:innen

Leen Al Kallaa, Konstantin Fischer, Annalina Buckmann,
Franziska Herbert und Martin Degeling

Zusammenfassung

Instant Messenger gehdren zu den am haufigsten installierten und genutz-
ten Apps auf modernen Smartphones. Die Wahl des Messengers ist daher
aus Datenschutz- wie Datensicherheitssicht brisant. Im Alltag der Nutzen-
den spielen diese Aspekte allerdings haufig nur eine nachgelagerte Rolle.
Anfang 2021 waren die Datennutzungspraktiken von Facebook und
WhatsApp im Rahmen einer Anderung der Datenschutzerklarung in den
Fokus der Offentlichkeit geraten. Im Rahmen einer fragebogenbasierten
Online-Studie haben wir untersucht, welchen Wert Datenschutz bei der
Auswahl von Messenger hat und wie sich die Aufmerksamkeit um diese
Frage bei Whatsapp auf das Nutzungs- und insbesondere Wechselverhalten
ausgewirkt hat. Der Fokus unserer Untersuchung liegt auf arabischsprachi-
ge Nutzer:innen in Deutschland, die in vorherigen Studien unterreprisen-
tiert sind. Unsere Studie zeigt, dass eine Mehrheit das die Anderung der
Nutzungbedingungen von Whatsapp nicht wahrgenommen hat. Nur 8 %
der Befragten gaben an den Messenger wechseln und Whatsapp nicht wei-
ter nutzen zu wollen. Gleichzeitig hatten tGber 10% in den vergangenen
Monaten einen weiteren Messenger installiert. Insgesamt bestitigt unsere
Studie Ergebnisse aus vorherigen Arbeiten wie etwa, dass die Grinde fir
die Nicht-Nutzung von sichereren Messenger unter anderem in der Frag-
mentierung der Nutzergruppen liegt. Bei der Wahl eines Messengers steht
an erster Stelle die Frage, wie viele Bekannte man damit erreichen kann.

1. Einleitung

Instant Messenger gehoren zu den am haufigsten genutzten Apps auf mo-
dernen Smartphones. Sie unterstiitzen die multimediale Kommunikation
durch Text, Bild und Video und erlauben auch Audio- und Videogespri-
che zwischen Einzelpersonen und in Gruppen. Bei ihrer Nutzung fallen
(Meta-)Daten an, die umfangreiche personenbezogene Daten enthalten
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und zum Profiling genutzt werden konnen. Die Wahl des Messengers
ist also aus Datenschutz- wie Datensicherheitssicht brisant. Sogar die
marktfihrenden Apps aus dem Facebook-Konzern, WhatsApp und Face-
book Messenger, bieten teilweise Sicherheitsfeatures wie Ende-zu-Ende-
Verschlisselung, raumen aber gleichzeitig Facebook weitreichende Rechte
bei der Auswertung der Daten ein.

Im Alltag vieler Nutzenden spielen diese Aspekte allerdings haufig nur
eine nachgelagerte Rolle. Zwar gibt es eine Reihe Messenger, die beson-
deren Wert auf Datenschutz und Datensicherheit legen, wie Threema
oder Signal. Jedoch zweifeln Nutzer:innen teilweise grundsatzlich daran,
dass Verschlusselung sie schiitzen kann (Dechand et al. 2019). Im Friih-
jahr 2021 waren die Datennutzungspraktiken von Facebook im Rahmen
einer Anderung der Datenschutzerklirung in den Fokus der Offentlich-
keit geraten. In den Medien wurde ausfiihrlich berichtet, sodass Facebook
mehrfach zusatzliche Erklirungen veroffentlichte und die Umsetzung der
neuen Richtlinien verschob (Mehner 2021). Zusitzlich hat WhatsApp ein
neues Pop-up-Fenster entworfen, das die Aktualisierung der AGB verstind-
licher erklart. Fiir Nutzer:innen aus der EU waren die Anderungen tiber-
wiegend redaktionell (Whatsapp 2021). Fir Nutzer:innen in Landern au-
Berhalb der EU enthielten die neuen Klauseln zusitzliche Moglichkeiten,
die Daten von verschiedenen Diensten des Mutterkonzerns (heute Meta)
zusammenzufihren.

Parallel zur Diskussion um die Datenschutzerklirung von WhatsApp
stiegen die Nutzer:innenzahlen bei anderen Messengern wie Signal (Trem-
mel 2021). Auch Threema und Telegram meldeten steigende Nutzer:in-
nenzahlen, obwohl es sich bei Threema um einen kostenpflichtigen Dienst
handelt und Telegram tber keine automatische Ende-zu-Ende-Verschliisse-
lung verfiigt (Abu-Salma, Krol et al. 2017).

Um besser zu verstehen, welchen Wert Datenschutz bei der Auswahl
von Messenger-Apps hat, und wie sich die Aufmerksamkeit um diese Fra-
ge bei WhatsApp auf das Nutzungs- und insbesondere Wechselverhalten
ausgewirket hat, haben wir eine fragebogenbasierte Online-Studie durchge-
fihre.

Vorherige Befragungen fanden mit Fokus auf Nutzer:innen in bestimm-
ten Lindern statt.! Der Fokus unserer Untersuchung liegt auf arabischspra-

1 Vgl. etwa Akgul et al. (2006) und Luca et al. (2016) fir die USA; Abu-Salma,
Sasse et al. (2017) und Abu-Salma et al. (2018) fiir UK; Dechand et al. (2019) und
Schreiner and Hess (2015) fir Deutschland; McKenna et al. (2021) far Finnland
und Zengyan et al. (2009) fiir China.
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chigen Nutzer:innen in Deutschland, die in vorherigen Studien bisher
nicht untersucht wurden. Unsere Annahme hierbei ist, dass das Nutzungs-
verhalten von Diaspora-Gemeinschaften auch durch Diskurse und Prakti-
ken in den jeweiligen Herkunftslindern geprigt wird. Vorherige Befragun-
gen haben sich zudem immer auf hypothetische Szenarien zum Wechsel
bezogen. Ausgangspunkt dieser Untersuchung ist die (negative) mediale
Aufmerksamkeit um die geinderten Nutzungsbedingungen von Whats-
App im Frihjahr 2021. In dieser Arbeit prisentieren wir die Ergebnisse
einer Online-Befragung von 212 Nutzer:innen die im April 2021 durch-
gefihrt wurde. Die Teilnehmer:innen beantworteten Fragen zu Smartpho-
ne- und Messengernutzung, zur Moglichkeit und Griinden des Messenger-
wechsels, sowie Erfahrungen mit Uberredungsversuchen.

Die Ergebnisse zeigen, dass etwa die Hilfte (46 %) der Nutzenden die
Informationen zur Anderung der Nutzungsbedingungen wahrgenommen
hat. Der Anteil ist innerhalb der kleinen Gruppe (8 %) derjenigen, die ge-
wechselt hat, nur unwesentlich grofer. Das Griinde der arabischsprachiger
Nutzer:innen WhatsApp weiter zu verwenden unterscheidet sich dartber
hinaus nicht von anderen Populationen. Wesentlicher Grund zum Ver-
bleib ist die hohe Verbreitung unter Bekannten (96 %), hier spielt auch der
Kontakt mit Familienangehérigen und Freund:innen in anderen Landern
eine Rolle. Hochste Zustimmung unter den Wechselnden fanden Aussa-
gen zur moglichen Uberwachung durch den Facebook-Konzern. Unsere
Ergebnisse bestatigen, dass Datenschutz und Datensicherheit bei der Ent-
scheidung fiir oder gegen einen Messenger eine, wenn auch untergeordne-
te Rolle spielen, wesentlich fiir die Wechselbereitschaft sind die bestehen-
de Netzwerke und Wechselkosten. Die negative Medienaufmerksamkeit
fir die Anderung der Nutzungsbedingungen von WhatsApp hat zu keiner
Anderung gefiihrt.

2. Stand der Forschung

In verschiedenen Forschungsarbeiten wurde bereits untersucht, welche
Faktoren die Wahl von Kommunikationswerkzeugen beeinflussen.
Zengyan et al. (2009) untersuchten 2009 welche Faktoren den Wech-
sel zwischen Sozialen Netzwerken beeinflussen. Die Ergebnisse zeigen,
dass Unzufriedenheit mit den Regularien (PushFaktor) eines Sozialen Netz-
werks und der Empfehlungen von Freunden und Bekannten (Pull Faktor)
den grofSten Einfluss auf die Wechselbereitschaft der Nutzer:innen haben.
Mit der selben Methodik untersuchten McKenna et al. (2021) das
Wechselverhalten bei Messaging-Apps und zeigten, dass drei Faktoren
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von besonderer Bedeutung fiir die Nutzer:innen sind: Der Kontext der
Kommunikation (z.B. Nachrichten am Arbeitsplatz, private Nutzung), der
Inhaltstyp (Bild-, Audio oder Textnachrichten), sowie weitere Features der
Applikation (u.A. Verschlisselung, Kosten, Durchsuchbarkeit).

Luca et al. (2016) zeigten, dass unabhingig von der technischen Experti-
se der Nutzer:innen Datenschutz- und Sicherheitsaspekte nur eine unterge-
ordnete Rolle bei der Wahl von Messengeranwendungen spielen. In ihrer
Studie ist der Einfluss von anderen Nutzer:innen (Peers) der wichtigste
Faktor.

Von Kulyk et al. (2020) wurde gezeigt, dass Nutzer:innen das Sicher-
heitsniveau eines Tools anhand von Unternehmensmarke und -grofe
(Trust) bewerten, und nicht anhand der eingesetzten Sicherheitsmafinah-
men.

Es gibt eine Vielzahl an Arbeiten, die sich mit dem Verstindnis der Nut-
zenden von Ende-zu-Ende (E2E)-Verschlisselung beschiftigen (Abu-Salma
et al. 2018; Akgul et al. 2006; Dechand et al. 2019; Gerber et al. 2018).
Auch beim Einsatz von E2E-Verschliisselung fiihlen sich die Nutzer:innen
unsicher und glauben, dass die Regierung oder kompetente Hacker:innen
ihre Kommunikation mitlesen kénnen.

Abu-Salma, Sasse et al. (2017) untersuchten 2017 im Rahmen einer
Interviewstudie welche Faktoren die Nutzung von sicheren Kommunika-
tionstools beeinflussen. Sie stellten fest, dass Nutzer:innen haufig nicht
verstehen, was der Zweck von E2E-Verschliisselung ist und falsche Vor-
stellungen von sicherer Kommunikation haben. Fir die Wahl von Mes-
senger-Diensten sind haufig Merkmale wie Grofle der Nutzer:innenbasis,
Servicequalitit und Kosten des Dienstes wichtiger als Sicherheitskriterien.

Aufbauend auf den vorherigen Arbeiten ist das Ziel der vorliegenden
Studie zu verstehen,

e inwiefern die von Zengyan et al.. ermittelte Unzufriedenheit mit den
Regularien eines Dienstes, im konkreten Fall der Anderung der Whats-
App-Datenschutzrichtlinie, tatsichlich die Wechselbereitschaft fordert
und

e ob die tbrigen Einflussfaktoren sich in der Gruppe der arabischsprachi-
gen Nutzer:innen ebenso zeigen.

3. Studiendesign
Im Folgenden wird die Entwicklung des Fragebogens und dessen Aufbau

beschrieben. Der Fragebogen besteht, abhingig von den gegebenen Ant-
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worten, aus drei oder vier Teilen, die die aktuelle Messengernutzung sowie
die Wechselwilligkeit bzw. Grinde fiir den Wechsel oder Nicht-Wechsel
betreffen. Zudem werden demografische Daten abgefragt. Der Fragebogen
wurde von den Autor:innen auf Englisch entwickelt und anschlieend ins
Arabische tibersetzt.

3.1 Smartphone- und Messengernutzung

Im ersten Teil wurden die Teilnehmer:innen gefragt, welches Betriebssys-
tem sie benutzen und welche Messenger seit wann und wie oft verwendet
werden. Dieser Teil enthielt zusitzlich eine Funf-Punkte-Likert-Skala-Frage
(“stimme voll zu” bis “stimme gar nicht zu”) zu moglichen Grinden der
Messengernutzung, z. B. zur Studiums- oder Arbeitskoordination, fir Eins-
zu-eins-Kommunikation oder solche in Gruppen.

3.2 Untersuchung zum Wechsel des Messengers

Der zweite Teil der Umfrage beschiftigt sich mit Fragen zum Wechsel
des Messengers und gegebenenfalls der Griinde fiir den Wechsel. Unter
anderem wurden die Teilnehmer:innen gefragt, ob sie die Nachricht zu
den neuen Nutzungsbedingungen von WhatsApp bemerkt haben.

Falls die Teilnehmer:in angaben, den Messenger nicht gewechselt zu
haben, folgten finf Aussagen zu moglichen Griinden gegen einen Mes-
sengerwechsel, wie zum Beispiel: “Die meisten meiner Freund:innen be-
nutzen WhatsApp.” Die Zustimmung/Ablehnung wurde mit einer Fiinf-
Punkte-Likert-Skala abgefragt.

Falls die Teilnehmer:innen angaben, den Messenger gewechselt zu ha-
ben, bestand der folgende Block aus Fragen zum derzeitigen Haupt-Mes-
senger. Die Liste enthielt acht bekannte Messenger-Apps und solche, die in
den Vorabinterviews erwahnt wurden. Ein freies Eingabefeld erlaubte es,
zusatzliche Messenger zu nennen. Falls die Teilnehmer:innen hauptsich-
lich Facebook-Messenger oder Telegram fiir ihre Kommunikation nutzten,
wurden sie gefragt, ob sie den geheimen Chat-Modus verwenden. Darauf
folgend sollten 18 Aussagen iber mogliche Grinde zum Wechsel zu
einer anderen Messenger-App auf einer Likert-Skala bewertet werden. Mit
vier Aussagen wurde abgefragt, was vor der Installation einer anderen
Messenger-App unternommen wurde, etwa um sich tber Alternativen zu
informieren. Anschliefend wurde abgefragt, ob die Teilnehmer:innen ver-
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sucht haben, ihre Kontakte zu Gberzeugen, ebenfalls zu der anderen App
zu wechseln. Abhingig von der Antwort wurde weiter gefragt, wie diese
Uberzeugungsarbeit aussah und ob sie erfolgreich war. Die Fragengruppe
zum Messengerwechsel schloss mit Fragen zur Nachhaltigkeit des Wech-
sels. Etwa dazu ob WhatsApp geloscht wurde oder andere MafSnahmen
ergriffen wurden, um einen bestimmten Messenger haufiger zu nutzen.

3.3 Pretest

Die Entwicklung des Fragebogens wurde begleitet von 15 Interviews mit
deutsch- und englischsprachigen Nutzer:innen, welche bereits einen zwei-
ten Messenger installiert hatten und nutzten, oder von WhatsApp kom-
plett auf einen anderen Messenger gewechselt waren. Zu diesem Zweck
wurde ein Interviewleitfaden benutzt, welcher offene Fragen zur Messen-
gernutzung und zu Grinden fir einen Wechsel bzw. Nicht-Wechsel ent-
hielt. Abhangig von den Antworten wurden Nachfragen zu moglichen
Anstrengungen, andere Kontakte zu einem Messengerwechsel zu tGberzeu-
gen, gestellt. Die offenen Interviews dauerten jeweils 30-45 Minuten. Die
Inhalte der Interviews erlaubten uns Antwortmoglichkeiten zu Grinden
fir und gegen einen Messengerwechsel fiir den Fragebogen zu formulie-
ren. Nach der Ubersetzung wurde die arabischsprachige Version mit drei
Signal-Nutzer:innen getestet. Die Online-Umfrage wurde mithilfe des On-
linebefragungstool SoSci-Survey erstellt.

Mitte April 2021 wurde der Link zur Umfrage per Messenger und
E-Mail an personliche Kontakte der Autor:innen geschickt, mit der Bit-
te, ihn vor allem unter arabischsprachigen Nutzer:innen in Deutschland
zu verbreiten (Schneeball-Sampling). Der Befragungszeitraum betrug eine
Woche. Insgesamt nahmen 212 arabischsprachige Personen an der Befra-
gung teil.

3.4 Ethik

Das Einverstindnis aller Teilnehmenden der Pretests und Interviews wur-
de vor dem Start der Aufnahmen eingeholt.

Dem Fragebogen war eine Informationsseite vorangestellt, die tber
Zweck und Dauer des Fragebogens sowie Betroffenenrechte aufklirte. Es
wurde auch darauf hingewiesen, dass die Teilnahme zu jedem Zeitpunkt
abgebrochen werden kann. Alle Fragen aufler den offenen Eingabefeldern
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mussten beantwortet werden, jedoch bot jede Frage die Antwortmdoglich-
keit “Ich mochte diese Frage nicht beantworten.” Mit dem Start der Um-
frage willigten die Teilnehmenden in die Datenerhebung ein.

4. Ergebnisse

Im folgenden Abschnitt werden die Ergebnisse der Befragung zusammen-
gefasst. Der Fokus liegt auf der Darstellung der Griinde, die gegen und
fir einen Messengerwechsel sprechen. Von den 212 befragten gaben 18
Teilnehmer:innen einen weiteren Messenger installiert zu haben. Diesen
wurden zusitzliche Fragen zum Wechsel gestellt. Insgesamt zeigt sich, dass
die Berichterstattung um die neuen Nutzungsbedingungen nur eine unter-
geordnete Rolle spielt, Privatheits- und Sicherheitsaspekte allen Befragten
zwar wichtig sind, das Benutzen einer Messenger-App aber vor allem da-
von abhingt, dass Freund:innen und Bekannte diese auch nutzen.

4.1 Datenaufbereitung

Die Umfrage wurde am 13. April 2021 veroffentlicht. Es wurden 212 Fra-
gebdgen innerhalb einer Woche vollstindig ausgefiillt von denen 208 vali-
de und auswertbar waren. Die Bearbeitungsdauer des Fragebogens betrug
im Durchschnitt 4 Minuten und 30 Sekunden, entsprechend der Mindest-
bearbeitungsdauer der Pretests. Bei Likert-Skala-Fragen wurden Mittel-
wert, Median und Standardabweichung errechnet, wobei “stimme voll zu”
mit 1 und “stimme gar nicht zu” mit § bewertet wurde. In der Darstellung
der Ergebnisse wurden die Antworten teilweise gruppiert, um die Auswer-
tung zu vereinfachen. Dabei wurden jeweils die Optionen “stimme voll
zu” und “stimme zu” sowie “stimme gar nicht zu” und “stimme nicht zu”
summiert. Die Option “weder noch” wurde als unentschieden interpre-
tiert. Da nur ein geringer Teil der Befragten tatsichlich den Messenger ge-
wechselt hat konnte keine weitergehenden statistischen Hypothesentests
durchgefiithrt werden. Die Ergebnisse sind daher tiberwiegend deskriptiv
dargestellt.

245

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Al Kalla, Fischer, Buckmann, Herbert und Degeling

4.2 Demografische Daten

In Tabelle 1 und 2 werden die demografischen Daten der Teilnehmer:in-
nen zusammengefasst. Die Mehrheit der Teilnehmer:innen war weiblich
(54 %) und jinger als 45 Jahre (96 %).

Die Teilnehmer:innen hatten Gberwiegend einen hohen formalen Bil-
dungsgrad (39 % mit Hochschulabschluss und weitere 24 % gaben bei der
offenen Frage zu ihrem Fachgebiet an, dass sie einen Bachelorabschluss an-
streben). 17 Teilnehmer:innen (8 %) gaben an, dass sie IT-Sicherheit stu-
dieren oder studiert haben. Unter den Teilnehmer:innen befanden sich
aber auch Arzt:innen, Apotheker:innen, Ingenieur:innen und Architekt:in-
nen. Die hohere Bildung der Teilnehmenden lasst sich auf das Schneeball-
Sampling zurtickfiihren. Es liegen keine genauen Daten zum Einschitzen
der Reprisentativitit der Daten vor. Zum Vergleich wurden Informatio-
nen aus dem Statistikportal des Bundes fiir in Deutschland lebende Men-
schen mit einer Staatsangehorigkeit von Landern, in denen arabisch Amts-
sprache ist, herangezogen. Hier zeigt sich, dass in unserer Stichprobe der
Anteil sich weiblich identifizierender und jiingerer Personen grofer ist als
in der Vergleichsgruppe?.

Tabelle 1: Demografische Daten der Teilnehmenden (n = 208).

Geschlecht Alter

Weiblich 54% bis 18 5%

Minnlich 45% 18-24 47 %

Nicht binar 0% 25-34 39%

Keine Angabe 1% 35-44 5%
45-54 1%
55-64 2%

Tabelle 2: Hochster Bildungsabschluss der Teilnehmenden (n = 208).

Bildung

Keine Schulbildung abgeschlossen 3%
Abitur 45 %
Ausbildung 7%
Universititsabschluss 39%
Andere 4%
Keine Angabe 1%

2 Vergleichsdaten des statistischen Bundesamtes, abrufbar unter https://www-genes
is.destatis.de/genesis//online/?operation=table&code=12411-0009; letzter Zugriff
10.05.2022
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Android 56%
i0S 42%

Andere 1%

Abbildung 1: Benutzte Betriebssysteme (n = 208).

4.3 Smartphone- und Messengernutzung

Im Folgenden werden die Ergebnisse des ersten Teils der Umfrage tiber die
allgemeine Nutzung von Messengern dargestellt.

Abbildung 1 zeigt, dass die Mehrheit der Teilnehmer:innen Android
(56 %) benutzte, mit einer geringen Differenz zur Menge der I0OS-Nut-
zer:innen (42 %).

Im Vergleich zum Marktanteil der Betriebssysteme in Deutschland, der
mit 69 % Android und 30,0 % iOS angegeben wird3, liegt die Nutzung von
iOS bei den Teilnehmenden deutlich dartber.

Abbildung 2 zeigt, dass WhatsApp von fast allen Teilnehmer:innen seit
mehr als 12 Monaten benutzt (96 %) wird. Nur 2 % der Teilnehmer:innen
hatten WhatsApp kirzlich neu installiert. Signal wurde im Vergleich dazu
nur von 15 % benutzt, davon benutzte die groSe Mehrheit den Messenger
mehr als einen, aber weniger als sechs Monate, dies wurde also vermutlich
durch die neuen Nutzungsbedingungen von WhatsApp angeregt. Nur 5 %
aller Teilnehmer:innen benutzten Signal seit mehr als sechs Monaten.
Weiter verbreitet war die Nutzung von Telegram. 61 % gaben an, diesen
Messenger zu nutzen, bei 45 % aller Teilnehmenden lag die Installation be-
reits mehr als 12 Monate zurtick. Der Facebook-Messenger wurde von 87 %
der Teilnehmer:innen seit mehr als 12 Monaten verwendet. Nur 2 % hat-
ten Facebook-Messenger erst vor kurzem installiert. Insgesamt 29 % der
Teilnehmer:innen verwendeten /Message seit mehr als sechs Monaten und
nur 1% verwendete es seit mehr als einem Monat. Viber wurde von 19 %
der Teilnehmer:innen seit mehr als sechs Monaten benutzt. In den Vorab-
interviews wurde zudem der Messenger Imo von arabischsprachigen Nut-

3 Siehe https://de.statista.com/statistik/daten/studie/256790/umfrage/marktanteile-vo
n-android-und-ios-am-smartphone-absatz-in-deutschland/ Zugriff 25.02.2022

247

20.01.2026, 14:00:08. A - [ —



https://de.statista.com/statistik/daten/studie/256790/umfrage/marktanteile-von-android-und-ios-am-smartphone-absatz-in-deutschland
https://de.statista.com/statistik/daten/studie/256790/umfrage/marktanteile-von-android-und-ios-am-smartphone-absatz-in-deutschland
https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://de.statista.com/statistik/daten/studie/256790/umfrage/marktanteile-von-android-und-ios-am-smartphone-absatz-in-deutschland
https://de.statista.com/statistik/daten/studie/256790/umfrage/marktanteile-von-android-und-ios-am-smartphone-absatz-in-deutschland

Al Kalla, Fischer, Buckmann, Herbert und Degeling

zer:innen erwahnt. 27 % benutzten ihn seit mehr als sechs Monaten
und 2 % nutzten ihn seit kurzer Zeit.

Viber und Imo sind in Deutschland weniger verbreitete Messaging-An-
wendungen, haben global aber nach Eigenangaben jeweils mehr als
200 Mio. Nutzer:innen. In den Interviews gaben Teilnehmer:innen an,
dass sie Imo verwenden, um mit ihren Verwandten in anderen Lindern zu
kommunizieren, weil die Qualitit der Videoanrufe besser sei als bei ande-
ren Apps, oder weil andere Apps in diesen Lindern blockiert seien. Aller-
dings bieten diese Apps keinen Schutz etwa durch E2E-Verschlisselung
oder Moglichkeiten, Internetblockaden zu umgehen. Beide Apps sind be-
reits 2016 zusammen mit anderen Messengern in einigen Landern blo-
ckiert worden (Kelly et al. 2016).
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Abbildung 2: Wie lange wird der jeweilige Messenger bereits benutzt? (n = 208).

Abbildung 3 zeigt, wie oft die Messenger von den Teilnehmer:innen ver-
wendet wurden. Alle nutzten WhatsApp taglich, wobei 43 % den Messen-
ger mehrere Male pro Stunde nutzten, was zeigt, dass WhatsApp eine we-
sentliche Rolle im Alltag der Teilnehmer:innen spielt. Facebook-Messenger
wird von 35 % der Befragten tiglich genutzt, 26 % nutzten ihn einmal pro
Woche und 26 % weniger als einmal pro Woche. An dritter Stelle liegt Te-
legram mit 14 % tiglicher Nutzung und 21 % der Befragten, die Telegram
wochentlich nutzen. Signal wurde von den meisten Teilnehmenden weni-
ger als einmal pro Woche verwendet (10 %). Nur 2% nutzten ihn mehr-
mals am Tag. Ahnlich sieht das Nutzungsverhalten von Imo aus: 12 % ga-
ben an, Imo weniger als einmal pro Woche zu nutzen, allerdings nutzten
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10% ihn einmal pro Woche genutzt, und 2 % nutzen Imo mehrmals am
Tag. Dies lasst sich moglicherweise durch die gezielte Nutzung fiir Video-
anrufe erkliren.
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Abbildung 3: Angaben, wie oft die unterschiedlichen Messenger genutzt werden
(n=208).

Tabelle 3: Wie oft werden die unterschiedlichen Messenger benutzt? (n = 208).

zustimmend | widerspre- | unentschie- | Mittelwert | Median Standardab-
chend den weichung
Kommuni- | 94 % 49% 2% 1,57 1 0,78
kation mit
Bekannten
Gruppen- 75% 800 17 % 2,18 2 0,86
chats
Geschaftli- 61% 17 % 22% 2,47 2 0,93
che Nut-
zung
Private Nut- | 91 % 3% 6% 1,7 2 0,73
zung
Zum Ler- 84 % 7 % 9% 1,88 2 0,9
nen

Tabelle 3 veranschaulicht die Angaben der Teilnehmer:innen uber die
Griinde fir die Nutzung von Messenger-Apps. Die groffte Zustimmung
mit 94 % fand die Aussage “Ich verwende Messenger-Apps hauptsichlich,
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um Textnachrichten an Personen zu senden, die ich kenne.” Der Median
fir diese Aussage betrug 1 (stimme voll zu). Eine dhnliche Zustimmungs-
rate (91 %) hatte die Aussage “Ich benutze Messenger-Apps hauptsichlich
far die private Kommunikation.” 75 % gaben an, die Apps auflerdem fiir
Gruppenkommunikation zu nutzen. Die geschaftliche Nutzung ist fiir die
Teilnehmenden weniger relevant, 17 % der Teilnehmer:innen haben der
Aussagen widersprochen, dass sie “Messenger-Apps hauptsichlich fiir Ge-
schaftskommunikation” verwenden. Aufgrund des hohen Anteils Studie-
render unter unseren Teilnehmenden messen wir eine zu erwartende ho-
here Nutzung der Messenger zur “Lernkommunikation” (84 % Zustim-
mung).

4.4 Untersuchung zum Wechsel von WhatsApp zu anderen Messengern

Abbildung 4 fasst die Angaben der Teilnehmer:innen zur Frage zusam-
men, ob sie die Informationen von WhatsApp zu den bevorstehenden
Anderungen der Datenschutzbestimmungen bemerkt haben. Mehr als die
Hilfte der Teilnehmer:innen gab an, dass sie das Pop-Up wahrgenommen
haben, das fiir eine Zeit auf der Ubersichtsseite der App als Band angezeigt
wurde, bis die neuen Bedingungen von den Nutzenden akzeptiert wurden.

Ja 46%
Nein 33%

Ich weiB nicht, was das ist 20%

Ich méchte nicht antworten 1%

Abbildung 4: Wabrnebmung des Pop-Ups von WhatsApp durch die Nutzenden
(n=208).

Auf die Frage, ob sie bisher von WhatsApp zu einem anderen Messenger
gewechselt sind oder planen zu wechseln, antworteten 8 % mit “Ja.” Ein
dhnlich grofer Anteil (7 %) gab an, sich tiber die Frage noch keine Gedan-
ken gemacht zu haben (siche Abbildung 5).
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Bei den Wechsler:innen und Wechselwilligen gab eine knappe Mehr-
heit (53 %) an, das Pop-Up bemerkt zu haben. Der Wert liegt hoher als bei
der Gesamtheit der Befragten, ein statistisch signifikanter Zusammenhang
konnte zwischen diesen Positionen allerdings nicht festgestellt werden.

Nein 85%
Ja 8%
Ich weiB nicht 7%

Abbildung S: Absicht der Nutzer von WhatsApp zu einem anderen Messenger
zu wechseln (n = 208).

Tabelle 4 zeigt die Auffassungen der Teilnehmer:innen zu finf verschiede-
nen Aussagen tber mogliche Griinde zu ihrem Verbleib bei WhatsApp. Die
Nutzung von WhatsApp durch eine Mehrheit der Freund:innen/Kontakte
erfuhr die grofite Zustimmung (96 %, Median 1). Gleichzeitig haben nur
40 % Vertrauen in WhatsApp. Eine Zustimmungsrate von 71 % hatte die
Aussage “Ich sehe keinen Grund, warum ich meine Kommunikation von
WhatsApp auf eine andere App umstellen sollte.” Dabei gibt es eine signifi-
kant positive Korrelation zwischen dieser Aussage und dem Vertrauen in
WhatsApp (p < 0,01, r = 0,52). Teilnehmer:innen, die keinen Grund fir
einen Wechsel sehen, vertrauten WhatsApp mehr, als andere. Die Nutzung
von Gruppenchats ist fir Teilnehmer:innen ein weiterer Grund, Whats-
App weiter zu nutzen (64 % Zustimmung), wobei dieser Wert deutlich un-
ter dem der direkten Kommunikation liegt. Etwas mehr als die Hilfte
(55 %) der Teilnehmer:innen, die nicht planen zu wechseln, stimmte der
Aussage zu “keine sensiblen Daten auf WhatsApp” zu teilen. Dieses Item
wurde auf Basis von Forschungsliteratur (Abu-Salma et al. 2018) die zeigt,
dass Nutzer:innen hiufig angeben, keine sensiblen oder wichtigen Daten
auf Online-Tools zu teilen, weil sie tiberhaupt kein Vertrauen in Online-
Kommunikation haben.

Die Teilnehmer:innen hatten die Moglichkeit, ihre eigenen Griinde
zum Verbleib bei WhatsApp in einem offenen Eingabefeld zu nennen. Ta-
belle 5 listet die Angaben der Teilnehmer:innen nach der Kodierung in elf
verschiedene Kategorien. Die Kodierung wurde durch die Erstautorin
durchgefiithrt. Am haufigsten (38 %) wurde Bequemlichkeit und der hohe
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Aufwand, den ein Wechsel mit sich bringt, als Grund fiir den Verbleib ge-
nannt. Die groffe Nutzer:innenbasis von WhatsApp war der am zweit hiu-
figsten genannte Grund (16 %).

Tabelle 4: Angaben iiber ihre Griinde zum Verbleib bet WhatsApp (n = 191).

zustimmend | widerspre- | unentschie- | Mittelwert | Median Standardab-
chend den weichung
Verwen- 96 % 2% 2% 1.5 1 0,67
dung durch
Peers
Kein Grund | 71 % 890 20 % 2,15 2 0,92
fir Wechsel
Vertrauen 40 % 20 % 39 % 2,74 3 0,95
in Whats-
App
Verwen- 64 % 20% 15% 2,41 2 1,11
dung durch
Gruppen
Keine sens. | 55 % 17 % 28 % 2,48 2 1,01
Daten

Tabelle 1.5: Griinde zum Verblieb bei WhatsApp aus dem Eingabefeld
(n=27).

Klarstellungen von WhatsApp zum Datenschutz | 6 %

Keine wichtige Daten, die gestohlen werden kon- | 6 %
nen

Features von WhatApp 9%
Bequemlichkeit 38%
grof8e Nutzer:innenbasis 16 %

4.5 WhatsApp-Alternative

Abbildung 6 zeigt, zu welchen Messengern die Teilnehmer:innen gewech-
selt sind. Die Mehrheit der 18 Wechselnden nutzt nun Telegram (8, 44 %)
und Facebook-Messenger (4, 22 %). Da Telegram und der Facebook Messen-
ger optional einen “secret chat” Modus anbieten, welcher potentiell positi-
ven Einfluss auf die Privatheit der Nutzer:innen haben koénnte, befragten
wir die Teilnehmer:innen zusatzlich nach der Nutzung dieses “secret chat”
Modus, wenn sie angaben Telegram oder den Facebook Messenger zu ver-
wenden. Keine:r der Befragten antwortete hier mit “Ja.” Neun (75 %) ver-
neinten die Frage oder gaben an, nicht zu wissen was das sei (3). Nur vier
Befragte (22 %) sind zu Signal gewechselt. Beziiglich der demografischen
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Telegram 44%
Signal 22%
Messenger 22%
iMessage/Facetime 6%
andere (Instagram) 6%

Abbildung 6: Messenger, zu dem die Teilnehmer:innen gewechselt sind (n = 18).

Daten wie Alter und Bildungsniveau unterscheiden sich die Wechselnden
nicht deutlich von der Gesamtheit der Befragten.

In einer S-Punkte-Likert-Matrix konnten unsere Teilnehmenden ihre
Zustimmung zu verschiedenen Aussagen angeben. Die Frage enthielt 18
Aussagen tber moégliche Griinde zum Wechsel weg von WhatsApp. Diese
wurden in die drei Kategorien “Sicherheitssorgen,” “Peer- und Medienein-
fluss” und “Features” unterteilt.

Tabelle 6 gibt einen Uberblick tiber die Zustimmung der Teilnehmen-
den zu verschiedenen Antwortmoglichkeiten zum Thema Sicherheit und
Privatsphidre. Die hochste Zustimmungsrate (83 %) erhielt die Aussa-
ge “Ich mochte nicht, dass Facebook meine Nachrichten ausspioniert.”
Gleichzeitig beftrchten 72 % “dass [ihre] personlichen Daten nicht sicher
sind, wenn [sie] WhatsApp verwende[n].” Der Aussage "Ich mochte nicht,
dass Facebook weifs, wem ich schreibe, anhand meiner Metadaten"
stimmten 78 % zu und wurde nur von 6 % widersprochen.

Die Halfte der Teilnehmer:innen informierte sich bei Bekannten, bevor
sie die App wechselten. Und sie nehmen an, dass “die andere App [...] per-
sonliche Daten nicht [verwendet]” (72 %) und “mehr Sicherheit bietet als
WhatsApp” (67 %). Es ist bemerkenswert, dass zwei der Teilnehmer:innen
von WhatsApp gewechselt sind, obwohl sie den Aussagen zur Sicherheit
der neuen App widersprochen haben, jeweils 17 % und 22 % konnten sich
bei den Aussagen nicht entscheiden.

Aussagen, die auf eine Ablehnung der neuen Datenschutzbestimmun-
gen von WhatsApp und Facebook hinweisen, erhalten ebenfalls eine hohe
Zustimmung (61 %). Drei Teilnehmende widersprachen dieser Aussage,
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haben also unabhingig von der Anderung der Nutzungsbedingungen ge-
wechselt.

Tabelle 6: Teilnehmerangaben iiber thre Griinde zum Wechsel von WhatsApp
in der Kategorie “Sicherbeitssorgen” (n = 18).

zustim- | Wider- | unent- Mittel- | Me- | Stan-
mend spre- schieden | wert dian | dardab-
chend wei-
chung

Ich fragte die Person, der ich in 50 % 17 % 33% 2,56 2,5 0,92
techn. Angelegenheiten vertraue, ob
ich wechseln sollte
Ich mochte nicht, dass Facebook mei- | 83 % 6% 11 % 1,83 2 0,86
ne Nachrichten ausspioniert
Ich mochte nicht, dass Facebook weif3, | 78 % 6% 17 % 1,83 2 0,92
wem ich schreibe, anhand meiner Me-
tadaten
Die andere App bietet mehr Sicher- 67 % 11% 22% 2,06 2 1,06
heit als WhatsApp
Ich weif$ nicht, was der Grund ist 22 % 44 % 33% 3,33 3 1,41
WhatsApp dndert seine Datenschutz- | 61 % 17 % 229% 2,28 2 1,07
erklarung auf eine Weise, die ich nicht
gut heifle
Die Nutzungsbedingungen von Face- | 61 % 11% 28% 2,28 2 0,96
book wurden geandert

Tabelle 7 zeigt die Angaben der Teilnehmer:innen tber ihre Grinde zum
Wechsel, der durch Einfluss von Freund:innen oder Massenmedien ange-
regt wurde. Im Allgemeinen hat diese Kategorie keine hohe Zustimmungs-
rate. Die drei Aussagen “Die meisten meiner Freunde benutzen diese ande-
re App,” “Ich musste jemandem schreiben, der WhatsApp nicht verwen-
det” und “Die Person, der ich in technischen Angelegenheiten vertraue,
sagte mir, dass ich wechseln sollte” haben dieselbe Zustimmungsrate
(44 %) und zeigen den direkten Einfluss von Freund:innen auf das Wech-
selverhalten. Nur ein geringer Anteil (17 %, n=3) hat das Gefiihl, dass “alle
wechseln.” Die groffte Zustimmungsrate hat die Aussage “Ich habe einen
Nachrichtenartikel gelesen” mit 56 % und einen Median von 2 (“stimme
zu”).
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Tabelle 7: Teilnehmerangaben iiber thre Griinde zum Wechsel von WhatsApp
unter der Kategorie “Peer- und Massenmedieneinfluss” (n = 18).

zustim- Wider- | unent- | Mittel- Medi- | Standard-
mend spre- schie- | wert an abwei-
chend | den chung
Die meisten meiner Freunde be- 44 % 44 % 11% 2,89 3 1,13
nutzen diese andere App
Ich musste jemandem schreiben, 44 % 33% 22% 2,78 3 1,06
der WhatsApp nicht verwende
Die Person, der ich in technischen | 44 % 22 % 33% 2,78 3 1,17
Angelegenheiten vertraue,sagte
mir, dass ich wechseln sollte
Ich habe einen Nachrichtenartikel | 56 % 28 % 17 % 2,61 2 1,04
gelesen
Alle Leute wechseln von Whats- 17 % 33% 50 % 3,17 3 0,92
App

In Tabelle 8 werden die Angaben der Teilnehmer:innen tber die drei
Aussagen, die in Bezug zur Servicequalitit des Messengers und seinen
Features stehen, zusammengefasst. Weder eine besondere Funktion, noch
die Erwartung von Werbung oder zusitzlichen Kosten zeigen sich hier als
von der Mehrheit angegebenen Griinde fiir einen Wechsel.

Tabelle 8: Angaben iiber ihre Griinde zum Wechsel von WhatsApp unter der
Kategorie “Features” (n = 18).

zustim- Wider- | unent- | Mittel- Medi- | Standard-
mend spre- schie- | wert an abwei-
chend | den chung
Die andere App bietet eine speziel- | 44 % 1% |44% |[2,56 3 0,86
le Funktion
Ich habe gehort, dass WhatsApp in | 44 % 33% [22% |2,83 3 1,15
Zukunft Werbung zeigen wird
Ich habe gehort, dass WhatsApp 33% 44% [22% | 3,06 3 1,16
nicht kostenfrei bleiben wird

4.6 Verbalten vor dem Wechsel weg von WhatApp

In Tabelle 9 werden die Antworten zu Recherche iiber alternative Apps zu-
sammengefasst. Eine knappe Mehrheit (56 %) fand nur die Aussage “Ich
habe einige Artikel dartiber recherchiert, welche Messenger-Apps am Bes-
ten zum Datenschutz geeignet sind” gefolgt von 44 % fiir die Aussage “Ich
habe durch Zufall einen Artikel Gber bessere Alternativen zu WhatsApp
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gehort oder gelesen.” Die Aussagen, die auf einen eigene Recherche der
Befragten hinweisen, liegen dabei vor jenen, bei denen Informationen von
Freund:innen oder die Kosten einer App eine besondere Rolle spielen.

Tabelle 9: Angaben dariiber, wo Informationen iiber alternativen Apps bezogen
wurden (n = 18).

zustim- Wider- | unent- | Mittel- Medi- | Standard-
mend spre- schie- | wert an abwei-
chend | den chung
Freund:in mit Expertise 39% 39% 22% 3 3 1,08
Freund:in mit Expertise 44 % 33% 22% 2,89 3 1,08
Kostenlose App 28 % 44 % 28 % 3,22 3 0,94
Eigene Recherche 56% 33% 11% 2,72 2 1,18

4.7 Weitere Griinde fiir die Installation eines neuen Messengers

Tabelle 10 veranschaulicht die Angaben der Teilnehmer:innen tber die
konkreten Griinde, die sie zum Installieren des neuen Messengers bewegt
haben. Da der vorherige Block bereits gezeigt hat, dass die meisten der
18 Wechsler:innen selbst Alternativen recherchiert haben, findet keine der
Aussage eine mehrheitliche Zustimmung. Beim Vergleich der Angaben
zur Aussage “Ein:e Freund:in sagte es mir” mit denen zur Aussage “Ein
sachkundiger Freund empfiehlt es” ist zu sehen, dass die Meinung von
Expert:innen einen héheren Einfluss hat. Die geringste Zustimmung hat
die Aussage “Weil ein Social-Media-Influencer es empfohlen hat.”

Tabelle 10: Angaben zu weiteren Griinden fiir die Installation eines neuen
Messengers (n = 18).

Empfehlung durch Freund:in 22 % 33% 44 % 3,11 3 0,76
Empfehlung durch sachkundige:n | 39 % 33% 28 % 2,94 3 0,87
Freund:in

Verpflichtung durch Arbeitgebern | 28 % 44 % 28 % 3,11 3 1,13
Verschiebung eines Gruppenchats | 28 % 44 % 28 % 3,06 3 1,21
Durch Artikel tiberzeugt 33% 44 % 22% 3,11 3 0,9
Influencer:in 6% 72 % 22% 3,78 4 0,94
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4.8 Uberzeugung von Freunden:innen und Bekannten zum Wechsel

Nur ein Drittel der Wechsler:innen hat versucht, Freund:innen und Be-
kannte dazu zu Gberreden, ebenfalls eine neue Messenger-App zu installie-
ren. Dies war zu erwarten, da die Mehrheit keine spezifischen Griinde
fir den Wechsel nennen konnte. Alle Teilnehmer:innen haben mit ihren
Freund:innen personlich tiber die Messengernutzung gesprochen, aber nur
die Halfte gab an, aktive Uberzeugungsarbeit versucht zu haben. Daten-
schutzargumente wurden von zwei Teilnehmenden angefihrt, eine Person
gab an, individuelle Nachrichten geschickt zu haben und eine weitere hat
die Einladefunktion der App genutzt. In den Vorabinterviews gaben die
Befragten an, sich zu scheuen, im weiteren Umfeld fiir eine bestimmte
App zu werben und vor allem enge Freund:innen oder Familienmitglieder
dazu einzuladen.

Die Teilnehmer:innen wurden zusitzlich gefragt, wie viele Personen sie
versucht haben zu tiberzeugen. Der Mittelwert lag bei 10,83 Personen mit
einem Minimum von 2 und einem Maximum von 40 Personen.

Abbildung 7 fasst die Selbsteinschitzung der Teilnehmer:innen zum
Erfolg ihrer Uberzeugungsversuche zusammen. Bis auf eine Person gaben
alle an, einige bis alle kontaktierten Personen tberzeugt zu haben.

Nein, ich konnte

keinen iiberzeugen 17%

Ja, ich konnte

... einige tiberzeugen 50%

... die Mehrheit iiberzeugen 0%

... alle tiberzeugen 33%

Abbildung 7: Erfolgsquote der Uberzeugungsversuche (n = 6).
4.9 Teilnehmer:innen, die WhatsApp geloscht haben

Abschliefend wurden die Teilnehmer:innen gefragt, ob sie nach ihrem
Wechsel WhatsApp geloscht haben (siehe Abbildung 8). Eine Person
stimmte zu und zwei Weitere gaben an dies zu planen. Um weiter mit
Freund:innen und Bekannten in Kontakt bleiben zu konnen, lassen die
meisten Teilnehmenden WhatsApp trotz alternativer Apps installiert. In
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Ich weil nicht 6%
Nein 56%
Nein, aber ich habe es vor 28%

Ja 11%

Abbildung 8: Angaben der Teilnehmer dariiber, 0b sie WhatsApp geloscht ha-
ben (n=18).

den Vorabinterviews gab eine Person an, dass der Partner Signal installiert
und WhatsApp geloscht habe, aber nach 10 Tagen die Entscheidung riick-
gingig gemacht habe, da keine weiteren Kontakte zur neuen App gefolgt
waren.

4.10 MafSnabmen, um den neuen Messenger mehr zu nutzen

Am Ende der Umfrage wurden die Teilnehmer:innen gefragt, ob sie be-
stimmte Maffnahmen ergriffen haben, um den neuen Messenger mehr zu
nutzen und so die Verhaltensinderung zu unterstiitzen. Sie konnten bei
dieser Frage mehrere Optionen wihlen. Insgesamt 63 % der Teilneh-
mer:innen (n = 18) haben angegeben, dass sie das App-Symbol an eine pro-
minente Stelle des Startbildschirms verschoben haben und 63 % haben
Personen mitgeteilt, dass sie es bevorzugen, tber den neuen Messenger be-
nachrichtigt zu werden. Niemand hat Personen auf der anderen App blo-
ckiert, damit sie keine Nachrichten mehr senden konnen. In den Vorab-
Interviews hatte eine Person angegeben, das gegenseitige und einvernehm-
liche Blockieren von Kontakten zur Unterstiitzung der Gewohnheitsinde-
rung vollzogen zu haben.

5. Diskussion
Ausgangspunkt fir die vorgestellte Studie war die breite Medienberichter-

stattung tber die Anderung der Nutzungsbedingungen von WhatsApp.
Verschiedene alternative Messenger berichteten im Zuge der offentlichen
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Debatte tiber steigende Nutzer:innenzahlen. Mit einer Befragung von Nut-
zer:innen wollten wir untersuchen, ob dieses Ereignis tatsichlich zu einem
Wechsel der hauptsichlich genutzten Messaging-App gefithrt hat, welche
Grinde die Nutzer:innen fir den Wechsel angeben, und wie die Proble-
me des Netzwerk-Effekts (also der fehlenden Nutzung durch viele ande-
re) angegangen werden. Trotz vieler Berichte und negativer Grundeinstel-
lung gegentiber WhatsApp zum Zeitpunkt der Einfithrung der neuen Nut-
zungsbedingungen haben nur wenige Befragte den Messenger gewechselt,
noch weniger haben WhatsApp tatsichlich deinstalliert.

Unsere Studie richtete sich zudem speziell an arabischsprachige Nut-
zer:innen in Deutschland, um zu untersuchen, ob hier Unterschiede zu
bekannten Ergebnissen existieren was etwa den Stellenwert von Sicher-
heitsfragen bei der Wahl des Messengers angeht. Da insgesamt nur wenige
Nutzer:innen einen weiteren Messenger installiert haben kann im Rahmen
dieser Studie keine Hypothesentests zu weiteren Faktoren durchgefiihrt
werden. Insgesamt scheint auch bei diese Nutzer:innengruppe die Verbrei-
tung eines Messengers im Bekanntenkreis wesentlicher Faktor fiir die Nut-
zung zu sein. Zwar sind auch weniger populire Messenger wie Viber oder
Imo verbreitet, die zum Beispiel zur Kommunikation mit Verwandten im
Ausland genutzt werden. Hierbei steht die Qualitit von Videochats oder
die Nutzbarkeit innerhalb zensierter Netzwerke im Vordergrund. Keiner
der Messenger ist allerdings auf das Umgehen von Netzwerksperren ausge-
legt.

Dieses spezielle Nutzungsverhalten bzw. die Bedurfnisse an die Funk-
tionalitit bieten einen mdglichen Ansatzpunkt, durch gezielte Berticksich-
tigung und Ansprache die Pull-Faktoren innerhalb dieser Gemeinschaft
zu fordern. Dadurch bietet sich das Potential, sowohl die Privatsphire ara-
bischsprachiger Menschen innerhalb Deutschlands, aber auch derjenigen,
zu denen sie in Kontakt stehen, zu erhohen.

In Bezug auf WhatsApp konnten wir feststellen, dass eine Mehrheit
(54 %) das Informations-Pop-Up von WhatsApp nicht bemerkt hat. Nur
8 00 der Befragten gaben an, den Messenger wechseln und WhatsApp nicht
weiter nutzen zu wollen. Gleichzeitig hatten tGber 10% in den vergange-
nen Monaten einen weiteren Messenger installiert. Als neu installierte
Messenger werden vor allem Signal und Telegram genannt.

Insgesamt bestatigt unsere Studie Ergebnisse vorheriger Studien mit an-
deren Nutzer:innen, wie etwa, dass die Grinde fiir die Nicht-Nutzung von
sichereren Messengern unter anderem in der Fragmentierung der Nutzer-
gruppen liegt (Abu-Salma, Sasse et al. 2017). Bei der Wahl eines Messen-
gers steht an erster Stelle die Frage, wie viele Bekannte man damit errei-
chen kann. In unserer Umfrage gaben 64 % der Befragten an, dass zumin-
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dest Teile ihrer Kommunikation nur iiber WhatsApp moglich seien, zum
Beispiel weil bestimmte Netzwerke im Beruf oder Studium nur dariiber
gepflegt werden. Gleichzeitig stimmten 55 % der Aussage zu, dass sie keine
sensiblen Informationen iber WhatsApp teilen. Hierzu hatten Abu-Salma,
Krol et al. (2017) in einer qualitativen Studie festgestellt, dass Ausweich-
strategien genutzt wiirden, wie etwa sensible Informationen nur in Sprach-
anrufen mitzuteilen.

Ein weiterer Schwerpunkt lag auf der Befragung der Wechselwilligen.
Die 18 Teilnehmer:innen, die WhatsApp verlassen wollten, wurden unter
anderem gefragt, was die Griinde fir einen Wechsel sind und inwiefern sie
andere Nutzer:innen zum Wechsel berreden wiirden. Den grofiten Ein-
fluss haben hier Bekannte und Expert:innen, die einen Wechsel empfohlen
haben. Nur 6 Teilnehmende versuchten nach dem Messengerwechsel, ihre
Kontakte ebenfalls zu einem zu Wechsel tiberreden.

Im Ergebnis zeigt die Studie, dass dass arabischsprachige Nutzer:innen
im Bezug auf Datenschutz und Datensicherheit zwar die Bedenken teilen,
die fir andere Nutzer:innengruppen aus der Literatur bekannt sind, aber
auch hier fithrt der Netzwerkeffekt dazu, dass auf besonders hiufig genutz-
te Messenger nicht verzichtet werden kann. Nichtsdestotrotz hat unter
anderem die Aufmerksamkeit fiir die Anderung der Datenschutzbedingun-
gen bei WhatsApp dazu geftihrt, dass ein Teil der Befragten ihr Nutzungs-
verhalten tiberdacht und teilweise zusatzliche Messenger installiert hat.

Interessant ist auch hier der Einfluss, den (sachkundige) Bekannte aus-
iben, und die eigene Zurtickhaltung, andere zu uberzeugen. Diese Liicke
konnte durch gezielte Medienstrategien, die fiir Zielgruppen relevante
Social-Media-Influencer miteinbezieht, adressiert und so die Nutzer:innen
von eigener Uberzeugungsarbeit geleistet werden. Soziale Nihe scheint
ein wesentlicher Faktor im Nutzungs- und Wechselverhalten zu sein, der
von bisherigen Strategien kaum berticksichtigt wird. Social-Media-Influ-
encer simulieren diese Nahe, hatten aber zumindest bei unseren Teilneh-
mer:innen kaum Einfluss. Hier bietet sich also ein mogliches Potential,
Privatsphére in der Messenger-Kommunikation und dariiber hinaus an die
Zielgruppen heranzutragen. Diaspora-Gemeinschaften kénnen hier eine
besondere Rolle spielen, da sie in ihrem Nutzungsverhalten nicht nur
durch andere Diskurse und Praktiken beeinflusst werden, sondern diese
auch mitbeeinflussen kénnen. Hier ist weitere Forschung notwendig, um
spezielles Nutzungsverhalten sowie Informationskanile zu erheben.

Bei den Teilnehmenden, welche von WhatsApp zu einem anderen Mes-
senger wechselten, spielten Sicherheit und die Vertraulichkeit der Nach-
richteninhalte ebenfalls eine groffe Rolle. Bei der Aufklirung von Endnut-
zenden zur Messengerwahl sollten die Punkte Sicherheit und Privatheit
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also im Vordergrund stehen. Klare Empfehlungen von Expert:innen aus
der Forschung hitten gegebenenfalls die Migration zu Ende-zu-Ende ver-
schlisselten und datensparsamen Messengern wie Signal erhohen konnen.
Stattdessen beobachten wir eine Abkehr von WhatsApp zu einer beliebi-
gen Alternative, wie z. B. Telegram, dessen Sicherheit und Privatheit von
Expert:innen oft als geringer eingeschitzt wird.
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Das Phinomen Deepfakes. Kiinstliche Intelligenz als Element
politischer Einflussnahme und Perspektive einer
Echtheitsprifung!

Anna Louban, Milan Tabraoui, Hartmut Aden, Jan Fihrmann,
Christian Krdtzer und Jana Dittimmann

Zusammenfassung

Bildern und Videos kommt im politischen Diskurs eine zunehmende
Bedeutung zu. Auch politische Desinformation wird vermehrt in Form
videographischer Inhalte transportiert. Deepfakes sind durch Methoden
Kunstlicher Intelligenz (KI) generierte oder manipulierte Bilder, Audios
und Videos. Dieser Beitrag fragt interdisziplinir aus den Perspektiven
der Rechts- und Politikwissenschaft sowie der Informatik nach den Risi-
ken fiir politische Entscheidungsprozesse, zu denen Deepfakes und ihre
Nutzung fiir politische Desinformation fithren kénnen. Darauf basierend
prasentiert der Beitrag Ansitze aus dem multidisziplinir ausgerichteten
Forschungsprojekt FAKE-ID zur Erforschung Kl-basierter Deepfake-Detek-
toren.

1 Dieser Beitrag basiert auf dem Forschungsprojekt FAKE-ID: Videoanalyse mit Hilfe
kiinstlicher Intelligenz zur Detektion von falschen und manipulierten Identititen, gefor-
dert vom Bundesministerium fiir Bildung und Forschung (BMBF) im Rahmen der
Bekanntmachung Kiinstliche Intelligenz in der zivilen Sicherbeitsforschung. Das Pro-
jektkonsortium erarbeitet Kriterien, anhand derer Falschungen von KI-manipulier-
ten Bildern und Videodatenstromen identifiziert und klassifiziert werden kénnen
(FKZ: HWR/FOPS Berlin 13N15737, OVGU 13N15736). Den Kern der angestreb-
ten Detektionslosung im Teilprojekt der OVGU bildet eine Kl-generierte Risiko-
und Verdachtslandkarte, die Authentizititsindizien beziehungsweise Verdachtsele-
mente in Bild- und Videomaterial visuell aufbereitet und Anwender:innen bei der
Entscheidungsfindung unterstiitzt. Neben dem Forschungsinstitut fiir Offentliche
und Private Sicherheit (FOPS Berlin) der Hochschule fiir Wirtschaft und Recht
Berlin (HWR) und der Otto-von-Guericke-Universitit Magdeburg (OVGU) zahlen
die Bundesdruckerei (Konsortialfithrung), das Fraunhofer Heinrich Hertz Institut
(HHI) und die BioID GmbH zu den forschenden Konsortialpartner:innen.
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1. Einleitung

Mit Kinstlicher Intelligenz (KI) kénnen Medien wie Bilder, Audios und
Videos so verandert werden, dass Betrachter:innen die auf diese Weise ent-
standenen Deepfakes nicht ohne Weiteres als eine Manipulation erkennen
konnen. Wie alle technischen Entwicklungen birgt auch Kl-generiertes
Bild-, Audio- und Videomaterial sowohl Potentiale fiir neue niitzliche
Anwendungen (z. B. fiir Unterhaltung, Kunst und Medizin)? als auch
Risiken und Gefahren, die im politischen Kontext bereits beobachtet wer-
den konnen. Dass der demokratische Diskurs durch manipuliertes oder
kinstlich generiertes, aber echt wirkendes Bild-, Audio-, und Videomateri-
al beeinflusst werden kann, zeigen bereits Erfahrungen aus der Vergangen-
heit. Manipulierte Bilder wurden zu propagandistischen Zwecken? bis hin
zur Rechtfertigung fiir militirische Auseinandersetzungen verwendet.* In
Anbetracht dieser historischen Erfahrungen und der stetig wachsenden
Leistungsfahigkeit Kl-basierter Anwendungen sind die von Deepfakes aus-
gehenden Risiken fiir die Funktionsfihigkeit demokratischer Staaten, et-
wa im Kontext von Wahlen, als bedeutend einzustufen, etwa wenn der
Wabhlerfolg politischer Gegner:innen durch gefilschte oder manipulierte
Medien gezielt beeintrachtigt wird.

Im Wissen darum, dass Menschen visuellen Darstellungen einen beson-
ders starken Wirklichkeitsbezug beimessen,’ wird im Rahmen der politi-
schen Kommunikation zunehmend mit Bildern und kurzen Videoclips
gearbeitet.® Insbesondere die Fihigkeit, starke Emotionen bei Rezipient:in-
nen hervorzurufen,” gibt Bildern den Vorzug vor primir textbasierten
Mitteln der Massenkommunikation.® Durch die Digitalisierung und die
zunehmende Verbreitung qualitativ hochwertiger Aufnahme- und Wieder-
gabegerite steht immer mehr Bildmaterial zur Verfigung,® das innerhalb
kurzer Zeit Gber digitale Plattformen weltweit verbreitet werden kann.
Im Zuge dieser Entwicklungen konnen Bildinhalte kaum noch ohne tech-

2 Siche z. B.: European Parliamentary Research Service, Tackling deepfakes in Euro-
pean policy, 2021, 28-29.

3 Liithe, in: Liebert/Metten (Hrsg.), Mit Bildern liigen, 2007, 50.

4 Homberg / Karasek, Communicatio Socialis 2008, 276 f.

S Gerth, IMAGE 2018, 14 (27), S; Siehe Diskussionen unter: Steding, Ein Bild liigt
mehr als tausend Worte, 0.].

6 Homberg in: Hohlfeld u. a. (Hrsg.), Fake News und Desinformation, 2020, 83.

7 Bessette-Symons, Memory 2018, 171.

8 Isermann / Knieper, in: Schicha / Brosda (Hrsg.), Handbuch Medienethik, 2017,
304.

9 Vgl. Fibrmann, MMR 2020, 228.
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nische Unterstitzung auf ihre Echtheit tberprift werden. Der Umstand,
dass Manipulationen von online verfiigbaren Inhalten zunehmend auf
dem Einsatz von Kunstlicher Intelligenz (KI) basieren, legt auch den Ein-
satz von KI bei der Entwicklung von Gegenmafinahmen nahe.

Vor diesem Hintergrund geht der vorliegende Beitrag zunachst der
Frage nach, wie Deepfakes politische Diskurse beeinflussen konnen. Da
sowohl die freie politische MeinungsaufSerung als auch die unbeeinflusste
Meinungsbildung zentral fiir die Ausgestaltung demokratischer Prozesse
sind, bedarf das Phinomen Deepfakes einer differenzierten Betrachtung.
In einem zweiten Schritt setzt sich der Beitrag mit rechtlichen Strategien
fir den Umgang mit Deepfakes auseinander. Im dritten Schritt wird das
interdisziplinare Konsortialprojekt FAKE-ID vorgestellt, das unter anderem
KlI-basierte Deepfake-Detektionstools erforscht.

2. Deepfakes — ein KI-Phinomen mit vielfdltigen Einsatzmoglichkeiten

Der Begrift Deepfake'® wird aus den beiden Begriffen Deep Learning und
Fake gebildet und beschreibt einen Teilbereich der Kiinstlichen Intelligenz
(KI), der auf die Erstellung einer Filschung mittels der Methode des Deep
Learning abzielt. Er wird oftmals fiir ein Video verwendet, das mithilfe von
Deep-Learning-Methoden bearbeitet wurde, um die Person im Originalvi-
deo partiell (hinsichtlich Gesicht, Korper, Gestik, Sprache, o. i.) durch
eine andere Person auf eine Art zu ersetzen, die in der Rezeption den Ein-
druck einer unverfélschten und somit glaubwiirdigen Darstellung erzeugt.
In vielen Fallen handelt es sich bei den vermeintlichen Protagonist:innen
um Personen des offentlichen Lebens.!!

Der Transfer des Begriffs Deepfake'? aus der Techniksprache in den 6f
fentlichen Diskurs lasst sich auf das Jahr 2017 datieren, als eine(r) der an-

10 Die Arbeiten an der Otto-von-Guericke-Universitit Magdeburg (OVGU) zur De-
finition von Deepfakes sind zusammen mit Dennis Siegel und Stefan Seidlitz
erfolgt. Wir danken beiden fiir die konstruktive Diskussion.

11 Siehe zum Beispiel: Webster, Words We’re Watching, "Deepfake’.

12 Die Bedeutung des Begriffs Deepfake formuliert die Duden-Redaktion (2022) als
»(z. B. in krimineller oder satirischer Absicht) mithilfe kanstlicher Intelligenz
erzeugte beziehungsweise manipulierte Bild- oder Tondatei®. Seit dem Jahr 2021
wird der Anglizismus Deepfake im Online-Dudenworterbuch gefiihrt, siche: Weif-
fen, Der Anglizismus des Jahres 2019 lautet for future’. Im gleichen Jahr kiirte
die Anglizismus-Jury den Begriff Deepfake zum drittwichtigsten Ausdruck, der aus
der englischen Sprache in die deutsche integriert worden ist. Siehe: Stefanowitsch
u. a., Anglizismus des Jahres 2019.

267

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Louban, Tahraoui, Aden, Fihrmann, Krdtzer und Dittmann

onymen Nutzer:innen der Onlineplattform Reddit unter dem Pseudonym
deepfakes Videomaterial veroffentlichte, das unter Einsatz von KI Gesichter
von aus der Film- und Musikindustrie bekannten Frauen auf die Korper
von Pornodarstellerinnen montierte.!* Das auf diese Weise erzeugte Film-
material wirkte — zumindest auf den ersten Blick — glaubwiirdig. Bereits
kurze Zeit nach diesem Ereignis konnte man beobachten, wie die Nachfra-
ge nach (gefilschten) pornographischen Inhalten zur vermehrten Verbrei-
tung von Deepfakes fihrte.'* Frei verfiigbare Software und Bedienungsan-
leitungen fiir die Generierung von Bildern und Videos pornographischen
Inhalts trugen dazu bei, dass 96 % der insgesamt 14.678 im Jahr 2019 von
Ajder et al. untersuchten Deepfakes der Kategorie ,non-consensual dee-
pfake pornography“ zugeordnet werden konnten.!s

In den darauffolgenden Jahren haben die Formate digitaler Falschun-
gen und Manipulationen merklich an Variation zugenommen. Insofern
erscheint es sinnvoll und notwendig, die Definition von Deepfakes auszu-
weiten: Deepfakes sollen demnach als generierte, potentiell glaubwiirdige
Medieninhalte (Bilder, Videos, Texte,'¢ Audiodaten, etc.) verstanden wer-
den, die durch die teilweise Verfilschung von bestehenden medialen In-
halten (z. B. Videomaterial) zumeist mittels eines neuronalen Netzwerkes
produziert werden.”

Auch die Einsatzgebiete fur Kl-basierte Manipulationen von Bild, Vi-
deo- und Audioinhalten erweiterten und diversifizierten sich. Insbesonde-
re die Bereiche Kommerz, Unterhaltung und Medizin profitieren von
den Moglichkeiten der gezielten Veranderung digitaler Daten durch KI.
Diverse weitere Einsatzbereiche fiir Deepfakes werden in der Fachliteratur
diskutiert, etwa die Beseitigung von Sprachbarrieren zur Verbesserung
kulturibergreifender Verbreitung von Videoinhalten oder zur direkten
politischen Ansprache. Andere Einsatzmoglichkeiten bieten sich in der
Bildbearbeitung in der Filmindustrie, der Erstellung personalisierter Me-
dien, der Produktion von KI-Werbemodellen unter Verwendung von

13 Panholzer, Deepfakes wurden durch Pornografie bekannt.

14 Siehe z. B.: Hardford, Does pornography still drive the Internet?, 2019; Waddel,
How Porn Leads People to Upgrade Their Tech, 2016.

15 Ajder u. a., The State of Deepfakes, 2019.

16 Vgl. Brando Benifei, Anderungsantrag 753 zu Artikel 52 — Absatz 3- Einlei-
tung, der vorschliagt ,Text[...Jinhalte* (Herv. i. O.) in die Aufzihlung der
Medien aufzunehmen, die durch Kinstliche Intelligenz so ,erzeugt oder mani-
puliert“ werden konnen, dass ein ,,Deepfake® entsteht. https://www.europarl.eu-
ropa.eu/doceo/document/JURI-AM-730042_DE.pdf
Siehe auch: https://mixed.de/facebook-zeigt-deepfake-text-ki-und-warnt-davor/.

17 Siehe dazu: Mirsky / Lee, ACM Computing Surveys 2022, 1.

268

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Das Phinomen Deepfakes

Generative Adversarial Networks (GAN) oder aber der Personalisierung von
Online-Kundenerlebnissen.!8

Neben den Einsatzgebieten haben sich auch die technischen Zugangs-
voraussetzungen fir die Erstellung von Deepfakes geandert: Waren im Jahr
2017 noch signifikante technische Ressourcen und Expert:innenwissen
notig, um visuell plausible Deepfakes zu erzeugen, so ist dies heute mit-
tels vielfaltiger, frei verfugbarer Software!® moglich. Die Nutzung dieser
Programme bedarf keines qualifizierten Hintergrundwissens mehr und
liefert in kurzer Zeit Gberzeugende Resultate.?’ Insofern wundert es nicht,
dass die Anzahl der im World Wide Web kursierenden Deepfakes rasant
ansteigt.?!

Vor dem Hintergrund eines zunehmend einfacheren und fiir Laien
zuganglicheren Herstellungsprozesses von Kl-generiertem Bild- und Vi-
deomaterial einerseits und den stetig wachsenden Einsatzgebieten die-
ser Technologie andererseits bergen Deepfakes — wie alle technischen
Entwicklungen — ein bemerkenswertes Potential zur Durchftihrung krimi-
neller Handlungen. Die Generierung und Nutzung von Deepfakes kann
strafrechtlich relevant sein, etwa im Kontext von Personlichkeitsrechtsver-
letzungen wie Verleumdung und von Delikten wie Erpressung oder Be-
trug.??

3. Deepfakes in politischen Kontexten

Im Folgenden wird gezeigt, dass Deepfakes und andere Formen von Bild-
und Videofilschungen in vielfiltigen Varianten auftreten konnen und dass
die Erkennbarkeit von Manipulationen oftmals nicht objektiv messbar
ist, sondern auch vom Kontext und der Sensibilitat der Betrachter:innen
gegeniiber Manipulationsrisiken abhingt. Deepfakes, die zu Zwecken der
Desinformation genutzt werden, bergen das Potential, demokratische Pro-
zesse auf unterschiedliche Art zu beeinflussen. Wird die Integritit und

18 Whittaker u. a., Australasian Marketing Journal 2021, 204ff.

19 Uberblick zu der aktuell gangigen Software: https://becbom.com/best-deepfake-ap
ps-websites/.

20 Vgl. Riess in Freiburg (Hrsg.), Tauschungen. Erlanger Universititstage 2018, 2019,
9s.

21 Ajder u. a., The State of Deepfakes, 2019.

22 Siehe fir Hlustrationen der boswilligen Verwendung von Deepfakes: Europol, Uni-
cri, Trends Micro, Report on Malicious Uses and Abuses of Artificial Intelligence
(AI), 2020, 52-56.
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Fairness demokratischer Wahlen durch den Einsatz von KI-manipulierten
oder -generierten Bild- oder Videoinhalten in Frage gestellt, kann dies zu
einer Legitimationskrise demokratischer Systeme fithren.?? Fir die Wah-
ler:innen birgt die Deepfake-basierte Desinformation zu politischen The-
men das Risiko, Opfer einer manipulierten Meinungsbildung oder geziel-
ter Verunsicherung zu werden, was sich auch auf ihre Wahlteilnahme und
-entscheidung auswirken kann. Fiir Politiker:innen, deren Auftritte in Dee-
pfake-Videos oder -Bildern manipuliert werden, steht ihre Reputation auf
dem Spiel, was ihre zukiinftigen Wahlchancen beeintrichtigen kann.?# Ins-
besondere Deepfakes, die darauf abzielen per ,microtargeting techniques®
bestimmte Personen in Verruf zu bringen, gelingt dieses Unterfangen un-
ter bestimmten Voraussetzungen nachweisbar.?

3.1 Enflussnabme auf politische Diskurse durch Deepfakes

Deepfakes reihen sich in das vielfaltige technische Repertoire ein, mit des-
sen Hilfe Meinungen geduflert und Meinungsbildungsprozesse beeinflusst
werden konnen. Im Herbst 2021 verbreiteten sich zahlreiche Variationen
eines im Rahmen der Sondierungsgespriche fiir die Bildung einer Koali-
tionsregierung auf Bundesebene entstandenen Selfies der Fihrungsperso-
nen von BUNDNIS 90/DIE GRUNEN und der FDP.2¢ Die kursierenden
Deepfakes verweisen erkennbar auf das Originalbild. Aufgrund von Inhalt
und Aufmachung war fiir Betrachter:innen unschwer erkennbar, dass diese
manipulierten Bilder und Videos nicht echt waren. Der satirische Charak-
ter der unterschiedlichen, durchaus humorvollen Interpretationen des Po-
litiker:innenbildes erschlieft sich fiir durchschnittlich politisch gebildete
Betrachter:innen mihelos.

Andere Deepfakes, wie das durch digitale Manipulation generierte Video
der Sprecherin des Reprasentantenhauses der Vereinigten Staaten Nancy
Pelosi,?” konnen vom medialen Publikum nicht auf Anhieb als (Ver-)Fal-
schung identifiziert werden. Der verlangsamte und stockende Sprachfluss
der weithin bekannten Demokratin konnte bei den Rezipient:innen den

23 Krzywori, German Law Journal 2021, 676; siche dazu auch: Sander, Chinese Jour-
nal of International Law 2019, 1.

24 Krzywori, German Law Journal 2021, 676.

25 Dobber u. a., The International Journal of Press/Politics 2020, 69.

26 Klein, So lacht das Netz tiber das FDP-Griinen-Selfie, 2021.

27 Winkler, Ein Video zeigt eine betrunkene Nancy Pelosi — und fihrt uns vor
Augen, was mit Deepfakes heute alles moglich ist. 2019.
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Eindruck erwecken, die Politikerin stinde unter bewusstseinsverandern-
den Drogen.?® Diese Videomanipulation verbreitete sich sehr schnell,
so dass sogar die renommierte Nachrichtenagentur Reuters sich im Zug-
zwang sah, die Manipulation dieses Videos in ihrer Rubrik Fact Check
auszuweisen.?’

Eine andere Form der politischen Einflussnahme mittels Manipulation
unter (vermeintlicher) Zuhilfenahme von Kinstlicher Intelligenz ereigne-
te sich auf der Ebene der russisch-europiischen Beziehungen. Wenige
Monate nach der Verhaftung des russischen Oppositionspolitikers Aleksej
Naval'nyj im Januar 2021 erreichten mehrere Mitglieder des Europaischen
Parlaments Gesprachsanfragen des Naval'nyj-Vertrauten Leonid Volkov.3?
Im Nachgang zu der zustande gekommenen Videokonferenz zwischen den
Parlamentsmitgliedern und Volkov kamen Zweifel auf, ob die Person,
die als Volkov auftrat, tatsichlich Volkov war.3! Er selbst erfuhr aus der
Presse, dass er am besagten Gesprich teilgenommen haben soll. ,Looks
like my real face — but how did they manage to put it on the Zoom
call? Welcome to the deepfake era ...”, kommentierte er in den Sozialen
Medien den vermeintlich Kl-basierten Schwindel mit seiner Identitat.’?
Kurze Zeit spater bekannte sich das russlandweit bekannte Komiker-Duo
Vovan and Lexus, das bereits mehrere Telefongesprache mit hochrangigen
Politiker:innen — u.a. gaben Sie sich als das 2019 neu gewahlte ukrainische
Staatsoberhaupt Volodymyr Zelens'kyj bei einem Telefonat mit dem fran-
z0sischen Priasident Emmanuel Macron aus — erschlichen hatte, zu dem
sogenannten Prank.33

Diese beiden Ereignisse verdeutlichen, dass Politiker:innen stets damit
rechnen missen, dass ihre digitalen Bild- und Videodarstellungen mani-
puliert werden konnen. Ob es sich bei einer Darstellungsmanipulation
tatsichlich um eine Kl-generierte Manipulation handelt, ein technisches

28 Washington Post, Faked Pelosi videos, slowed to make her appear drunk, spread
across social media, 2019.

29 Reuters.com, Fact check: “Drunk” Nancy Pelosi video is manipulated, 2020.

30 ntv.de u. a., In Video-Konferenz getduscht - Falscher Nawalny-Vertrauter narrt
Politiker, 2021; Roth, European MPs targeted by deepfake video calls imitating
Russian opposition, 2019.

31 NL Times, Dutch MPs in video conference with deep fake imitation of Navalny’s
Chief of Staff, 2021.

32 Roth, European MPs targeted by deepfake video calls imitating Russian oppositi-
on, 2019.

33 DerStandard.de, Russische Scherzbolde legten offenbar Macron mit Telefonstreich
rein, 2019.
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Mittel anderer Art angewendet oder eine reale Person als ,Doppelginger®
eingesetzt wird, erweist sich als zweitrangig.

Deepfakes konnen aber auch als politisch-kiinstlerische Intervention
inszeniert werden. Im Kontext der US-Prasidentschaftswahlen im Jahr
2020 veroffentlichte die politisch-gesellschaftliche Initiative mit Antikor-
ruptionsfokus RepresentUs ein Kl-generiertes Video von dem vermeintlich
echten nordkoreanischen Staatschef Kim Jong-un. Im Video verweist der
,Oberste Fithrer* der Demokratischen Volksrepublik Korea auf die fortge-
schrittene Fragilitat westlicher demokratischer Strukturen.3* Die Moglich-
keiten, Deepfakes in politischen Kontexten zu platzieren und auf diese
Weise zu versuchen, Einfluss auf demokratische Prozesse zu nehmen, sind
also bereits heute vielfiltig.> Dieser Trend diirfte mit zunehmenden tech-
nischen Moglichkeiten fiir ausgereifte, schwer erkennbare Deepfakes weiter
voranschreiten.

3.2 Deepfakes als Form politischer Desinformation

Die Abgrenzung zwischen legitimer kritischer Satire und illegitimer poli-
tischer Propaganda wird durch manipulierte oder schlichtweg erfundene
Text-, Bild-, Audio- und Videodateien, die im Kontext von Fake News
verwendet werden, zunehmend erschwert. Tandoc et al. analysierten 34
akademische Beitrige aus den Jahren 2003 bis 2007 und erarbeiteten da-
raus eine Typologie fir Fake News. Sie unterscheiden dabei ,news satire,
news parody, fabrication, manipulation, advertising, and propaganda.“3¢
Diese Kategorien lassen sich auf die rasant wachsende Anzahl und Vielfalt
an Deepfakes Gbertragen. Wihrend die Kl-hergestellten Selfie-Variationen
aus dem Kontext der deutschen Koalitionsgespriche” in den Bereich
der ,news satire“ bezichungsweise ,news parody“3® fallen, ist das Video

34 RepresentUs, First Ever Use of Deepfake Technology in a Major Ad Campaign,
2020.

35 In diesem Sinne, sieche zum Beispiel: Mannheim / Kaplan, Yale Journal of Law and
Technology 2019, 148 ff.

36 Tandoc Jr. u. a., Digital journalism, 2018, 137.

37 Klein, So lacht das Netz tiber das FDP-Griinen-Selfie, 2021.

38 Tandoc Jr. u. a., Digital journalism, 2018, 137.
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der vermeintlich betrunkenen Sprecherin des US-amerikanischen Repri-
sentantenhauses® als ,manipulation® 4’ zu werten.

Weitere definitorische Arbeit fiir die Auseinandersetzung mit Deepfakes
im politischen Kontext leisteten Claire Wardle und Hossein Derakhs-
han#! Systematisch erarbeiteten sie die Bedeutungsgrenzen der Begriffe
,mis-information®, ,dis-information“ und ,,mal-information“. Grundsatz-
lich kénnen Deepfakes in jeder dieser Kategorien auftreten. Als inkorrekte
Information ohne Schidigungsabsicht kdnnen sie der Kategorie der ,,mis-
information” zugeordnet werden. Verfolgt die Generierung von Deepfakes
die Absicht, einer Person, Organisation oder einem Staat zu schaden, in-
dem missverstandliche (Teil-)Informationen auf bestimmte Weise mitein-
ander in Verbindung gesetzt werden, konnen Deepfakes als ,mal-informa-
tion” eingestuft werden. Handelt es sich bei Deepfakes um ,information
that is false and deliberately created to harm a person, social group, orga-
nization or country“,** dann kann eine Bild- und Videomanipulation der
Kategorie ,dis-information zugeordnet werden.

3.3 Die Rolle der Internetnutzer:innen im Kontext desinformierender Deepfakes

Deepfakes reihen sich als neues Phidnomen in ein breites Spektrum an
Techniken ein, die bereits vor dem Auftreten erster KI-generierter Manipu-
lationen fir politische Desinformation genutzt wurden. Die Moglichkei-
ten, Deepfakes fur politische Desinformation zu nutzen, sind indes im
Vergleich zu friheren Techniken weitaus groler, wie auch Mannheim und
Kaplan betonen: “While ‘Photoshop’ has long been a verb as well as a
graphics program, Al takes the deception to a whole new level.”#

Die Abgrenzung zwischen ,mis-information®, ,dis-information“ und
ymal-information“ kann im Einzelfall schwierig sein. Das Teilen digitaler
Inhalte, deren Authentizitat nicht tiefergehend uberprift wurde, ist im
digitalen Raum eine gingige Praxis. Dies kann nicht nur urheberrechtliche
Fragen aufwerfen, sondern auch dazu fithren, dass Internetnutzer:innen

39 Winkler, Ein Video zeigt eine betrunkene Nancy Pelosi — und fiihrt uns vor
Augen, was mit Deepfakes heute alles moglich ist, 2019.

40 Tandoc Jr. u. a., Digital journalism, 2018, 137.

41 Wardle / Derakbshan, Information Disorder: Toward an interdisciplinary frame-
work for research and policy making, 2017.

42 Wardle / Derakbshan, Information Disorder: Toward an interdisciplinary frame-
work for research and policy making, 2017.

43 Mannbeim / Kaplan, Yale Journal of Law and Technology 2019, 148.
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unabsichtlich digitale Inhalte verbreiten, die mit einer Schidigungsabsicht
hergestellt und im digitalen Raum platziert wurden.

Pennycook et al. haben gezeigt, dass die (angenommene) Echtheit der
Informationen bei der Auswahl von Inhalten, die Internetnutzer:innen di-
gital verbreiten, eine nachrangige Rolle spielt.** Vorrang bei der Entschei-
dung fiir oder gegen das Teilen bestimmter Informationen hat die durch
die Veroffentlichung dieser Inhalte antizipierte Aufmerksambkeit fiir die
eigene Internetprasenz durch andere Internetnutzer:innen.

Der Code of Conduct on Disinformation, den die Europdische Kommis-
sion 2018 veroftentlicht hat, spricht den Internetnutzer:innen allerdings
keine nennenswerte Rolle bei der Verhinderung von Desinformation zu.*
Das Dokument behandelt hauptsichlich Selbstregulierungsansitze fiir die
Veroffentlichung digitaler Inhalte, denen Privatunternehmen auf freiwilli-
ger Basis folgen konnen. Ebenso optional formuliert sind die im Code*®
enthaltenen Berichtspflichten. Eine gesetzliche Verpflichtung fir Unter-
nehmen sieht das Papier nicht vor.

Die Interpretation digitaler Inhalte durch Internetnutzer:innen hingt
sowohl vom spezifischen Darstellungskontext der zu beurteilenden Bilder,
Videos und sprachlichen Inhalte als auch vom Wissensstand der jeweiligen
Nutzer:innen ab. Réssler et al. stellen in diesem Zusammenhang fest,
dass Menschen ohne besondere Qualifikation fir die Bildevaluierung Fal-
schungen und Manipulationen in Bildern in 50% der Falle identifizieren
konnen*” — statistisch gesehen kommt das Resultat einem zufilligen Raten
gleich.48

Selbst Fachpublikum lésst sich von KI-manipulierten Bildern in die Irre
fihren, wie das Szenario um den Beitrag des renommierten norwegischen
Fotografen Jonas Bendiksen (Magnum Photos) beim Visa pour I'image: In-
ternational Festival of Photojournalism im Jahr 2021 verdeutlicht. Mittels KI
fugte Bendiksen Béren in Bilder einer mazedonischen Industrielandschaft
ein. Die Manipulation blieb von der Fachjury unbemerkt.#’ Diese Beispie-

44 Pennycook u. a., Nature 2021, 590.

45 European Commission, Code of Practice on Disinformation, 2018.

46 European Commission, Code of Practice on Disinformation, 2018.

47 Rdssler u. a., FaceForensics A Large-scale Video Dataset for Forgery Detection in
Human Faces, 2018.

48 Vaccari / Chadwick, Social Media + Society, 2020.

49 Simonite, A True Story About Bogus Photos of People Making Fake News; Lyon,
The case for content authenticity in an age of disinformation, deepfakes and
NFTs, 2021.
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le zeigen, dass Manipulationen in digitalem Bild- und Videomaterial so-
wohl fir Laien als auch Expert:innen schwierig zu erkennen sein koénnen.

4. Strafbarkeit der Nutzung von Deepfakes im politischen Kontext und Ansdtze
von Transparenz

Die Frage nach der Strafbarkeit der Nutzung von Deepfakes im politischen
Kontext hingt mit der Entscheidung zusammen, ob beziehungsweise un-
ter welchen Umstidnden die Echtheitsprifung politischer Aussagen in das
Aufgabengebiet von Strafverfolgungsbehdrden fallen soll. Deepfakes kon-
nen im Kontext einer politischen Debatte (etwa als Satire) durchaus ein
legitimes Ausdrucksmittel sein. Daher stellt sich die Frage, in welchen
Fallen demokratische Prozesse dermaflen beeinflusst werden konnen, dass
der Einsatz von Strafrecht als staatliches Kontrollwerkzeug gerechtfertigt
wire. Die strafrechtliche Verfolgung von Deepfakes, die der Kategorie
der oppositionellen politischen MeinungsdufSerung angehoren, wére pro-
blematisch, da die Strafverfolgungsbehorden in vielen Landern an Weisun-
gen der Regierungen gebunden sind. Grundsitzlich ist die Einflussnahme
von Strafverfolgungsbehérden auf diskursive Prozesse in demokratischen
Gesellschaften im Hinblick auf die Meinungsfreiheit kritisch zu bewerten.
Das Strafrecht sollte hier also nur ultima ratio sein.

Vereinzelt reagieren die Gesetzgeber:innen der Welt bereits mit neu-
en Rechts- und Regulierungsrahmen fir politisch desinformierende
Deepfakes. Im Zusammenhang mit politischen Wahlen erlief§ Texas als
erster US-amerikanischer Bundesstaat ein Gesetz, das politisch motivierte
Deepfakes in einem klar definierten Zeitraum (30 Tage) vor anstehenden
Wahlen verbietet.’® Auch Frankreich verabschiedete im Jahr 2018 mit dem
sLoi relative a la lutte contre la manipulation de l'information“s! ein
Gesetz zur Bekimpfung der Informationsmanipulation. Irrefithrende Be-
hauptungen und Unterstellungen tiber politische Akteur:innen und Partei-
en werden demnach in einem Zeitraum von drei Monaten vor Wahlen un-
ter Strafe gestellt.’? Soweit Deepfakes genutzt werden, um in Wahlkampf-
zeiten manipulierte und unwahre Informationen zu verbreiten, konnen
sie von diesem Gesetz erfasst sein. Einen ahnlichen Ansatz verfolgt unter

50 Texas, Texas Senate Bill 751, 2019.

51 République Francaise, Loi N°2018-1202 du 22 décembre 2018 relative a la lutte
contre la manipulation de Iinformation.

52 République Francaise, Loi N°2018-1202 du 22 décembre 2018 relative a la lutte
contre la manipulation de 'information, Art. L. 163-2, -1
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anderem auch die australische Gesetzgebung mit dem ebenfalls im Jahr
2018 verabschiedeten Gesetz zur Sanktionierung politischer Desinformati-
on, insbesondere im Kontext von Wahlen.>3 Die Osterreichische Bundesre-
gierung verdffentlichte im Frihjahr 2022 einen ,Aktionsplan Deepfake®
mit diversen denkbaren Maffnahmen zur Begrenzung der Risiken, die von
Deepfakes ausgehen.>

Fir das deutsche Recht vertritt Tobias Lantwin die Auffassung, dass
Deepfakes, die aus politischen Motiven heraus verwendet werden, unter
§ 108a StGB (Wihlertduschung) fallen konnten.’S Kl-generiertes Bild- und
Videomaterial zeichnet sich jedoch unter anderem dadurch aus, dass es au-
thentisch und integer anmutenden Inhalt mit rein fiktiven Personen oder
Ereignissen beinhalten kann. Daher werden Deepfakes, deren Inhalt sich
nicht auf existierende, sondern auf frei erfundene Personen und Gescheh-
nisse stiitzt, in der Regel nicht unter diesen Straftatbestand fallen. Da Poli-
tiker:innen stets auch Privatpersonen sind, besteht sowohl im deutschen’®
als auch im franzosischen’” Recht die Moglichkeit, die Herstellung oder
Verbreitung von Deepfake-Videos wegen der Verletzung von Personlich-
keitsrechten strafrechtlich zu verfolgen, soweit die einschligigen Straftat-
bestiande erfullt sind.

Anders stellt sich der Umgang mit Deepfakes politischen Inhalts in nicht-
demokratischen Gesellschaften dar. Autokratische Gesellschaften fokussie-
ren ihren rechtlichen Rahmen nicht auf die Frage, ob Deepfakes gegebe-
nenfalls wahre oder unwahre Inhalte vermitteln. Vielmehr steht hier die
Konformitit beziehungsweise Nonkonformitit des Deepfake-Inhalts mit
der politischen Linie der Regierung im Vordergrund. In diesem Zusam-
menhang zielt beispielsweise in China ein Gesetzentwurf auf ein Verbot
von Deepfakes mit nicht regierungskonformem Inhalt ab:

»Deep synthesis service providers and users shall comply with laws and
regulations, respect social mores and ethics, and adhere to the correct

53 National Security Legislation Amendment (Espionage and Foreign Interference)
Act 2018, No. 67, 2018; Douek, What's in Australia’s New Laws on Foreign
Interference in Domestic Politics, 2018.

54 Bundesministerium fiir Inneres Osterreich (Hrsg.), Aktionsplan Deepfake, 2022.

55 Lantwin, MMR 2020, 81.

56 Ebd., 78.

57 Z.B. République francaise, Art.226-8 Code pénal, 2002. Sieche dazu: Loiseau, Légi-
presse 2020, 64-69.
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political direction, public opinion orientation, and values trends, to
promote progress and improvement in deep synthesis services.“

Aufgrund des offenen Zugangs zum politischen Diskurs, der demokra-
tische Gesellschaften pragt, sind Demokratien in besonderer Weise fiir
(des-)informationsbasierte Manipulationen anfillig. Zwar muss die Vertei-
digung demokratischer Grundwerte nicht unweigerlich durch das Mittel
des Strafrechts geschehen. Vor dem Hintergrund der zunehmend wachsen-
den Bedrohungslage durch Deepfakes, kann diese Moglichkeit jedoch auch
nicht ausgeschlossen werden.’® Das Spannungsfeld zwischen Meinungs-
und Kunstfreiheit einerseits, und der Sicherung einer freien, auf transpa-
rentem Informationsfluss basierenden Meinungsbildung andererseits, wird
in den kommenden Jahren vor dem Hintergrund der Ausbreitung von
Deepfakes neu austariert werden miissen. Dabei sollten Instrumente, die
Transparenz herstellen und Deepfakes als solche erkennbar machen, Vor-
rang gegenuber strafrechtlichen Sanktionen haben. Diesen Ansatz verfolgt
auch die Europidische Kommission in ihrem 2021 vorgelegten Entwurf
einer KI-Verordnung, der ein Transparenzgebot fiir Deepfakes als zentralen
Regelungsansatz vorschlagt:

sNutzer eines KI-Systems, das Bild-, Ton- oder Videoinhalte erzeugt
oder manipuliert, die wirklichen Personen, Gegenstinden, Orten oder
anderen Einrichtungen oder Ereignissen merklich dhneln und einer
Person filschlicherweise als echt oder wahrhaftig erscheinen wiirden
(»Deepfake®), miissen offenlegen, dass die Inhalte kinstlich erzeugt
oder manipuliert wurden.“¢0

Der Entwurf schrinkt die Transparenzpflicht allerdings fiir einige Fille
gleich wieder ein: fiir die Strafverfolgung und fir die Nutzung von
Deepfakes fir legitime Zwecke, die von der Meinungs-, Kunst- oder Wis-
senschaftsfreiheit gedeckt sind.

58 chinalawtranslate.com, Provisions on the Administration of Deep Synthesis Inter-
net Information Services (Draft for solicitation of comments), 28. Januar 2022, at
https://www.chinalawtranslate.com/en/deep-synthesis-draft/, Art. 4).

59 Thiel, ZRP 2021, 202 (205) sieht keinen dringenden Handlungsbedarf; a.A. Lant-
win, MMR 2019, 578.

60 Europdische Kommission, Vorschlag fiir eine Verordnung des Europiischen Parla-
ments und des Rates zur Festlegung Harmonisierter Vorschriften fiir Kiinstliche
Intelligenz (Gesetz tber kinstliche Intelligenz) und zur Anderung bestimmter
Rechtsakte der Union, 2021 (Art. 53 Abs. 3).
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»Unterabsatz 1 gilt jedoch nicht, wenn die Verwendung zur Aufde-
ckung, Verhttung, Ermittlung und Verfolgung von Straftaten gesetz-
lich zugelassen oder fir die Ausibung der durch die Charta der
Grundrechte der Europaischen Union garantierten Rechte auf freie
Meinungsiuflerung und auf Freiheit der Kunst und Wissenschaft er-
forderlich ist und geeignete Schutzvorkehrungen fiir die Rechte und
Freiheiten Dritter bestehen.“6!

Auch Strategien fiir die Detektion von Deepfakes, wie sie im Verbundpro-
jekt FAKE-ID erforscht werden, kniipfen an das Transparenzpostulat an.

S. Projekt FAKE-ID: Interdisziplindre Erforschung einer Deepfake-Detektion

Auf europdischer und internationaler Ebene werden unterschiedliche Lo-
sungsansitze fir den Umgang mit Deepfakes verfolgt.6? In diesem Zusam-
menhang zielt das interdisziplindre Forschungsprojekt FAKE-ID auf die
Erforschung Kl-basierter Tools ab, die eine systematische Bewertung der
Echtheit von Bild-, Audio- und Videoinhalten technisch unterstitzten.
Anwendungsfall im Projekt sind gesichtsbasierte Authentifizierungs- und
Identifizierungsmethoden.

Formuliert werden zunichst technische Merkmale ,echter’, d. h. nicht
manipulierter visueller Medien. Anschlieend vergleicht man diese Merk-
male mit den Eigenschaften von Bild- und Videobereichen, die mittels
Kinstlicher Intelligenz verandert oder generiert worden sind. Aufbauend
auf diesem Verfahren sieht das Detektionskonzept die Erarbeitung von
Kriterien vor, anhand derer KI-manipulierte Bilder und Videodatenstrome
identifiziert und klassifiziert werden kénnen. Die ermittelten Bild- und
Videobereiche, die den Verdacht auf eine Manipulation oder Filschung
nahelegen, erkannte Anomalien und Verdachtsmomente werden anschlie-
Bend visuell aufbereitet und auf einer Risiko- und Verdachtslandkarte
(RVL) dargestellt. Die Markierung der Verdachtsfelder innerhalb von Bil-
dern und Videos soll Anwender:innen in Strafverfolgungsbehdrden und

61 Ebd.

62 Dazu gehort auch die Entwicklung eines Deepfakes-Detektors, der eine mogliche
Losung darstellt, siehe z. B. dazu: Europol’s European Cybercrime Centre u. a.,
Report on Malicious Uses and Abuses of Artificial Intelligence (Al), 2020; dazu:
European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, 24-25.
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Gerichten bei der Beurteilung der Authentizitit und Integritit von digita-
lem Bild-und Videomaterial unterstiitzen.

3.1 Technische und juristische Herausforderungen KI-basierter Deepfake-
Detektion

Bei der Konzeption einer Deepfake-Detektion stellen sich den Projektteams
zahlreiche technische Herausforderungen. Insbesondere gilt es, die Fehler-
arten und dazugehorige Fehlerraten der technischen Detektionsmdglich-
keiten zu erkennen bezichungsweise die Raten zu optimieren und in
den Entscheidungsprozess der menschlichen Anwender:innen miteinzu-
beziehen. Schlieflich stellen die Fehlerarten und -raten der durch die
Detektoren produzierten Detektionsfehler hochst relevante Kriterien hin-
sichtlich der Erklarbarkeit dar, die im Kriterien-Katalog AIC4 (Artificial
Intelligence Cloud Service Compliance Criteria Catalogue) mit Mindestanfor-
derungen an die sichere Verwendung von Methoden des maschinellen
Lernens in Cloud-Diensten festgeschrieben sind.®3 Gefordert wird, dass die
Entscheidungen eines Dienstes — im vorliegenden Fall der Detektion von
Deepfakes — fur die Nutzer:innen auf eine Weise dargestellt und kommuni-
ziert werden sollen, die diese Entscheidungen nachvollziehbar macht. Des
Weiteren wird festgelegt, dass bei sensiblen Anwendungen (z. B. bei der
Nutzung in kritischen Infrastrukturen) die fehlende Erklarbarkeit explizit
auszuweisen ist.%4

Eine weitere technische Hiirde bei der Erforschung eines Kl-gestiitzten
Detektors stellt der Bedarf an unterschiedlichen Datensitzen dar. Die Trai-
ningsdatensitze, mit denen KI-Systeme ausgearbeitet werden, dirfen nicht
dieselben sein, wie diejenigen, die zu Testzwecken verwendet werden.
Vielmehr missen verschiedene real auftretende Charakteristiken einbezo-
gen werden, da ansonsten die Gefahr besteht, ein KI-System zu entwerfen,
das nur innerhalb von ,Laborbedingungen® arbeiten kann. Die fortwih-
rende Notwendigkeit detektierende KI-Systeme anhand aktueller, zuneh-
mend technisch ausgefeilter Deepfakes anzupassen, ist dafiir pradestiniert,
in einem ,Katz-und-Maus-Spiel® stindiger Qualititsverbesserung von (a)
Deepfakes und (b) Deepfakedetektion zu minden:

63 Bundesamt fiir Sicherbeit in der Informationstechnik, Kriterienkatalog fiir KI-Cloud-
Dienste - AIC4, 2021, 29.
64 Ebd., 41.
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“One caution is that the performance of detection algorithms is often
measured by benchmarking it on a common data set with known dee-
pfake videos. However, studies into detection evasion show that even
simple modifications in deepfake production techniques can already
drastically reduce the reliability of a detector® 65

Aus juristischer Perspektive stellt sich die Frage nach der Rechtskonformi-
tat KI-basierter Detektionssysteme. Wenn Deepfakes zur Bedrohung demo-
kratischer Prozesse beitragen kdnnen, dann birgt ein Kl-gestiitztes Werk-
zeug zur Deepfake-Erkennung potentiell ebenfalls ernstzunehmende Risi-
ken in Bezug auf die Grundrechte, die Rechtsstaatlichkeit sowie die demo-
kratischen Grundsitze der europidischen Rechtsordnungen.®® SchliefSlich
unterliegt die Aufgabe der Wahrheitsfindung in erster Linie den Gerichten
und nicht den Strafverfolgungsbehorden.

Dieser Problematik wurde in dem 2021 veroffentlichten KI-Verord-
nungsentwurf der Europiischen Kommission bereits Rechnung getragen.
Laut Erwagungsgrund 38 des EU-KI-Verordnungsentwurfs fillt ein KI-Sys-
tem, das auf die Erkennung von Deepfakes abzielt, in die Kategorie von
KI-Systemen mit hohem Risiko.”” Eine Studie des Wissenschaftlichen
Dienstes des Europidischen Parlaments stuft die Verwendung von Kl-ba-
sierten Deepfake-Detektoren durch die Strafverfolgungsbehorden ebenfalls
als hochriskant ein. Diese Klassifizierung basiert darauf, dass die Funkti-
onsweise eines solchen Systems a priori nicht ausreichend transparent,
erklarbar und dokumentiert ist.%® Folglich ist damit zu rechnen, dass zu-
kiinftig auch die rechtlichen Verpflichtungen verschirft werden, die sich
auf detektierende KI-Systeme beziehen. Dies ist auch bei den Forschungen
zur Deepfake-Detektion im FAKE-ID-Projekt zu berticksichtigen.®

65 European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, VIII, S. II-I11.

66 European Commission, Commission Staff Working Document. Impact Assessment
Accompanying the Proposal for a Regulation of the European Parliament and of
the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial
Intelligence Act) and Amending Certain Union Legislative Acts, 2021, 49 (unter
5.5, ,Jmpact on the right to freedom of expression®).

67 Europdische Kommission, Vorschlag fiir eine Verordnung des Europaischen Parla-
ments und des Rates zur Festlegung Harmonisierter Vorschriften fiir Kiinstliche
Intelligenz (Gesetz tber kinstliche Intelligenz) und zur Anderung bestimmter
Rechtsakte der Union, 2021, 38.

68 European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, 49.

69 Bundesamt fiir Sicherbeit in der Informationstechnik, Towards Auditable Al Systems:
Current status and future directions, 2021, 21.
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5.2 Emanzipatorisches Potential der Deepfake-Detektion fiir Privatpersonen

Der Wissenschaftliche Dienst des Europdischen Parlaments kommt zu
dem Schluss, dass in Zukunft nicht nur staatliche Institutionen, sondern
auch Privatpersonen ein ausgepragtes Maf§ an Skepsis gegeniiber videogra-
phischen Informationen entwickeln sollten:

»[TThe increased likelihood of deepfakes forces society to adopt a hig-
her level of distrust towards all audio-graphic information. Audio-gra-
phic evidence will need to be confronted with higher scepticism and
have to meet higher standards. Individuals and institutions will need
to develop new skills and procedures to construct a trustworthy image
of reality, given that they will inevitably be confronted with deceptive
information.“7°

In diesem Sinne erforscht das FAKE-ID-Projekt — neben Detektionstools
fir Strafverfolgungsbehorden und Gerichte — Deepfake-Detektionstools fiir
den Gebrauch durch Privatpersonen. Damit konnte der breiten Offentlich-
keit die Moglichkeit geboten werden, KI-generierte Bild- und Videomani-
pulationen ebenfalls KI-basiert zu identifizieren.

Obgleich die meisten groflen sozialen Netzwerke entweder verpflichtet
sind’! oder ,sich bemithen”,”2 Online-Inhalte, die auf ihren Plattformen
verbreitet werden, hinsichtlich einer méglichen Verfilschung zu Gberpra-
fen, mussen die Grenzen einer solchen Selbstverpflichtung stets mitbe-
dacht werden. Letztendlich verfolgen Grokonzerne allem voran kommer-
zielle Ziele, die einer Detektion von Deepfakes entgegenstehen konnen.

6. Fazit

Dieser Beitrag hat gezeigt, dass Deepfakes zunehmend ausgereift sind und
daher fur Betrachter:innen oft nur schwer erkennbar ist, ob Videos und
Bilder echt, manipuliert, gefilscht oder sogar frei erfunden sind. Bislang
stiitzen sich die Erkenntnisse tGber die Risiken, die Deepfakes fir demo-
kratische Entscheidungsprozesse darstellen konnen, vorwiegend auf Schil-

70 European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, VIIIL

71 Z. B. République Frangaise, Loi N°2018-1202 du 22 décembre 2018 relative a la
lutte contre la manipulation de 'information, Art. L. 163-1.

72 Facebook Transparency Center, Kontointegritit und authentische Identitit, 2021;
Facebook Transparency Center, Falschmeldungen, 2021.
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derungen von einzelnen Vorkommnissen. Jedoch kann damit gerechnet
werden, dass Kl-generierte Deepfakes und daher auch Manipulationen zu-
nehmend schwer erkennbar sind. Die Herstellung von Transparenz und
damit auch die Deepfake-Detektion werden infolge dieser Entwicklung zu
Instrumenten der Demokratiesicherung.

Trotz der nachvollziehbaren Befiirchtungen und Sorgen, insbesondere
mit Blick auf demokratische Meinungsbildungsprozesse, die KI in der
Gesellschaft hervorrufen, sollten aber auch demokratisierende Potentiale
von KI-Anwendungen nicht Gbersehen werden:

“Properly designed Al-based accountability tools could probably be-
come the most effective strategy to rebalance the newly structured
governance playing field, regain citizens’ ownership of democratic
decision-making and ensure a community of knowledge and commit-
ment.“73

Wie Eyal Benvenisti es formuliert, besteht die eigentliche Herausforderung
nicht darin, KI als Phinomen unserer Zeit willkommen zu heiflen oder
abzulehnen. Vielmehr geht es darum, Kl-basierte Anwendungen aktiv
mitzugestalten. Dabei gilt es, einerseits das technische Potential von KI-
gestutzten Programmen zu optimieren, andererseits aus einer rechtsstaat-
lichen Perspektive heraus zu reflektieren, welche Auswirkungen solche
KlI-basierten Anwendungen auf die Grund- und Menschenrechte sowie
auf demokratische Entscheidungsprozesse haben konnen. Das interdiszi-
plinare FAKE-ID-Projekt verfolgt das Ziel, zur Umsetzung dieses technisch-
rechtlich-ethischen Balanceaktes beizutragen.

Grundsitzlich erscheint es moglich, durch KI verursachten Risiken mit
ebenfalls Kl-basierten Losungen zu begegnen. Insbesondere in Anbetracht
der enormen Geschwindigkeit, mit der riskante KI-Anwendungen ent-
wickelt werden, erscheint es dringend notwendig, Kl-basierte Schutzwerk-
zeuge zu konzipieren. Gleichzeitig gilt es, auch bei der Erforschung und
Entwicklung grundrechts- und demokratieschiitzender KI-Anwendungen
die den KI-Tools inhirenten Risiken und Unsicherheiten zu reflektieren
und zu minimieren.

73 Benvenisti, European Journal of International Law 2019, 1089.
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KI-Losungen gegen digitale Desinformation: Rechtspflichten
und -befugnisse der Anbieter von Social Networks

Lena Isabell Lober

Zusammenfassung

Digitale Desinformation und algorithmenbasierte Manipulationen wie So-
cial Bots und Deepfakes bergen Risiken fur zahlreiche individuelle und
gesellschaftsbezogene Rechtsgiiter und fordern insbesondere den indivi-
duellen und offentlichen Meinungsbildungsprozess heraus. KI-Lésungen
sind essenzielle Instrumente, um solche schadlichen Inhalte und Mani-
pulationstechniken in Social Networks zu detektieren. Die mit ihrem
Einsatz verbundenen Risiken fir Kommunikationsgrundrechte und Mei-
nungspluralitit sind durch manuelle Nachkontrollen automatisiert ermit-
telter Treffer und einen verfahrensbasierten Grundrechtsschutz einzuhe-
gen. Zudem sind schirfere Transparenzvorgaben und Aufsichtsstrukturen
erforderlich, um den Risiken der technisch-organisatorischen Gestaltungs-
und Entscheidungsmacht groffer Anbieter von Social Networks z. B. im
Rahmen der algorithmischen Empfehlungssysteme zu begegnen. Im Hin-
blick auf den erheblichen Wissensvorsprung der Anbieter hat das nationa-
le Gesetzesrecht mit neuen Regelungen im Medienstaatsvertrag und Netz-
werkdurchsetzungsgesetz zu einigen Transparenzsteigerungen gefiihre, die
jedoch gerade beim Themenkomplex Desinformation weitestgehend vage
bleiben. Demgegeniiber sind auf EU-Ebene im Rahmen der Entwiirfe fiir
die KI-Verordnung und den Digital Services Act neben dem deutschen
Recht zum Teil sehr dhnlichen Regelungen auch weitergehende Pflichten
vorgesehen, die einen wichtigen Beitrag zu einem ganzheitlicheren Ansatz
im Umgang mit digitaler Desinformation leisten konnten.

1 KI-Losungen als unverzichtbare Instrumente zur Eindammung von
Desinformation

Die algorithmenbasierte Informationssteuerung global agierender Social
Networks nimmt Einfluss auf die Verbreitung und Wahrnehmbarkeit
von Desinformation. Auch zur Detektion von digitaler Desinformation
setzen die Anbieter auf KI-Lésungen. Thre technische und organisatorische
Entscheidungsmacht wirft Fragen zum Umgang mit den Risiken fiir die
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Grundrechtssphiren der Nutzer auf und begriindet das Erfordernis, die
Voraussetzungen fiir einen rechtskonformen Einsatz solcher Technologien
zur Eindimmung von Desinformation niher zu beleuchten.!
Desinformationen koénnen sich negativ auswirken auf den 6ffentlichen
Diskurs, die offentliche Gesundheit oder Sicherheit, die politische Beteili-
gung sowie Personlichkeitsrechte Dritter. Sie konnen Hate Storms verursa-
chen, Individualrechte verletzen und zu einer irreversiblen Rufschadigung
betroffener Personen und Institutionen fithren. Strategisch eingesetzte
Desinformationen konnen Hass und Zwietracht sien und darauf zielen,
den politischen Gegner zu destabilisieren oder gar Teil hybrider Kriegsfiih-
rung sein. In normativer Hinsicht ist insbesondere eine polarisierende
Wirkung problematisch, weil sie die Kompromissfindung, die existenziell
fur Demokratien ist, erschwert.2 Bei einer kontinuierlichen Konfrontation
mit Desinformationen und sich widersprechenden Informationen kénnen
das Streben nach Wahrheit, Wahrhaftigkeit und Erkenntnisgewinn als
Diskursnormen an Bedeutung in der Offentlichkeit einbufen.? Insbeson-
dere Desinformationen, die Teil (rechts-)extremer Hasspropaganda sind,
konnen radikalisierend wirken und fiir Anhanger als Grundlage dienen,
um reale Gewalt zu legitimieren.* Weiterhin konnen gesundheitsbezoge-
ne Desinformationen wesentlich zu einer ,Infodemie® in Bezug auf Co-
vid-19 beitragen,’ zu Selbstschadigungen infolge der Einnahme eines ver-
meintlichen ,Wundermittels“ fihren oder bewirken, dass der Gebrauch
bewahrter, evidenzbasierter medizinischer Methoden, Therapien und Me-
dikamente abgelehnt wird und dadurch eine Schadigung der Gesundheit
oder sogar lebensbedrohliche Folgen eintreten®. Auch konnen Desinfor-
mationen die Glaubwirdigkeit der Wissenschaft untergraben, wenn ent-
gegen eines sehr breiten wissenschaftlichen Konsenses offentlichkeitswirk-

1 Teile dieses Beitrags wurden bereits in einer Kurzfassung veréffentlicht im Blogbei-
trag Lober, KI-Losungen gegen Desinformation in Social Networks — Fragen des
grundrechtskonformen und transparenten Einsatzes.

2 Stark/Stegmann, Are Algorithms a Threat to Democracy?, 2020, 15.

3 Jaster/Lanius, in: Hohlfeld u. a. (Hrsg.), Fake News und Desinformation, 2020, 245
(260) m.w.N.; Kajewski, ZfP 2017, 454 (454£.).

4 Naher etwa Ipsen u. a., Bericht Rechtsextremismus im Netz 2020/21, 2021, 10ff.
Ein besonders dramatisches Beispiel ist der Anschlag von Hanau im Februar 2020,
bei dem zehn Menschen von einem zutiefst rassistischen Tater ermordet wurden,
der Verschworungstheorien in Social Networks verbreitete, die auch Teil des QA-
non-Verschworungsnarrativs sind. S. dazu Huesmann, RND vom 11.4.2020.

5 Naher Islam u. a., Am. . Trop. Med. Hyg., 103(4), 2020, 1621 (1621 ff.).

6 Nibher Feldwisch-Drentrup/Kubrt, Schlechte und gefihrliche Gesundheitsinformatio-
nen, 2019, 8 ff.
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sam gegenteilige Behauptungen als Auswuchs einer grundlegenden anti-
wissenschaftlichen und antimedizinischen Haltung aufgestellt werden, z.B.
in Bezug auf den menschengemachten Klimawandel” oder hinsichtlich
Krankheiten und ihrer Ursachen.?

Fir die wirksame Eindimmung von digitaler Desinformation als sehr
vielschichtiges Problem mit einer ganzen Reihe tiefergehender Ursachen
und Wirkungen ist die Einbeziehung einer Vielzahl von Akteuren auf
diversen gesellschaftlichen, politischen und rechtlichen Ebenen unerléss-
lich. Einen groflen Beitrag zur Adressierung von Teilen dieses Problems
konnen die Anbieter von Social Networks leisten, deren Kommunikations-
plattformen zu den wichtigsten Verbreitungskanilen von digitalen Desin-
formationen, Verschworungsmythen und Hassreden zihlen.!? Sie haben,
anders als Auffenstehende, die Moglichkeit, auch koordinierte Desinfor-
mationskampagnen aufzudecken und die Verbreitung schadlicher Inhalte
mittels algorithmischer Verfahren zu reduzieren. Sowohl die schiere Masse
von Beitragen als auch die Geschwindigkeit, mit der sich Desinformatio-
nen und (andere) rechtswidrige Inhalte tber das Internet und speziell
Social Networks verbreiten, bedingen den Bedarf, automatisierte Erken-
nungs- und Filtersysteme zu entwickeln und einzusetzen. Auch fir die
Aufdeckung technisch fortgeschrittener Manipulationsmoglichkeiten, wie
Social Bots und Deepfakes, sind technische Losungen unverzichtbar.!!

Diese sehr nttzlichen, aber auch risikobehafteten Werkzeuge halten in
erster Linie die Anbieter der globalen, privaten Online-Plattformen fest in
ihren Handen. Sie wenden KI-Technologien zum einen an, um einer recht-
lichen Pflicht zur Unterbindung von Rechtsverletzungen nachzukommen,
und zum anderen als privatautonome Mafinahme, um plattformeigene
Hausregeln (,Community Richtlinien, ,,Gemeinschaftsstandards® etc.)
durchzusetzen und das Netzwerk fiir Nutzende und Werbekunden attrak-
tiv zu halten. Beispielsweise gibt YouTube an, dass von Oktober bis De-
zember 2021 99,5 Prozent der entfernten Kommentare von automatischen

7 Vgl. dazu jaster/Lanius, in: Hohlfeld u. a. (Hrsg.), Fake News und Desinformati-
on, 2020, 245 (259f.).
8 S. zum Bestreiten von Krankheiten und ihren Ursachen Seth Kalichman in Krizn-
geel, Spiegel Online vom 16.2.2021.
9 Léber/RofSnagel, in: Steinebach u. a. (Hrsg.), Desinformation aufdecken und be-
kimpfen, 2020, 149 (187).
10 Lazer u. a., Science 359 (2018), 1094 (1095); Vosough:s u. a., Science 359 (2018),
1146 (1146 ft.).
11 Zu technischen Detektionsmoglichkeiten von Desinformation s. etwa Halvani
u. a., in: Steinebach u. a. (Hrsg.), Desinformation aufdecken und bekiampfen,
2020, 101 ff.
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Meldesystemen erkannt wurden.!? Zu unterscheiden ist zwischen vollauto-
matisierten und teilautomatisierten Verfahren: Wihrend bei vollautomati-
sierten Verfahren die Erkennung, Entfernung oder das Downranking von
Desinformation in Texten und Bildern sowie von Deepfakes und Social
Bots ohne menschliche Beteiligung erfolgen, ibernehmen beim teilauto-
matisierten Einsatz Menschen die einzelfallbezogene Interpretation und
Uberpriifung der von technischen Systemen erzeugten Meldungen.

2 Technikimmanente Erkenntnisgrenzen und Ristken der KI-Systeme

Der Filtereinsatz zur Eindimmung von Desinformation birgt jedoch ei-
nige Konfliktpotenziale, von denen vorliegend die Problematik falsch-po-
sitiver Treffer und die mit der enormen technisch-organisatorischen Ge-
staltungs- und Entscheidungsmacht der Social Networks einhergehenden
Risiken fokussiert werden.

2.1 Problematik der Febltreffer

Trotz immer leistungsfahigerer Systeme kann das Risiko falsch-positiver
Treffer in der Regel nicht vollstindig ausgeschlossen werden. Fehltreffer
konnen beispielsweise von der Meinungs- und Kunstfreiheit geschiitzte
satirische Darstellungen sein, deren Entfernung weder nach Gesetzesrecht
noch nach den privatautonomen Regeln der Anbieter gerechtfertigt ist.
Die technischen Systeme konnen nicht wie Menschen unter Berticksichti-
gung des Gesamtzusammenhangs der Auferung zwischen einer Tatsachen-
behauptung und einer Meinung unterscheiden, geschweige denn beurtei-
len, ob eine Tatsachenbehauptung und eine Meinung im engeren Sinne
sinnstiftend miteinander verbunden sind, sodass die Auferung insgesamt
als geschutzte Meinungsiuferung anzusehen ist.’® Aufgrund technikim-
manenter Erkenntnisgrenzen konnen sie auch nicht wie Menschen den
Wahrheitsgehalt einer Tatsachenbehauptung priifen oder eine Abwigung
der widerstreitenden Grundrechtspositionen leisten. Entsprechendes gilt
fur das in der Abwigung anzusetzende Gewicht der Meinungsfreiheit,
das umso hoher ist, je mehr es sich um einen Beitrag zur offentlichen

12 S. Google, YouTube-Community-Richtlinien und ihre Anwendung, 2022.
13 S. zur stind. Rspr. nur BVerfGE 90, 241 (248); 61, 1 (9); 85, 1 (15f.).
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Meinungsbildung handelt, und umso geringer, je mehr es lediglich um
emotionalisierende Stimmungsmache gegen einzelne Personen geht.'#

Wie zuverlassig die Anbieter von Social Networks bestimmte Inhalte
und Manipulationen detektieren und welche Werte sie fur die automati-
sierte Entfernung oder die Einordnung als potenzielle Desinformation
oder Hassrede voraussetzen, ist nicht bekannt. Im Unterschied zu externen
Forschenden verfiigen sie tiber eine riesige Menge an Trainingsdaten sowie
tiber grofe Personalressourcen und die Mittel, Innovationen zu titigen,
sodass von hoheren Trefferquoten als in der externen Forschung auszuge-
hen ist. Die riesigen Datenpools, mit denen lernfihige Systeme fiir ganz
unterschiedliche Einsatzzwecke (z. B. Erkennung von Desinformation und
Hassrede, aber auch zur Erstellung von Personlichkeitsprofilen und fiir
individualisierte Werbung) trainiert und evaluiert werden, liegen in der
Hand der globalen, privaten Online-Plattformen, die ihren Datenschatz
nur fiir eigene Zwecke nutzen und bei denen ausreichende Schutzvorkeh-
rungen fir betroffene Personen zur Kontrolle tiber ihre personenbezoge-
nen Daten fehlen.!

2.2 Technisch-organisatorische Gestaltungs- und Entscheidungsmacht

Dariiber hinaus nimmt die Informationssteuerung und -biindelung durch
algorithmische Entscheidungsfindung wirkmachtiger Social Networks er-
heblichen Einfluss darauf, welche meinungsbildungsrelevanten Inhalte
wie wahrgenommen werden. Eine gewisse Diskursstrukturierung wird von
Nutzenden aufgrund der Informationsflut im Internet erwartet. Jedoch
liegt ein erhebliches Risiko darin, dass Technik im Allgemeinen und KI-
Systeme im Speziellen eine besonders grofSe Macht kennzeichnet, die nicht
selten verkannt wird und sich auch daraus speist, dass ihr der Machtfaktor
nicht anzusehen ist, da sie sehr neutral wirkt.'¢ Die Technik des Internets
hat die Verwirklichungsbedingungen von (Kommunikations-)Grundrech-
ten und Demokratie verandert — in einiger Hinsicht konnten und kénnen
sie verbessert werden, in anderer Hinsicht sind sie neuen internet- und
anbieterspezifischen Gefahrdungspotenzialen ausgesetzt.!” So entscheiden
die Anbieter mit den von ihnen ausgerichteten Algorithmen und den

14 BVerfG, NJW 2020, 2622 Rn. 29 m.w.N.; BVerfG, GRUR-RS 2021, 44392 Rn. 31.

15 S. zu dieser Problematik Rofnagel, Datenspenden fir KI — Vertrauen nur mit
Grundrechtsvorsorge.

16 RofSnagel, MMR 2020, 222 (222) m.w.N.

17 Vgl. Rofnagel, MMR 2020, 222 (225).
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fir die Nutzung aufgestellten Bedingungen, Regeln sowie deren Vollzug
tiber Verwirklichungsbedingungen von Grundrechten im digitalen Raum
und folglich tber Grundlagen individueller und gesellschaftlicher Frei-
heit.!® Durch ihre technisch-organisatorische Gestaltungs- und Entschei-
dungsmacht konnen sie die mediale Offentlichkeit in schidigender oder
zumindest nicht transparenter Weise strukturieren.

Seit einiger Zeit steht der — nunmehr von der Whistleblowerin Fran-
ces Haugen gestiitzte — Vorwurf im Raum, Facebook setze prioritir auf
Wachstum und Werbeeinnahmen und nehme dafiir bewusst in Kauf, Ma-
nipulationsversuche nicht hinreichend zu bekimpfen und Algorithmen
einzusetzen, die spalterische und schadliche Inhalte fordern, da sie beson-
ders viele Nutzerreaktionen verursachen.!” Konkret beschuldigen Vertrie-
bene der Rohingya aus Myanmar Facebook in beispiellosen Sammelklagen
auf Schadensersatz von rund 150 Milliarden Dollar. Facebooks Algorith-
men und die unterlassene Eindimmung von Hetze und Desinformation
sollen reale Gewalt gegen sie angefacht haben.?

Die ohnehin schon eingelautete Phase der stirkeren Regulierung der
Internetgiganten erhielt durch diese Enthallungen nochmals Aufwind.
Dies gilt nicht nur speziell mit Blick auf digitale Desinformation und
Hetze, sondern ebenfalls fiir die Rahmenbedingungen, Algorithmen und
KI. Denn klar dirfte mittlerweile jedem sein: Wer die Macht tiber die tech-
nische, organisatorische und inhaltliche Gestaltung der Social Networks —
und damit tber zentrale Kommunikationskanale unserer heutigen Zeit —
hat, trigt eine enorme gesellschaftliche Verantwortung fiir das friedliche
Miteinander und die Funktionsfihigkeit demokratischer Abliufe.?!

3 KI-Einsatz in der Internet(selbst)regulierung als Balanceakt

Um diese Risiken fir die Grundrechtssphiren der Nutzenden moglichst
effizient zu reduzieren sowie Meinungspluralitit und den unverfalschten
Meinungsbildungsprozess als Grundpfeiler der Demokratie zu schitzen,
bedarf es mehrerer, ineinandergreifender und sich erginzender Losungsan-

18 Rofnagel, MMR 2020, 222 (223).

19 S. etwa Tagesschau vom 5.10.2021.

20 In Myanmar stellt sich die Internetnutzung und das Informationsrepertoire der
Menschen anders dar als z. B. in Deutschland. Es soll dort gleich viele Internet-
und Facebook-Nutzer geben — Facebook ist wohl fir viele Menschen dort die
Hauptinformationsquelle. S. Kreye, Siiddeutsche Zeitung vom 7.12.2021.

21 Kiibling, ZUM 2021, 461 (461).
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satze, die eine rechtliche Querschnittsmaterie betreffen. Dabei muss die In-
ternet(selbst)regulierung, die sich zunehmend des Einsatzes von KI be-
dient, den schwierigen Balanceakt vollziehen, dass der Einsatz nicht selbst
eine Rechtsverletzung birgt (etwa Verstof§ gegen das datenschutzrechtliche
Verbot automatisierter Einzelentscheidungen) oder herbeifiihrt (etwa Ent-
fernung eines rechtmafSigen, von Art. 5 Abs.1 GG geschitzten Beitrags)
und zudem Nutzende nicht in Unkenntnis dartiber gelassen werden, dass
und in welcher Art und Weise sie automatisierten Entscheidungen ausge-
setzt sind. Den Online-Plattformen auferlegte ,Filterpflichten® sowie
rechtliche Grenzen des KI-Einsatzes verfassungsrechtlicher, medienrechtli-
cher und datenschutzrechtlicher Natur und Transparenzverpflichtungen
etwa aus dem Medienstaatsvertrag (MStV) und dem Netzwerkdurchset-
zungsgesetz (NetzDG) adressieren diese Herausforderungen mittelbar und
unmittelbar.

Der (technische) Umgang mit Desinformationen ist gesetzlich nicht
spezifisch geregelt. Denn die freiheitlich-demokratische Grundordnung
vertraut darauf, dass im Prozess der Meinungsbildung und geistigen Aus-
einandersetzung auch drastische, extreme Positionen sowie Falschinforma-
tionen durch Gegenrede relativiert werden,?? sodass sich im Ergebnis die
»Macht der Vernunft“ und die verntnftigste Meinung durchzusetzen ver-
mag.?3 Der Meinungskampf und die Bildung von Willensentscheidungen
werden verstanden als ,,process of trial and error®, der ,nicht immer objek-
tiv richtige Ergebnisse® liefert, aber doch ,durch die stindige gegenseitige
Kontrolle und Kritik die beste Gewahr fir eine (relativ) richtige politische
Linie als Resultante und Ausgleich zwischen den im Staat wirksamen
politischen Kriften gibt“.24 Diese Verfassungserwartung zeigt, dass aus den
Kommunikationsgrundrechten keine generelle ,,Wahrheitspflicht“ folgen
kann.?* Jenseits rechtswidriger AufSerungen vor allem aus den Bereichen
des Strafrechts und Personlichkeitsrechts sind die Aufgaben des Staates da-
her sehr begrenzt und richten sich mafgeblich auf die Aufrechterhaltung
der Bedingungen fir die Selbstorganisation gesellschaftlicher Kommuni-
kation.?¢ Dem Grundsatz der staatlichen Zurtckhaltung folgend greift die

22 Etwa Klein, in: Durig u. a. (Hrsg.), Grundgesetz-ZKommentar, 2020, Art. 41 GG
Rn. 123.

23 Vgl. Kloepfer, in: Isensee/Kirchhof (Hrsg.), HStR III, 2005, § 42, Rn. 14.

24 BVerfGE 5, 85 (135); 69, 315 (345f.).

25 Jestaedt, in: Merten/Papier (Hrsg.), 2011, §102, Rn.36; Degenhart, in: Bonner
Kommentar zum GG, 2021, Art. 5 Abs. 1 und 2 Rn. 118.

26 Lober/Rofinagel, in: Steinebach u. a. (Hrsg.), Desinformation aufdecken und be-
kimpfen, 2020, 149 (187).
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Regulierung erst dort ein, wo die Krifte der gesellschaftlichen Auseinan-
dersetzung nicht ausreichen, und soweit es darum geht, notwendige Rah-
menbedingungen, u. a. fir einen verninftigen, transparenten Umgang mit
den KI-Systemen und der Content-Moderation machtiger Online-Plattfor-
men im digitalen Raum, zu schaffen.

3.1 Verpflichtender Einsatz bei duplizierten und sinngleichen Inbalten

Diese Herausforderungen und Losungsansitze zeigen sich beispielsweise
im Rahmen der Rechtsprechung und Debatte zur Auferlegung von Pflich-
ten an Diensteanbieter wie Facebook, zukunftsgerichtet nicht nur die
Weiterverbreitung eines konkreten rechtswidrigen Inhalts, etwa einer ver-
leumderischen Falschbehauptung, zu verhindern, sondern auch Duplikate
und sogar sinngleiche Beitrige anderer Nutzer (weltweit) zu entfernen.?”
Schlieflich konnen die technischen Erkennungssysteme verhindern, dass
Betroffene gegen jeden einzelnen duplizierten und dhnlich-duplizierten
Beitrag separat vorgehen mussen — bei Desinformationskampagnen und
Shit Storms angesichts der Funktionslogiken im digitalen Raum ein oft-
mals aussichtsloses Unterfangen. Die beeintrichtigende Wirkung einer
Auferung ist gesteigert, wenn sie in wiederholender und anprangernder
Weise sowie besonders sichtbar im Internet als verstirkendem Medium
unter Beriicksichtigung der konkreten Breitenwirkung getatigt wird.8

In der nationalen Rechtsprechung legt der BGH Diensteanbietern bei
Hinweisen auf klare Rechtsverletzungen bereits seit einigen Jahren Filter-
pflichten auf. Danach kann eine Verpflichtung zur notwendigen, auto-
matischen Kontrolle aller Inhalte, z. B. mit Wortfiltern, um Duplikate
und dhnlich klare Rechtsverletzungen zu unterbinden, zumutbar sein, wo-
bei eine manuelle Nachkontrolle auf bestimmte, vorab gefilterte Inhalte
beschrinkt sein muss.?” Mit dieser Rechtsprechung wurden dem Wettbe-
werbs-, Urheber- und Markenrecht entspringende Unterlassungsanspriiche
auf im Kern gleichartige Verletzungshandlungen erstreckt.?® Die Ubertrag-

27 Vgl. EuGH, Urt. v. 3.10.2019 - C-18/18, ECLL:EU:C:2019:821 — Glawischnig-Pie-
sczek/Facebook.

28 BVerfG, NJW 2020, 2622 Rn. 34; NJW 2020, 300 Rn. 125.

29 BGH, ZUM 2013, 874 Rn. 61.

30 Vgl. zu manuellen Entfernungen gleichartiger Verstofe BGH, NJW 2019, 1142
Rn. 18 ff.; BGH, MMR 2014, 190 Rn. 18; BGH, MMR 2011, 385 Rn.26; BGH,
NJW-RR 2006, 1048 Rn. 36.
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barkeit auf Sachverhalte aus dem Auflerungsrecht ist jedoch noch nicht ge-
klart.3!

Indessen hat der EuGH vor dem Hintergrund der Auslegung des Ver-
bots allgemeiner Uberwachungspflichten fiir Host-Provider gemaf Art. 15
E-Commerce-RL entschieden, dass im Nachgang zu einer Rechtsverlet-
zung Diensteanbieter grundsitzlich verpflichtet werden kénnen, auch
wort- und sinngleiche Inhalte zu verhindern. Eine tibermifige, Art. 15 E-
Commerce-RL zuwiderlaufende Verpflichtung kénne dadurch verhindert
werden, dass die Uberwachung und Nachforschung ,auf die Informatio-
nen beschrankt sind, die die in der Verfiigung genau bezeichneten Einzel-
heiten enthalten” und dass ,ihr diffamierender Inhalt sinngleicher Art den
Hosting-Anbieter nicht verpflichtet, eine autonome Beurteilung vorzuneh-
men, so dass er auf automatisierte Techniken und Mittel zur Nachfor-
schung zuriickgreifen kann“.3? Folglich verlauft nach der Judikatur des
EuGH die Grenze der Verpflichtung dort, wo der Anbieter zu einer auto-
nomen Entscheidung gezwungen wire, auch um die unternehmerische
Freiheit hinreichend zu beriicksichtigen. Allerdings war in dem betreffen-
den Fall gerade keine komplexe Interessenabwigung erforderlich, da es
sich um eindeutige Beleidigungen handelte.33 Daher blieb offen, wie weit
die Verhinderungspflichten in weniger eindeutigen duflerungsrechtlichen
Fallen reichen und inwieweit das Risiko von Fehltreffern hingenommen
oder durch manuelle Nachkontrollen abgefedert werden miisste. Dabei
steht die Rechtsprechung vor der Herausforderung, dass sie kaum abschit-
zen kann, wie zuverlassig die technischen Erkennungssysteme der Anbie-
ter tatsachlich funktionieren und inwieweit in konkreten Fallen die Verlet-
zung von Kommunikationsgrundrechten durch eine automatisierte Filte-
rung droht.

3.2 Reichweite der Befugnisse bei privatautonomen Mafsnahmen
Auch die Anbieter von Social Networks haben bei der Content-Moderati-

on einen duflerst schwierigen Balanceakt auszufiihren. Erwecken sie den
Eindruck, zu viel zu entfernen, sind sie dem Vorwurf ausgesetzt, den fiir

31 Offen gelassen BGH, NJW 2019, 1142 Rn. 18 ff. zur Wortberichterstattung; wohl
bejahend in BGH, ZUM-RD 2019, 203 Rn. 44. Vgl. auch Specht-Riemenschneider,
MMR 2019, 801 (801f.); LG Wiirzburg, MMR 2017, 347 (349).

32 EuGH, Urt. v. 3.10.2019 — C-18/18, ECLI:EU:C:2019:821, Rn. 46 — Glawischnig-
Piesczek/Facebook.

33 Ebenso Spindler, NJW 2019, 3274 (3275).
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die offentliche Meinungsbildung essenziellen ,Kampf der Meinungen®
nicht zuzulassen, Kommunikationsgrundrechte nicht zu achten und sich
vertragswidrig gegenuber betreffenden Nutzenden zu verhalten. Tun sie
zu wenig, werden sie kritisiert, Hass, Hetze und Desinformation zu dulden
sowie zur Verfilschung des Meinungsbildungsprozesses beizutragen und
riskieren eine Inanspruchnahme etwa auf Schadensersatz, Unterlassung so-
wie eine mogliche strafrechtliche Verantwortlichkeit.3* Im Rahmen ihrer
weitreichenden privatautonomen Befugnisse konnen sie die Online-Platt-
form grundsatzlich unter Achtung der allgemeinen Gesetze frei gestalten
und freiwillig auch Gber bestehende gesetzliche Regeln hinaus Sanktionen
fir bestimmte Inhalte, Manipulationen und Formen von Desinformatio-
nen vorsehen.?S Die in ihren Nutzungsbedingungen aufgestellten Regeln
dirfen sich nach umstrittener, aber iiberzeugender Auffassung auf nur
AGB-widrige — und nicht zugleich gesetzeswidrige — Inhalte erstrecken,
wobei sie die mittelbaren Grundrechtsgefihrdungen, namentlich die Kom-
munikationsgrundrechte der Inhalteersteller, die Grundrechtssphire der
von einer versagten Rezeption und Anschlusskommunikationen betroffe-
nen Nutzenden, das allgemeine Personlichkeitsrecht sowie das Gleichbe-
handlungsgebot, hinreichend berticksichtigen miissen.3¢

In jedem Fall missen Maffnahmen wie die automatisierte und nichtau-
tomatisierte Entfernung von Beitrigen oder die Sperrung von Nutzerkon-
ten auf Basis klarer, vorab formulierter Kriterien sowie zumutbarer An-
strengungen zur Aufklirung des Sachverhalts, zu denen auch verfahrens-
rechtliche Absicherungen gehoren, erfolgen.’” Mit zunehmender Macht,
gesellschaftlicher Relevanz und Einflussnahme auf die Kommunikations-
prozesse steigt das Ausmaf$ der rechtlichen Verpflichtung der Anbieter.3
Je grofer, wirkmachtiger, ,unausweichlicher die Online-Plattformen
sind, desto hohere Anforderungen sind auch an die Zuverlassigkeit ihrer
automatisierten Systeme und Entscheidungen sowie die vorzusehenden
technischen und rechtlichen Schutzmaffnahmen zu stellen. Staatliche Be-
fugnisse sind hier, jedenfalls soweit es nicht um nachweisliche strukturel-
le Meinungsvielfaltsgefihrdungen durch Filtersysteme geht, vornehmlich

34 Vgl. BGH, NJW 2021, 3179 Rn. 77.

35 Lober/RofSnagel, MMR 2019, 71 (75); Dreyer u. a., Desinformation, 2021, 45.

36 Bestatigt von BGH, NJW 2021, 3179 Rn. 58 ff. m.w.N.; Ingold, in: Unger/v. Un-
gern-Sternberg (Hrsg.), Demokratie und Kinstliche Intelligenz, 2019, 183 (198).

37 Vgl. BGH, NJW 2021, 3179 Rn. 79 ff.; BVerfG, NJW 2018, 1667 Rn. 46 ff.

38 Vgl. BVerfGE 128, 226 (248 ff.); verstarkt durch BVerfG, NJW 2015, 2485 (2486);
s. auch Lober/Rofsnagel, in: Steinebach u. a. (Hrsg.), Desinformation aufdecken
und bekampfen, 2020, 149 (173).
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darauf gerichtet, diese privatautonomen Verfahren gesetzlich zu rahmen
und die Beachtung grundrechtssichernder Mindeststandards im Sinne der
Kommunikationsgrundrechte sicherzustellen.?®

3.3 Technische und rechtliche Mechanismen zum Schutz der
Kommunikationsgrundrechte

Durch den Einsatz von Filtertechnologien zur Eindimmung von Desinfor-
mation darf es nicht zu unverhiltnismifigen Grundrechtseingriffen kom-
men. Wichtige Schutzmechanismen stellen insbesondere ein wirksames
Zusammenspiel von automatisierter Filterung und manueller Kontrolle
sowie ein verfahrensbasierter Grundrechtsschutz dar. So erméglicht die Pa-
rametrisierung der Erkennungs- und Filtersysteme verschiedene Reaktions-
mdoglichkeiten, die nicht lediglich ein binires System darstellen, sondern
abhingig von Ubereinstimmungs- bzw. Wahrscheinlichkeitswerten gestuf-
te Maflnahmen und sowohl vollautomatisierte als auch teilautomatisierte
Reaktionen in verschiedenen Auspragungen umfassen. Auf diese Weise
konnen z. B. vollautomatisierte Filterungen nur bei eindeutigen, auferst
hohen Ubereinstimmungswerten ausgefithrt und bei weniger eindeutigen
Ergebnissen die menschliche Uberpriifung durch geschultes Personal so-
wie die Moglichkeit zur Stellungnahme fir die beteiligten Personen ini-
tiiert werden.*® Bereits die Annaherung an richtige Ergebnisse in solchen
teilautomatisierten Verfahren kann einen erheblichen Mehrwert darstel-
len, da die Auffindbarkeit der desinformativen Inhalte und Manipulatio-
nen ermdglicht oder zumindest beschleunigt wird und Fehltreffer im ma-
nuellen Uberprifungsprozess ausgeschlossen werden konnen.*! Aufferdem
kann das KI-System den Mitarbeitenden als Entscheidungshilfe dhnliche
Fille und deren rechtliche Bewertung anzeigen sowie eine Vorsortierung
nach Mustern vornehmen, um den Nutzen des Vorfilterns zu optimieren.
Auch ein starkeres Interagieren von Mensch und KI, bei dem Menschen
die Fehler der KI direkt an diese zurtickspiegeln, kann Falscherkennungen
minimieren.

Ein verfahrensbasierter Grundrechtsschutz ist aufgrund der mittelba-
ren Drittwirkung des Gleichheitssatzes und der Kommunikationsfreihei-

39 So auch Dreyer u. a., Desinformation, 2021, 45; Ingold, in: Unger/v. Ungern-Stern-
berg (Hrsg.), Demokratie und Kiinstliche Intelligenz, 2019, 183 (201).

40 S. Raue/Steinebach, ZUM 2020, 355 (363) in Bezug auf Upload-Filter.

41 Vgl. Kastl, GRUR 2016, 671 (673).
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ten auch bei privatautonomen Maflnahmen der Social Networks notwen-
dig. Er erfordert, dass niedrigschwellige plattforminterne Verfahren und
Moglichkeiten externer auflergerichtlicher Streitschlichtung fiir Nutzende
verfigbar sind, um eine hinreichend bestimmte Tatsachengrundlage der
Entscheidungen sowie ein effektives Vorgehen gegen fehlerhafte Mafinah-
men zu gewihrleisten.*> Geht es um die Entfernung dufSerungsbezogener
Inhalte, gehort zu den Organisations- und Verfahrensvorschriften auch die
Gelegenheit zur Stellungnahme der Inhaltersteller vor Ergreifung der
Mafinahme — jedenfalls abseits sehr eindeutiger Fille und sehr hoher Tref-
ferquoten — sowie die Begriindung von Entscheidungen, um insbesondere
willkiirliche Mafnahmen auszuschliefSen, transparent zu handeln und eine
zumutbare Aufklarung des Sachverhalts durch Menschen vorzunehmen.*?

Angesichts dieser technischen und rechtlichen Méglichkeiten und An-
forderungen, die von Fehltreffern ausgehenden Gefahren fir die Grund-
rechtssphiren der Nutzenden effizient zu reduzieren, fihrt das Risiko
falsch-positiver Treffer auch im sehr grundrechtssensiblen Aufferungsrecht
jedenfalls nicht per se zum Ausschluss solcher Filtertechnologien. Jedoch
ist die Moglichkeit, vollautomatisierte Verfahren rechtsvertriglich einzu-
setzen, hier sehr stark eingeschrinkt und wohl nur bei duferst treffsiche-
ren Ergebnissen, etwa bei Bildern oder Duplikaten eindeutig rechtswidri-
ger Desinformation, in Betracht zu ziehen, um Overblocking zu vermei-
den.

4 Transparenzvorgaben gegen weitreichende Wissensasymmetrien

In Anbetracht des weitreichenden Wissensvorsprungs der Diensteanbieter
hinsichtlich der von ihnen eingesetzten algorithmischen Verfahren sind
Transparenzvorgaben ein zentraler Pfeiler der Regulierung. Transparenz
im Umgang mit Desinformationen ist besonders bedeutsam, um nachvoll-
ziehen zu konnen, in welcher Weise und nach welchen Kriterien die An-
bieter auf den freien Diskurs einwirken und diesen vor Manipulationen
zu schitzen versuchen. Dabei geht es neben Sanktionen, wie das Loschen
und Sperren von Inhalten und Nutzerkonten, um weitere Formen der
Content-Moderation, wie die Kennzeichnung oder das — mitunter fir
Nutzende nicht erkennbare — Downranking von Falschinformationen, bei
denen die Verletzung von Kommunikationsgrundrechten ebenfalls nicht

42 BGH, NJW 2021, 3179 Rn. 79 ff.; Reinhardt/Yazicioglu, DSRITB 2020, 819 (826).
43 Vgl. BVerfG, NJW 2018, 1667 Rn. 46.
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ausgeschlossen ist, und die derzeit nicht spezifisch gesetzlich reguliert wer-
den. Freiwillig zeigen Social Networks indes nur sehr begrenzt Transpa-
renz. In der Regel beschrinken sie sich auf sehr allgemeine, vage Angaben
zum Einsatz von Erkennungs- und Filtersystemen in einem bestimmten
Zeitraum und nicht in Bezug auf konkrete Beitrige oder auf Deutsch-
land.** Solche freiwilligen Transparenzangaben oder Transparenzpflichten
ohne hinreichende Uberpriifbarkeit stehen unter Vergeblichkeitsverdacht,
da sie darauf ausgerichtet sein kdnnen, einer bestimmten, unternehmens-
freundlichen Erzahlrichtung zu folgen.*

4.1 Netzwerkdurchsetzungsgesetz: Informationen zu eingesetzten Verfabren zur
automatisierten Erkennung von Inhalten

Der nationale Gesetzgeber versucht den erheblichen Wissensasymmetrien
mit spezifischen Transparenzpflichten im Netzwerkdurchsetzungsgesetz
und Medienstaatsvertrag abzuhelfen. Im Netzwerkdurchsetzungsgesetz
sind keine spezifischen (Transparenz-)Pflichten im Umgang mit Desinfor-
mation und deren automatisierter Aufdeckung enthalten. Im Hinblick auf
die von Anbietern von Social Networks vorzuhaltenden Beschwerdema-
nagementsysteme zur Entfernung bestimmter rechtswidriger Inhalte in-
nerhalb vorgegebener Fristen sind auch Desinformationen erfasst, soweit
sie Straftatbestinde wie Verleumdung nach § 187 StGB oder Holocaust-
Leugnung nach § 130 Abs. 3 StGB erfillen (vgl. den Katalog in §1 Abs. 3
NetzDG).#*¢ Auflerdem sind die Anbieter gemaff §2 Abs. 2 Nr.2 NetzDG
verpflichtet, allgemeine Angaben zu eingesetzten Verfahren zur automati-
sierten Erkennung von Inhalten, die wegen ihrer gesetzlichen oder vertrag-
lichen Unzuléssigkeit entfernt werden sollen, mitzuteilen. Diese Vorgaben
sollen der Erkenntnis Rechnung tragen, ,dass erhebliche Fortschritte beim
automatisierten Aufspiren von entsprechend unzuldssigen Inhalten ge-
macht worden sind und die Offentlichkeit dariiber an zentraler Stelle in-
formiert werden sollte“.#” Aus dem Gesetzeswortlaut (,automatisierte Er-

44 S. z. B. die Angaben von Google, YouTube-Community-Richtlinien und ihre An-
wendung, 2022.

45 Vgl. Cornils, ZUM 2019, 89 (102), in Bezug auf die Regelungen fiir Medieninter-
medidre im MStV. S. die Enthiillungen des ehemaligen Vize-Marketing-Chefs von
Facebook Boland in Alba/Mac, New York Times vom 20.8.21.

46 S. zu den Verpflichtungen aus dem NetzDG auch Léber/Rofsnagel, in: Steinebach
u. a. (Hrsg.), Desinformation aufdecken und bekampfen, 2020, 149 (168 ft.).

47 BT-Drs. 19/18792, 42.
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kennung®, ,Uberpriifung der Ergebnisse der automatisierten Verfahren
durch den Anbieter”) folgt, dass die Transparenzangaben sowohl fiir voll-
automatisierte als auch fir teilautomatisierte Léschungen oder Sperrungen
zu erbringen sind.*® Dass die Regelung nicht nur Inhalte umfasst, die ge-
setzeswidrig sind, sondern auch solche, die gegen vertragliche Bestimmun-
gen im privatrechtlichen Verhaltnis von Anbietern und Nutzenden versto-
Ben, ist essenziell, da ein Grofdteil der Maffnahmen der Anbieter der
Durchsetzung ihrer Nutzungsbedingungen dient. Beispielsweise hat Face-
book bereits im Gesetzgebungsverfahren klargestellt, dass es ,,Technologie
zur automatischen Erkennung von Inhalten einsetzt, die den Gemein-
schaftsstandards von Facebook widersprechen®, nicht jedoch fiir eine Pri-
fung, ob sie deutsches Recht verletzen.*

Obgleich die Regelung den Umgang mit Desinformationen nicht expli-
zit aufgreift, gehoren automatisierte Verfahren zur Erkennung von Desin-
formationen, die entfernt werden sollen, zu den Verfahren gemif§ §2
Abs. 2 Nr. 2 NetzDG. Indes ist angesichts der vagen Bestimmungen frag-
lich, inwieweit der Vorschrift eine Pflicht zu entnehmen ist, nahere Infor-
mationen zu diesen Verfahren vorzulegen. Wegen der Begrenzung auf all-
gemein gehaltene Informationen steht nicht zu erwarten, dass sie eine
Uberpriifung zuliefen, ob und inwieweit sie tatsachlich rechtskonform ge-
staltet und eingesetzt werden. Als echte KontrollmaGstibe sind diese Vor-
gaben kaum geeignet. Zumindest konnen die Vorgaben daneben als sanf-
ter Anreiz verstanden werden, die ohnehin eingesetzten technischen Syste-
me besonders sorgsam und grundrechtsschonend einzusetzen. Dafiir
spricht beispielsweise, dass die Anbieter tber qualititssichernde MafSnah-
men sowie etwaige Uberpriifungen von Filterergebnissen durch Menschen
berichten missen. Diese Mensch-Maschine-Interaktionen sind besonders
relevant fir die Ausfilterung falsch-positiver Ergebnisse und den Grund-
rechtsschutz der Nutzenden.

4.2 Medienstaatsvertrag: grobe Einblicke in Sortier-, Priorisierungs- und
Selektierungsmethoden und Diskriminierungsverbot fiir journalistisch-
redaktionell gestaltete Inhalte

Auch die Transparenzvorgaben fiir Medienintermedidre gemifl §93
Abs. 1, 3 MStV sind sehr weiche Verpflichtungen. Sie sollen dem Schutz

48 S. auch BT-Drs. 19/18792, 42.
49 S. Facebook, Stellungnahme NetzDG-E, 2020, 5.
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der Meinungs-, Angebots- und Anbietervielfalt dienen und verlangen allge-
mein gehaltene Angaben zu Kriterien u. a. Giber die Selektion und Prisen-
tation von Inhalten sowie die Funktionsweise der eingesetzten Algorith-
men. Weder verpflichten sie dazu, Nutzende dartiber zu informieren, wel-
che Kriterien ex-post im konkreten Fall ausschlaggebend fiir die Anzeige
eines Inhaltes waren,*® noch statuieren sie eine spezifische Pflicht, konkret
auf den algorithmusbasierten Umgang mit Desinformation und anderen
Falschinformationen einzugehen. Jedoch sind nach § 93 Abs. 1 Nr. 1 und 2
MStV allgemeine Informationen hierzu mitzuteilen, sofern z. B. der Wahr-
heitsgehalt oder die Seriositit relevante Kriterien fiir Zugang, Verbleib,
Aggregation, Selektion, Prasentation oder Gewichtung von Inhalten sind.
Angesichts der publikumsorientierten ,Einfachheitskonzeption®! der ver-
langten Angaben missen die sehr komplexen Algorithmen, die sich mit
dem Einsatz von KI stindig verindern und wohl nahezu uniiberschaubar
sind,*? in eine sehr einfache Sprache tbersetzt werden. Die starken Verein-
fachungen bergen die Gefahr von (ungewollten) Verfilschungen durch die
Berichtenden und mangelnder Uberpriifbarkeit seitens der Aufsicht. Den-
noch kdnnen die Angaben, jedenfalls soweit sie prizise genug, nicht
schwer verstindlich und leicht auffindbar sind, ein taugliches Mittel dar-
stellen, zumindest grobe Einblicke in Sortier-, Priorisierungs- und Selektie-
rungsmethoden von Medienintermediiren zu erhalten und Nutzende fiir
diese Thematik zu sensibilisieren.

Indes gewihrleisten die Transparenzvorgaben alleine freilich keine Mei-
nungs-, Angebots- und Anbieter- sowie Nutzungsvielfalt auf den digitalen
Kommunikationsplattformen. Im Ubrigen folgt auch aus der strengen mit-
telbaren Drittwirkung per se keine Neutralititspflicht der Anbieter, die
weiterhin Grundrechtsberechtigte sind.’* Zudem ist die Entscheidung der
Nutzenden fir personalisierte Angebote und damit das Risiko, sich in digi-
talen Echokammern zu bewegen, als Ausdruck ihrer Informationsfreiheit
zu berticksichtigen.’* Dementsprechend findet sich in § 94 MStV lediglich
ein Diskriminierungsverbot fiir journalistisch-redaktionell gestaltete Inhal-

50 A.A. Schwartmann u. a., Transparenz bei Medienintermedidren, 2020, 133.

51 Cornils, ZUM 2019, 89 (102).

52 Kritisch und vor diesem Hintergrund eine Informationspflicht iiber die Kriteri-
en des Filterns von Nachrichten als ,regulatorischen Schlag ins Wasser® ableh-
nend Drexl/, ZUM 2017, 529 (537, 541f.); dhnlich Ladeur/Gostomzyk, K&R 2018,
686 (690f.).

53 Ingold, in: Unger/v. Ungern-Sternberg (Hrsg.), Demokratie und Kiinstliche Intelli-
genz, 2019, 183 (200).

54 So auch Martini, Blackbox Algorithmus, 2019, 103, 225.
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te, auf deren Wahrnehmbarkeit die Medienintermediiare besonders hohen
Einfluss haben. Sie durfen nicht entgegen der nach § 93 Abs. 1 bis 3 MStV
zu verdffentlichenden Kiriterien ohne sachlichen Grund systematisch be-
nachteiligt werden. Das Diskriminierungsverbot ist mithin auf die Abwe-
senheit unsachgemafer, rechtswidriger Einflussnahme und Manipulation
hinsichtlich journalistisch-redaktioneller Angebote gerichtet und schreibt
nicht im Sinne eines Must-Carry-Regimes vor, bestimmte Inhalte, denen
ein gesteigertes Offentliches Interesse zukommt, zu transportieren und (pri-
vilegiert) auffindbar zu machen.> Beziiglich der Handhabung von Desin-
formation beinhaltet es keine verpflichtenden und zielgerichteten Vorga-
ben. Es hindert die Anbieter allerdings nicht daran, desinformative Inhalte
auf Grundlage ihrer Nutzungsbedingungen z. B. in der Sichtbarkeit einzu-
schrinken oder zu entfernen, da die Integritit des Dienstes und die jeweili-
gen von Desinformation ausgehenden Risiken fir verschiedene Rechtsgu-
ter sachliche Griinde fir eine unterschiedliche Behandlung der Angebote
darstellen konnen.

Gegenwartig rechtfertigen auch bestehende Diskursfragmentierungen
des offentlichen Meinungsbildungsprozesses es nicht, wirkmachtige Inter-
mediire entgegen ihres Geschiftsmodells und individueller Interessen der
Nutzenden sowie deren Informationsfreiheit zur Privilegierung von Inhal-
ten, denen ein besonderer Mehrwert fur die offentliche Kommunikation
zukommen soll, zu verpflichten.’¢ Es musste plausibel begriindbar sein,
dass die gesamtgesellschaftlich integrierte Rezeption insbesondere von po-
litik- und nachrichtenbezogenen Inhalten signifikant gesunken ist oder
dies zu befiirchten steht.’” Jedoch rezipiert der Grofteil der Internetnut-
zenden in Deutschland regelmifig Nachrichten auflerhalb von Social
Networks.’® Die Nutzung von Social Networks ist (noch) weitestgehend

§5 Vgl. Heidtke, Meinungsbildung und Medienintermediire, 2020, 341f; Zimmer,
ZUM 2019, 126 (129); s. auch Ladeur/Gostomzyk, K&R 2018, 686 (691), die in-
soweit die Frage aufwerfen, ob es sich bei dem Diskriminierungsverbot ,,nicht
vorrangig um einen Diskriminierungsschutz von Massenmedien im Wettbewerb
zu anderen Inhalten® handele.

56 A.A. Mitsch, DVBI 2019, 811 (817£.); Schwartmann u. a., Transparenz bei Medien-
intermediaren, 2020, 158 ff.

57 Mengden, Zugangsfreiheit und Aufmerksamkeitsregulierung, 2018, 398f., 402.

58 Holig u. a., Digital News Report, 2021, 5: Nachrichten im linearen Programm-
fernsehen sind bei Betrachtung der Einzelgattungen der am meisten gewahlte
Zugangsweg. Nur eine sehr geringe Anzahl der Erwachsenen (vier Prozent) kon-
sumiert ausschliefSlich Gber Social Networks Nachrichten.
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eingebettet in einen breiten Mix verschiedener Medienkanaile.® Nachrich-
tenformate im linearen Programmfernsehen und insbesondere des 6ffent-
lich-rechtlichen Rundfunks werden zurzeit in beachtlichem Umfang wahr-
genommen.®® Deren integrative Wirkung kann Fragmentierungen entge-
genwirken.

4.3 Kennzeichnungspflichten von Social Bots und Deepfakes

Ein weiterer bedeutsamer Schritt zur Férderung der Integritit der Kom-
munikation in Social Networks sowie zum Schutz des individuellen und
offentlichen Meinungsbildungsprozesses war die Einfihrung der Kenn-
zeichnungspflicht von Social Bots fiir Anbieter von Social Networks im
novellierten Medienstaatsvertrag.®' Die sehr weich und offen im Sinne
einer Bemiihenspflicht formulierte Regelung in § 93 Abs. 4 MStV, fiir die
Kennzeichnung ,Sorge zu tragen®, tberlisst es den Anbietern, mit wel-
chen technischen Mitteln sie die Identifizierung durchfithren, und ob und
inwieweit sie menschliche Entscheider zur Uberprifung der technischen
Identifizierung von Bots einbinden. Indem ihnen der nétige technische
Handlungsspielraum zur Erkennung und Kennzeichnung der Bots einge-
raumt wird, ist die Regelung offen fiir technische Weiterentwicklungen
und flexibel umsetzbar.6? Da die Markierung der automatisierten Kommu-
nikation ein wesentlich geringerer Eingriff als etwa eine Loschung von
Bot-Beitragen und Bot-Konten darstellt und lediglich auf Herstellung von
Transparenz beziiglich der Bot-Eigenschaft zielt, mithin nur eine Neben-
sachlichkeit der Kommunikationsverbreitung betrifft, ist die Regelung ver-
haltnismafig und mit der Meinungsfreiheit bzw. der allgemeinen Hand-
lungsfreiheit vereinbar.®3

Wihrend sich diese Kennzeichnungspflicht spezifisch auf automatisierte
Kommunikation mittels einem dem &dufleren Erscheinungsbild nach fir
die Nutzung durch natiirliche Personen bereitgestellten Nutzerkonto in
Social Networks bezieht (vgl. § 18 Abs. 3 Satz 1 MStV), sicht auf europii-

59 S. Holig u. a., Digital News Report, 2021, 13 ff.; Stark/Stegmann, Are Algorithms a
Threat to Democracy?, 2020, 20f.

60 S. Holig u. a., Digital News Report, 2021, 22: 68 Prozent der Befragten konsumie-
ren regelmifig Nachrichten des 6ffentlich-rechtlichen Rundfunks.

61 Eingehend Lober/RofSnagel, MMR 2019, 493 (493 ff.).

62 Lober/Rofinagel, MMR 2019, 493 (498).

63 Lober/Rofsnagel, MMR 2019, 493 (497); Dreyer u. a., Desinformation, 2021, 67.
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scher Ebene der Entwurf der KI-Verordnung (KIVO-E)®* eine umfassende-
re Transparenzpflicht fiir Mensch-Maschine-Interaktionen vor. Konkret
verpflichtet Art. 52 Abs. 1 Satz 1 KIVO-E Anbieter, KI-Systeme, die fir In-
teraktionen mit nattrlichen Personen bestimmt sind, so zu konzipieren,
dass die jeweiligen Personen dartiber informiert werden, dass es sich um
ein KI-System handelt. Ausgenommen von der Informationspflicht sind
Konstellationen, in denen die KI-Eigenschaft aufgrund der Umstinde und
des Kontexts der Nutzung offensichtlich ist. Wihrend etwa bei korperli-
chen Gegenstinden wie Staubsaugrobotern diese Eigenschaft in der Regel
offensichtlich sein wird,® ist gerade im Bereich digitaler Kommunikation,
in der Nutzende ihr Gegentiber nicht oder nur auf einem Bild oder in
einem Video sehen konnen, die Mensch-Maschine-Interaktion nicht von
vornherein transparent. Daher fallen auch Chat Bots und Social Bots unter
die Kennzeichnungspflicht. Bislang ist aber noch nicht klar geregelt, wie
die Information der jeweiligen Person tber die KI-Eigenschaft erfolgen
muss.®6

Weiterhin geht der Verordnungsentwurf iiber den Rechtsrahmen auf
Bundesebene hinaus, indem Art. 52 Abs. 3 KIVO-E eine Kennzeichnungs-
pflicht fir Deepfakes statuiert, die sich an die Nutzer von KI-Systemen
richtet. Da mittels Deepfakes in besonders tiefgreifender Weise andere Per-
sonen diskreditiert und manipulativ erfundene oder verinderte Botschaf-
ten mit erheblichen Bedrohungspotenzialen fiir demokratische Prozesse
kreiert werden konnen, wire eine schirfere Regelung, z. B. ein Verbot po-
litischer Deepfakes in dem Zeitraum vor einer politischen Wahl, nicht
fernliegend gewesen.” Allerdings ist die Kennzeichnung von Deepfakes
ausreichend und notwendig, um Rezipierende mit dem Wissen auszustat-
ten, dass es sich nicht um authentische Aufnahmen handelt, und sie in die
Lage zu versetzen, selbstbestimmt die Informations- und Kommunikati-
onsplattformen im digitalen Raum zu nutzen.®® Wichtige Ausnahmen von
der Kennzeichnungspflicht sind insbesondere zur Ausiibung der Mei-
nungs-, Kunst- und Forschungsfreiheit vorgesehen. Indessen ist die spezifi-

64 Europdische Kommission, Vorschlag fir eine Verordnung des Europiischen Parla-
ments und des Rates zur Festlegung harmonisierter Vorschriften fiir Kiinstliche
Intelligenz und zur Anderung bestimmter Rechtsakte der Union, COM(2021)
206 final.

65 Ebert/Spiecker gen. Dohmann, NVwZ 2021, 1188 (1191).

66 Ebert/Spiecker gen. Dohmann, NVwZ 2021, 1188 (1191).

67 S. Heesen u. a., KI-Systeme und die individuelle Wahlentscheidung, 2021, 28;
Kalbhenn, ZUM 2021, 663 (670).

68 Vgl. Begr. KIVO-E, S. 17.
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sche Regelung hinsichtlich der Normadressaten zu hinterfragen. Statt
einer nur fir Nutzer geltenden Pflicht wire fiir eine gesteigerte Wirksam-
keit die Aufnahme von Systemgestaltern in den Adressatenkreis denkbar,
sodass Deepfakes stets mit einem digitalen Wasserzeichen versehen werden
mussten. Damit die im KIVO-E vorgeschlagenen Transparenzregelungen
in der Praxis tatsichlich wirksam sind, muss es aufferdem gelingen, eine ef-
fektive Kontrolle der Umsetzung und funktionierende Durchsetzungs-
strukturen zu etablieren.

S Erhobte externe Kontrolle durch den Digital Services Act?

Auf EU-Ebene nimmt sich der Vorschlag der EU-Kommission fiir ein
»Gesetz tber digitale Dienste” (Digital Services Act)®® der Aufgabe an,
mit einem komplexen Regelwerk einen klaren Transparenz- und Rechen-
schaftsrahmen fiir Online-Plattformen zu schaffen und eine Rechtszersplit-
terung im digitalen Binnenmarkt zu verhindern. Der Entwurf weist grofSe
Ahnlichkeiten zu den nationalen Compliance- und Transparenzvorgaben
im Netzwerkdurchsetzungsgesetz und Medienstaatsvertrag auf, insbeson-
dere im Hinblick auf den Umgang mit illegalen Inhalten. Was nicht ge-
setzeswidrige Desinformation betrifft, sind keine spezifischen Pflichten be-
ziiglich Malnahmen wie Entfernung oder Downranking enthalten. Auch
bleiben die Grundsitze der Host-Provider-Haftung aus der E-Commerce-
Richtlinie, fir illegale Inhalte nur zu haften, sofern sie in Kenntnis gesetzt
werden, und im Ubrigen keine von ihnen ibermittelten oder gespeicher-
ten Informationen aktiv iiberwachen zu missen, im Kern unangetastet.”®

5.1 Desinformation als systemisches Risiko

Indessen konnten die gemafl Art. 25 ff. DSA-E vorgeschenen Verpflichtun-
gen fir sehr grofle Online-Plattformen wie Facebook, den Missbrauch
ihrer Systeme zu verhindern, indem sie systemische Risiken identifizieren,
risikobasierte Mafinahmen durchfiihren und ihr Risikomanagementsystem

69 Europdische Kommission, Vorschlag fiir eine Verordnung des Européischen Parla-
ments und des Rates iiber einen Binnenmarke fiir digitale Dienste (Gesetz tiber
digitale Dienste) und zur Anderung der Richtlinie 2000/31/EG, COM(2020) 825
final.

70 Vgl. etwa ErwG 71 DSA-E.

307

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Lena Isabell Lober

von unabhingiger Seite prifen lassen, zu einem nachhaltigeren, umfassen-
deren Losungsansatz der Desinformationsbekdmpfung beitragen. Die sys-
temische Risikobewertung umfasst nach Art.26 Abs. 1 DSA-E neben der
Verbreitung illegaler Inhalte explizit vorsitzliche Manipulationen des
Dienstes, darunter unauthentische und automatisierte Ausnutzungen des
Dienstes, mit tatsichlichen oder absehbaren nachteiligen Auswirkungen
auf Rechtsgiiter wie die o6ffentliche Gesundheit oder die offentliche Sicher-
heit. Adressiert sind damit ohne weiteres Bot-Netze und Fake-Accounts.
Unklar ist jedoch, inwieweit Desinformationen in anderen Formen, die
nicht Teil einer Kampagne sind, erfasst sind.”! Da andere Desinformatio-
nen, die vielfach unkoordiniert aber mit erheblicher Reichweite auftreten,
ebenfalls erhebliche Risiken fiir die gesellschaftliche Debatte und weitere
in der Vorschrift genannten Rechtsgiiter aufweisen, sprechen Sinn und
Zweck der Vorschrift dafiir, sie auch als systemische Risiken anzusehen.
Unter Bertcksichtigung von Art. 26 Abs. 2 DSA-E missen die Plattfor-
men mithin insbesondere ihre Systeme der Content-Moderation und algo-
rithmischen Empfehlungen hinsichtlich ihres Einflusses auf die Weiterver-
breitung von Desinformation und sonstigen Manipulationen bewerten.
Dass Desinformation auch auf kleineren Online-Plattformen ein ernstes
Problem ist und hier ebenfalls Echokammern und Radikalisierung begiins-
tigt werden konnen, adressiert der Entwurf jedoch nicht. Indessen ist posi-
tiv zu vermerken, dass der Katalog der Risiken insofern nicht einseitig for-
muliert ist, wie sie auch den beschriebenen, zu vollbringenden Balanceakt
implizit aufgreifen, indem nachteilige Auswirkungen auf die Ausiibung
der Grundrechte, insbesondere die Meinungs- und Informationsfreiheit
ausdriicklich als systemische Risiken benannt werden. Konkretisierungen
der systemischen Risiken konnten weiteren Aufschluss geben, z. B. mit der
Erwihnung des Risikos irrtiimlicher oder ungerechtfertigter Sperrungen.”?
Spiegelbildlich zu den systemischen Risiken werden als Risikominde-
rungsmaffnahmen im nicht abschliefenden Katalog des Art. 27 Abs. 1 lit. a
DSA-E insbesondere die Anpassung der Content-Moderation und der
Empfehlungssysteme benannt. Zudem sind von der Kommission als geeig-
nete Manahmen zur Risikominderung von Desinformation Verhaltens-
kodizes und Krisenprotokolle vorgesehen (vgl. Art.27 Abs.1 i.V.m.
Art. 35, 37 DSA-E).7”® Absehbar konnte der bereits existierende Verhaltens-
kodex zur Bekimpfung von Desinformation weiter gestirkt und ausdiffe-

71 Dreyer u. a., Desinformation, 2021, 37.
72 Vgl. Europdische Kommission, COM (2020) 825 final, deutsche Fassung, S. 14.
73 S. ErwG 68 DSA-E.
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renziert werden, nicht zuletzt hinsichtlich Aufsichtsméglichkeiten im Sin-
ne einer Ko-Regulierung. Herausfordernd ist dariiber hinaus, die Vorga-
ben zum Risikomanagement mit hinreichenden Rechenschaftspflichten
und Durchsetzungskraft in der Praxis auszustatten. Insoweit ist zweifel-
haft, ob die mindestens einmal jahrlich durchzufithrende Risikobewer-
tung (Art.26 Abs.1 S.1 DSA-E) und der umfassende, einmal jihrlich in
Zusammenarbeit mit der Kommission zu erbringende Bericht (Art.27
Abs. 2 DSA-E) geeignet sind, um iber das dufSerst dynamische Geschehen
auf den Plattformen im Zusammenhang mit Desinformation zu informie-
ren und darauf zu reagieren. Vielversprechend ist die mindestens einmal
jahrliche Prifung der Einhaltung der auferlegten Pflichten und Verpflich-
tungszusagen durch unabhingige Sachverstindige gemiff Art.28 DSA-E,
aus der jeweils ein Prifbericht mit etwaigen operativen Empfehlungen
hervorgeht, tiber deren Umsetzung die Plattformen wiederum innerhalb
eines Monats berichten missen. Auch hier ist jedoch fraglich, ob ein ein-
mal jahrliches Audit ausreichend ist.

Jedenfalls sind mit den vorgeschlagenen Verpflichtungen wichtige
Grundsteine fiir eine weiterreichende Kontrolle der sehr grofen Online-
Plattformen als auf Bundesebene de lege lata gelegt. Dies zeigt sich nicht
zuletzt an dem gemifl Art.31 Abs. 1 DSA-E vorgesehenen Datenzugang
fir den Koordinator fir digitale Dienste, der sich auf die fur die Uberwa-
chung und Bewertung der Einhaltung der Verordnung erforderlichen Da-
ten und somit auf Geschaftsgeheimnisse wie die Prifung von Algorithmen
erstreckt.”* Auf diese Weise sollen auch Daten zur Genauigkeit und Funk-
tionsweise von algorithmischen Systemen der Content-Moderation einge-
sehen werden, die erheblich praziser sein durften als die tiblicherweise sehr
vage und unbestimmt gehaltenen Informationen der Plattformen. Auch
der fur Forschende vorgesehene Datenzugang gemafS Art. 31 Abs. 2 DSA-E
wird den Abbau der Wissensasymmetrien bis zu einem gewissen Grad vor-
antreiben.”® SchliefSlich umfassen die Befugnisse der Kommission u. a. ge-
maf Art. 54 DSA-E Nachprifungen vor Ort bei der betreffenden Online-
Plattform und Erlduterungen zu Algorithmen sowie gemaf§ Art. 55 DSA-E
den Erlass einstweiliger Maffnahmen unter den engen Voraussetzungen
der Dringlichkeit und der Gefahr einer schwerwiegenden Schadigung der
Nutzer.

74 S. ErwG 60 und 64 DSA-E.
75 S. ErwG 64 DSA-E.
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3.2 Einschrankung und Offenlegung von Automatisierung

Den Einsatz automatisierter Mittel greift der DSA-E im Rahmen von Mel-
de- und Abhilfeverfahren sowie der Begrindung von Entscheidungen der
Hosting-Anbieter und Online-Plattformen auf. So sind im Rahmen der
,Notice-and-Action“-Mechanismen, bei denen Anbieter Gber durch Nut-
zende oder andere Akteure gemeldete Inhalte zu entscheiden haben, auto-
matisierte Verfahren ohne menschliche Kontrolle nicht ausgeschlossen.
Dies folgt im Umkehrschluss aus Art. 14 Abs. 6 Satz 2 DSA-E, der vorgibt,
die Person, die einen Beitrag gemeldet hat, bei der Bestitigung tber den
Erhalt der Notifizierung auch tber eine etwaige automatisierte Bearbei-
tung oder Entscheidungsfindung zu informieren. Entsprechende Informa-
tionspflichten tber den Einsatz automatisierter Mittel sollen gemaf$ Art. 15
Abs. 1, Abs. 2 lit. ¢ DSA-E auflerdem bei der Begriindung von Entscheidun-
gen Uber entfernte oder gesperrte Inhalte gelten. Mithin schliefen die Vor-
gaben vollautomatisierte Verfahren auch im Rahmen der Content-Modera-
tion nicht aus. Allerdings wird der Einsatz insoweit voraussetzungsvoll, als
Entscheidungen mit einer klaren und spezifischen Begriindung spitestens
im Zeitpunkt der Entfernung oder Zugangssperrung versechen sein mis-
sen. Strengere Vorgaben sind hingegen bei Letztentscheidungen im Rah-
men der internen Beschwerdeverfahren der Online-Plattformen wegen
entfernter Inhalte und Konten vorgesehen. Hier ist mit Blick auf die skiz-
zierten Risiken algorithmischer Entscheidungsfindung die explizite Vorga-
be in Art. 17 Abs. 5 DSA-E, iber Beschwerden von Nutzern gegen Entfer-
nungen von Beitrigen und Nutzerkonten nicht ausschlieflich automati-
siert zu entscheiden, zu begriflen.

Eine weitere erhebliche Transparenzsteigerung, auch gegentber den
Vorgaben des nationalen Rechtsrahmens, steht in Aussicht, soweit Hos-
ting-Anbieter nach Art. 15 Abs.4 DSA-verpflichtet werden sollen, Ent-
scheidungen und Begriindungen tber Loschungen und Sperrungen von
Inhalten in einer offentlich zuginglichen Datenbank, die von der Kom-
mission verwaltet wird, zu veréffentlichen. Erst die Zurverfigungstellung
der anonymisierten Einzelfille mit jeweiliger Begriindung der Entschei-
dung ermdglicht es, die Frage des Over- und Underblocking zu prifen und
gesellschaftlich zu diskutieren.”¢ Hinsichtlich der Losch- und Sperrpraxis
von Desinformation durch die Plattformen koénnten diese Vorgaben eben-
falls fir mehr Transparenz sorgen.

76 Lober/Rofinagel, MMR 2019, 71 (75); mit dieser Forderung bereits Efert, NJW
2017, 1450 (1453).
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6 Fazit und Ausblick

KlI-basierte Detektions- und Filtersysteme in Social Networks sind unver-
zichtbare Werkzeuge zur Eindimmung von Desinformation. Staatliche
Regulierungsoptionen sind im Hinblick auf Desinformation stark be-
grenzt, da die freiheitlich-demokratische Grundordnung bei nicht rechts-
widrigen Auferungen auf die Kraft der gesellschaftlichen Auseinander-
setzung vertraut. Daher muss die Regulierung darauf gerichtet sein, fiir
notwendige Rahmenbedingungen zu sorgen, zu denen insbesondere ein
grundrechtsschonender und transparenter Umgang mit den KI-Systemen
und der Content-Moderation machtiger Online-Plattformen im digitalen
Raum gehort. Fir den rechtmifigen Einsatz der KI-Systeme missen die
technischen Moglichkeiten und Grenzen hinreichend berticksichtigt und
die widerstreitenden Grundrechtsbelange austariert werden. Neben einem
verfahrensbasierten Grundrechtsschutz fiir Nutzende bleibt in vielen Fal-
len eine manuelle Nachkontrolle durch die Anbieter notwendig, um Over-
blocking nicht in Kauf zu nehmen.

Obwohl die Debatte tber Desinformation in Social Networks seit den
Aufdeckungen zu gezielten Falschmeldungen im US-Prasidentschaftswahl-
kampf 2016 intensiv gefithrt wird, bestehen beim Umgang mit dieser
Problematik weiterhin erhebliche Informationsasymmetrien zwischen den
Anbietern auf der einen und Online-Nutzenden, Politik, Forschung und
Zivilgesellschaft auf der anderen Seite. Auch Unsicherheiten beziiglich
der Reichweite der Befugnisse der Anbieter, in den Offentlichen Diskurs
einzugreifen, sind nicht ausgeraumt. Auf Bundesebene wurden in jiinge-
rer Vergangenheit erste zentrale Leitplanken zur gesetzlichen Einhegung
der Befugnisse der Online-Plattformen und zur Transparenzsteigerung fiir
Nutzende etabliert, wobei es den eingefiithrten Transparenzvorgaben teil-
weise noch an Schirfe und Uberpriifbarkeit mangelt. Die jingsten natio-
nalen Gesetzesinderungen sowie die im Vergleich ambitionierteren und
weltweit bislang einzigartigen Regulierungsbestrebungen auf Ebene der
EU zeigen jedoch, dass die externe Kontrolle der Vorginge auf den groflen
Online-Plattformen Fahrt aufnimmt. Als ein grundlegender Pfeiler ist die
Unterscheidbarkeit von Mensch und Maschine im DSA-E und im KIVO-E
fest verankert: sowohl, wenn es um automatisierte Entscheidungen tber
die Entfernung von desinformativen und anderen Inhalten geht, als auch
bei der Offenlegung von potenziell manipulativ wirkenden Techniken
wie Social Bots und Deepfakes. Da zu erwarten steht, dass die Kl-basierte
Erkennung von Desinformation und verwandten Manipulationstechniken
kiinftig weitere Fortschritte erzielen wird, ist es umso bedeutsamer, Chan-
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cen und Risiken dieser Techniken fir die Gesellschaft und fir die Kom-
munikationsgrundrechte rechtlich zu adressieren.
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Desinformationen und Messengerdienste: Herausforderung
und Losungsansitze

Nicole Kramer, Gerrit Hornung, Carolin Jansen, Jan Philipp Kluck,
Lars Rinsdorf, Tabireh Setz, Martin Steinebach, Inna Vogel und York Yannikos

Zusammenfassung

In diesem Beitrag werden Fragestellungen und Losungsansitze zum The-
ma der Erkennung und Bekimpfung von Desinformation in Messenger-
diensten betrachtet. Durch die Zusammenarbeit der Disziplinen Informa-
tik, Journalistik, Medienpsychologie und Rechtswissenschaften wird der
hochdynamische Gegenstand der digitalen Desinformation im bislang we-
nig erforschten Bereich der Messengerdienste einer multiperspektivischen
Analyse unterzogen. Dabei werden von jeder Disziplin der Stand der
Forschung, bisherige eigene Erkenntnisse sowie Forschungsfragen fir die
Zukunft dargestellt. Aufferdem wird ein Uberblick tber diszipliniibergrei-
fende Forschungsfragen gegeben. Vertieft diskutiert werden dabei die Ein-
flasse datenschutzrechtlicher Anforderungen auf die Projektarbeit.

1. Emnleitung

Mafinahmen gegen die Verbreitung digitaler Desinformation werden welt-
weit unter Hochdruck gesucht. Eine besondere Herausforderung stellt da-
bei die Erkennung und Bekdmpfung bewusst irrefiihrender Informationen
dar, die in Messengerdiensten verbreitet werden. Problematisch sind hier
sowohl die sozio-technischen Besonderheiten der massenhaften Desinfor-
mationsverbreitung als auch die Anwendbarkeit, Durchsetzbarkeit und
Effektivitit rechtlicher Malnahmen. Desinformation erweist sich dabeti als
hochdynamischer Gegenstand sowohl bezogen auf die verwendeten Tech-
nologien als auch im Hinblick auf die Verbreitungskanile, die Aufberei-
tungsformen, die rechtliche Bewertung und die politischen Kontroversen,
an denen entlang sie sich besonders stark verbreitet. Als Desinformation
werden falsche Informationen bezeichnet, die wissentlich mit der Intenti-
on verbreitet werden, einem Individuum, einer sozialen Gruppe, Organi-
sation oder einem Staat Schaden zuzuftigen. Wird Desinformation weiter-
verbreitet, entsteht aus ihr haufig eine Misinformation. Diese beschreibt
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ebenfalls falsche Tatsachenbehauptungen, allerdings erfolgt die Weiterver-
breitung nicht in dem Wissen, dass es sich um falsche Informationen han-
delt und nicht in der Absicht, Schaden zu verursachen (Wardle 2017). Die-
se zwei Kerndimensionen der Definition sind dabei zugleich Gegenstand
wissenschaftlicher Debatten, da sowohl der Wahrheitsbegriff als auch die
Intention als volatil erachtet werden koénnen. Bildeten in den vergange-
nen Jahren noch soziale Netzwerke sowie quasi-journalistisch aufbereitete
Web-Portale den Schwerpunkt von Desinformationsdynamiken, verlagern
sie sich heute zunehmend in Messengerdienste. Denn nachdem die sozia-
len Netzwerke mehr und mehr reguliert wurden, zogen sich Desinforma-
tionsakteur:innen in den sicher gewihnten Hafen der Messengerdienste
zurick. Gleichzeitig gewinnt Videomaterial an Bedeutung. Neben den
privatheitsbezogenen Aspekten, die dadurch berihrt werden, haben diese
Entwicklungen eine hohe Relevanz fir das Funktionieren von Demokra-
tien. Diese komplexe Problemlage verlangt nach einem multiperspektivi-
schen Ansatz, um sie in all ihren Dimensionen angemessen bearbeiten zu
konnen. Interdisziplinare Konsortien miissen Strategien und Instrumente
entwickeln, um Desinformation unter den aktuellen Bedingungen zu er-
kennen und zu bekimpfen. Dabei erscheint es besonders vielversprechend,
technische Ansitze wie etwa maschinelles Lernen (ML) mit Regulierungen
zu kombinieren, die auf die Praktiken der Nutzer:innen bei der Verbrei-
tung von Desinformation zugeschnitten sind und gleichzeitig einen ange-
messenen Grundrechtsschutz gewihrleisten.

Desinformationsstrategien folgen der Dynamik politischer Kontrover-
sen bzw. gesellschaftlicher Problemlagen. Nachdem seit 2015 Desinforma-
tion als Phinomen im deutschen Sprachraum sehr stark von den Themen
Migration, Integration und innerer Sicherheit gepragt war (Bader
u.a. 2020, S. 49), lasst sich derzeit eine Dynamik beobachten, die sich pri-
mar entlang der COVID 19-Pandemie und des Ukrainekrieges entwickelt.

Kern dieses Beitrags ist die Frage, welche Auswirkung die Verwendung
von Messengerdiensten auf die Verbreitung von Desinformation hat. Ent-
sprechend orientiert sich der Beitrag an einem gemeinsamen, interdiszipli-
niren Vorgehen entlang folgender forschungsleitender Fragen:

— Wie verbreitet sich Desinformation von Messengerdiensten aus weiter?
Wie erreicht sie andere soziale Medien? Existieren Muster, die Bekamp-
fungsstrategien ermdglichen?

- Welche Nutzungspraktiken stehen hinter den beobachtbaren Verbrei-
tungsmustern? Welche Rolle spielt dabei insbesondere die Verbreitung
emotionaler Inhalte?
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- Welche Eigenschaften weisen Desinformationen auf, die sich besonders
gut in Messenger-Netzwerken verbreiten?

- Wie lassen sich Desinformationen, die primir tber Messengerdienste
verbreitet und initiiert werden, bekampfen? Welche gesellschaftlichen,
juristischen und technischen Maffnahmen erscheinen als besonders er-
folgversprechend?

In der jingeren Vergangenheit wurde das Aufkommen von Desinforma-
tionen in sozialen Netzwerken ausfiithrlich betrachtet, wobei unter ande-
rem fehlende inhaltliche Kontrolle, die hohe Verbreitungsgeschwindigkeit
und Effekte von Filterblasen als Griinde fiir das Anwachsen des Phano-
mens identifiziert wurden. Messengerdienste sind anderes gestaltet als so-
ziale Netzwerke und kénnen daher neue Ausprigungen von Desinforma-
tionen ermoglichen. Dabei ist allerdings ein Trend zur Hybridisierung der
Medientypen auszumachen, da neben Messengerdiensten, die vor allem In-
dividualkommunikation anbieten, immer mehr sog. Hybrid-Medien exis-
tieren, die neben Messenger-Funktionen auch andere Kommunikationsfor-
men beinhalten, wie beispielsweise One-to-many oder Many-to-many. Je
nach Typ kann hier untersucht werden, welche Dynamiken sich um wel-
che Kommunikationsformen von Desinformation entwickeln. Gleichzeitig
wird Desinformation stirker eingebettet in die Interaktion von Akteuren,
die auf diesen Plattformen agieren, sodass dies ebenfalls bei der Frage zu
berticksichtigen ist, welche Themenschwerpunkte, Positionen, narrative
und argumentative Strukturen, affektiven Potentiale und sprachlichen Ge-
staltungsmuster zur Maximierung von Aufmerksamkeit genutzt werden.

Im Folgenden werden Aspekte aus den Perspektiven unterschiedlicher
Disziplinen betrachtet. Dabei werden von jeder Disziplin der Stand der
Forschung, bestehende eigene Erkenntnisse sowie Forschungsfragen fir
die Zukunft dargestellt. Anschliefend wird die diszipliniibergreifende
Problematik des mit der Anonymisierung bzw. Pseudonymisierung per-
sonenbezogener Daten einhergehenden Informationsverlusts vertieft. Im
Schlusskapitel liegt das Augenmerk auf den Ausblick des interdisziplina-
ren Vorgehens.

2. Informatik

Die technische Perspektive des Projektes beinhaltet primir das Erfassen
der Inhalte aus verschiedenen Kanailen und danach deren Analyse durch
Methoden der Wiedererkennung von Inhalten (beispielsweise durch ro-
buste Hashverfahren), der Multimedia Forensik und des Natural Language
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Processings (NLP). Weiterhin ist aber auch Datenschutz von hoher Rele-
vanz, weshalb auch Ansitze von Privacy by Design eingesetzt werden.

2.1 Stand der Forschung

Fir die Datenerfassung im Projekt werden Methoden des Web-Scrapings
und -Crawlings verwendet. Hierbei wird zunachst untersucht, ob die rele-
vanten Plattformen, auf denen Daten erhoben werden sollen (bspw. Mes-
sengerdienste wie Telegram), bereits Schnittstellen zur Verfigung stellen,
die eine automatisierte Datenerfassung effizient ermoglichen. Ist dies nicht
der Fall, missen speziell angepasste Crawler entwickelt werden, um die
Inhalte der Plattformen zu erfassen. Dabei kann der Implementierungsauf-
wand eines solchen Crawlers schnell steigen, insbesondere dann, wenn
durch die Plattformbetreiber Mechanismen eingesetzt werden, die eine
automatisierte Datenerfassung verhindern sollen (bspw. Captchas). Ziel
der Datenerfassung im Projeke ist, ein robustes und effizientes Crawling
relevanter Daten zu ermoéglichen und dabei “Privacy by Design” zu be-
ricksichtigen.

Um Desinformationen in Texten automatisch zu erkennen, konnen die
Forschungsansitze in drei grobe Bereiche aufgeteilt werden: context-, style-
und knowledge-based (Potthast u.a. 2018). Bei den ersten beiden Ansitzen
wird entweder der Schreibstil oder Metainformationen (wie Profildaten in
sozialen Netzwerken) genutzt, um Fake News mithilfe von maschinellen
Lernverfahren zu erkennen. Der wissensbasierte Ansatz (knowledge-based)
zielt darauf ab, externe Quellen zu nutzen, um zu Gberprifen, ob es sich
um gefilschte oder echte Nachrichten handelt. Viele Forschungsarbeiten
befassen sich mit der automatisierten Identifizierung von Falschmeldun-
gen sowie deren Verbreitungswege in Sozialen Medien (Shu u.a. 2017; Vo-
gel/Meghana 2020). Wie Fake News in Messenger-diensten wie Telegram
oder WhatsApp als solche automatisiert identifiziert werden kénnen bzw.
deren Verbreitungswege wurde bis jetzt wenig erforscht. Fir Telegram
wird bis heute z.B. keine offizielle Unterstiitzung der Faktentiberpriifung
angeboten.

Bei der Erkennung von Inhalten muss zwischen merkmalsbasierten und
robusten hashbasierten Verfahren unterschieden werden. Beide versuchen,
Inhalte auch nach einer Veranderung wiederzuerkennen. Das Grundkon-
zept der Merkmalserkennung besteht darin, Merkmale aus relevanten
Bildbereichen zu finden. Diese Bereiche werden extrahiert und durch
einen Merkmalsdeskriptor beschrieben. Diese Beschreibung kann dann fiir
die Re-Identifizierung verwendet werden (Hassaballah u.a. 2016). Hashba-

320

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Desinformationen und Messengerdienste

sierte Algorithmen werden in verschiedenen Anwendungsbereichen einge-
setzt, z. B. bei der Bildsuche, der Erkennung von Duplikaten oder Beinahe-
Duplikaten oder der Bildauthentifizierung (Du u.a. 2020). Robuste Hashes
tberstehen Veranderungen wie verlustbehaftete Komprimierung oder Ska-
lierung. Analog sind solche Verfahren auch fiir Video und Ton bekannt.

2.2 Eigene Beitrige

In mehreren Forschungsarbeiten hat sich gezeigt, dass maschinelle Lern-
verfahren geeignet sind, um potenzielle Desinformationen in Nachrich-
tentexten und Sozialen Medien automatisiert zu erkennen. So werden
je nach Verfahren und Datensatz Genauigkeitswerte von bis zu 90% er-
reicht (Vogel/Jiang 2019; Steinebach u.a. 2020; Vogel/Meghana 2020). Stil-
basierte- und linguistische Merkmalsanalysen haben gezeigt, dass Falsch-
meldungen oft emotionaler und reilerischer verfasst sind. Der Ton ist
oft negativer, es wird weniger auf Rechtschreibung geachtet sowie auf
den sprachlichen Ausdruck (Vogel/Meghana 2018/2020). In sozialen Netz-
werken wie Twitter unterscheiden sich die Posts dadurch, dass Emojis
verwenden werden und auf andere User:innen referiert wird (mithilfe
von @-Mentions), wohingegen Fake News-Spreader 6fter Hashtags nutzen
und URLs posten, um die Falschinformationen zu verbreiten. Ob solche
Merkmale (Features), die fir das Training von maschinellen Lernverfahren
relevant sind, in Messengerdiensten zu finden sind, muss im Verlauf des
Projekts erforscht werden. Das Problem bei stil- und metadatenbasierten
maschinellen Lernverfahren ist, dass diese an neue Ereignisse und die
damit einhergehenden sprachlichen Anderungen (,Coronaleugner®, ,Ra-
pe-Fugees®, ,Demokratur®) angepasst und neu trainiert werden missen.
Das bedeutet, dass neue hindisch gelabelte Daten zur Verfiigung gestellt
werden missen. Da dies einen hohen Zeit- und Personalkostenbedarf er-
fordert, werden wissensbasierte maschinelle Lernansitze und robuste Text-
und Medienhashverfahren erforscht, um so Verbreitungswege auch beim
Wechsel von Kanilen oder leichten Anderungen der Inhalte erkennen zu
konnen (Steinebach u.a. 2013; Steinebach u.a. 2019; Steinebach u.a. 2020).

2.3 Forschungsfragen

Fragestellung 1: Sind stil- und metabasierte maschinelle Verfabren geeignet,
um Falschinformationen in Messengerdiensten zu erkennen? Bei der automa-
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tisierten Erkennung von Desinformationen werden stilbasierte maschinel-
le Lernansitze und Methoden der Computerlinguistik angewandt, um
zu erforschen, ob diese Desinformationen in Messengerdiensten wie Tele-
gram von korrekten Meldungen unterscheiden konnen. Dabei konnen
Merkmale herangezogen werden wie Emotionen und Stimmungen in den
Meldungen, aber auch syntaktische Merkmale wie Hashtags, URLs oder
Themenschwerpunkte. Ziel ist es zu erforschen, ob die Verbreitung von
Falschmeldungen in sozialen Netzwerken sich von der in Messengerdiens-
ten wie Telegram unterscheidet.

Fragestellung 2: Gleichzeitig sollen quantitative Analysen durch einen
Vergleich von Datenquellen und deren Metadaten umgesetzt werden,
beispielsweise durch Wiedererkennen von Nachrichten in verschiedenen
Kanilen durch robuste Text- und Medienhashverfahren, um so Verbrei-
tungswege auch bei Wechseln von Kanilen oder leichten Anderungen der
Inhalte erkennen zu konnen. Ziel ist es neben der Wiedererkennung von
Falschmeldungen auch Mechanismen zur Gegenaufklarung zu entwickeln,
beispielsweise durch zeitige Reaktionsmoéglichkeiten.

Die erzielten Analyseergebnisse sollen dabei jeweils nachvollziehbar
darstellbar sein.

3. Journalistik

Die Journalistik arbeitet durch qualitative und quantitative Inhaltsanaly-
sen textimmanente Merkmale, Narrative und Strukturen von Desinforma-
tionen heraus. Dartiber hinaus wird untersucht, inwieweit Themenkar-
rieren in ausgewihlten Massenmedien und Messengerdiensten parallel
verlaufen und wie Nutzer:innen von Messengerdiensten die dort verbrei-
teten (Falsch-)Informationen in ihre Gbrigen Medienrepertoires integrie-
ren. Indem Diskursverlaufe und Nutzungspraktiken medientubergreifend
untersucht werden, werden technische, psychologische und rechtliche
Ansatzpunkte fiir die Bekimpfung der Verbreitung von Desinformation
identifiziert. Nicht zuletzt evaluiert die Journalistik die erarbeiteten Regu-
lierungsansitze aus der Perspektive wichtiger Adressat:innengruppen und
transferiert sie in die Praxis: Dazu fithrt sie einen systematischen Dialog
mit Akteur:innen aus Journalismus und Zivilgesellschaft, die Desinforma-
tion bekimpfen, um tber die Effektivitit und Effizienz der erarbeiteten
Ansatze zu diskutieren und Einsatzmoglichkeiten in der Praxis zu erdrtern.
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3.1 Stand der Forschung

Verbreitungsdynamiken von Desinformationen lassen sich nur entlang
von Themen identifizieren, zu denen in groerem Umfang Desinformatio-
nen erstellt und verteilt werden. Dies ist stark abhangig von aktuellen,
kontroversen Debatten. So haben sich Desinformationsschwerpunkte in
den vergangenen Jahren von den Themen Innere Sicherheit und Migrati-
on (Bader u.a. 2020) zu den Themen Klimawandel und insbesondere CO-
VID-19 (Lamberty/Holnburger 2021) verschoben. Im Laufe der Pandemie
haben sich die Gruppierungen der ,Querdenker“-Proteste (Holzer 2021;
Pantenburg u.a. 2021) zu einer spektrentbergreifenden rechtsoffenen Pro-
testszene gewandelt (BMB 2021), die bundesweit durch den Verfassungs-
schutz beobachtet wird (Bundesamt fir Verfassungsschutz 2021). Anhin-
ger:innen dieser Protestszene lassen sich in heterogene, hiufig disparate
Gruppen einteilen (Nachtwey u.a. 2020, S. 51), die Verbindungen zu soge-
nannten ,Reichsbirgern® und Rechtsextremisten offenlegen. Charakteris-
tisch ist eine starke Entfremdung von den Institutionen des politischen
Systems, den alten Volksparteien und den etablierten Medien (ebd., S. 52).
Letzteres fithrt zu einer zunehmenden Radikalisierung des offentlichen
Diskurses sowie zu einer Hinwendung zu alternativen Medien und ihren
Plattformen wie Telegram (RND 2021). Fir den deutschsprachigen Raum
existieren bereits hunderte Kanile, die dem Austausch und der Protestor-
ganisation dienen (Dittrich/Holnburger 2021). Wahrend fur das aufereu-
ropiische Ausland bereits eine Vielzahl an Studien vorliegt, die die inhalt-
liche Komponente der Verbreitung von Desinformation iiber Telegram
systematisch durchleuchtet (siche u.a. Baumgartner u.a. 2020; Bovet/
Grindrod 2020; Guhl/Davey 2020; Rogers 2020; Scheffler u.a. 2021), ist fiir
den deutschsprachigen Raum derzeit noch wenig bekannt. Ausnahmen
stellen die Analysen des Bundesverbands Mobile Beratung (BMB 2021) so-
wie die Untersuchungen des Centers fiir Monitoring, Analyse, Strategie
(Lamberty/Holnburger 2021) dar. Um die Gefahren, die von tiber Messen-
gerdienste verbreiteter Desinformation ausgehen (Flade/Mascolo 2021), er-
kennen und bekdmpfen zu kénnen, ist daher eine systematische Auseinan-
dersetzung mit den inhaltlichen Schwerpunkten notwendig.

3.2 Eigene Beitrdage
Um belastbare Schwerpunktthemen zu identifizieren, an denen entlang

Desinformationsdynamiken untersucht werden, beobachtet die Journalis-
tik systematisch den medialen Diskurs auf kontroverse Themen. Im Fokus
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stechen Themen mit erkennbar populistischen Tendenzen, die Themen-
schwerpunkte von Websites, die Hubs in Netzwerken zur Verbreitung
von Desinformationen sind, und Inhalte 6ffentlicher Telegram-Kanale und
-Gruppen von zentralen Akteur:innen aus dem populistischen, extremis-
tischen und Verschworungsmythen verbreitenden Milieu. Dieser Medien-
beobachtung liegen qualitative Leitfiden zur Identifikation kontroverser
Themen zugrunde. Die Ergebnisse werden in Expert:inneninterviews vali-
diert.

Fir die systematische Analyse greift die Journalistik auf bewihrte Me-
thoden quantitativer und qualitativer Inhaltsanalyse zuriick. Die Methodik
wird im Folgenden anhand spezifischer Forschungsfragen niher betrach-
tet.

3.3 Forschungsfragen

Fragestellung 1 (Themen): Entlang welcher politischer bzw. gesellschaftlicher
Kontroversen entwickeln sich Desinformationsdynamiken?

Im Fokus des Untersuchungsinteresses stehen jene Themen, zu denen
in groferem Umfang Desinformationen erstellt und verbreitet werden
und die stark abhingig von aktuellen, kontroversen Debatten sind. Daher
erfolgt zur Identifikation belastbarer Schwerpunktthemen eine systemati-
sche Beobachtung des medialen Diskurses auf kontroverse Themen mit
erkennbar populistischen Tendenzen und der Themenschwerpunkte von
Websites, die Hubs in Netzwerken zur Verbreitung von Desinformatio-
nen sind (Rathje 2021). Ziel ist es anschlieend, systematisch die Inhalte
von offentlichen Telegram-Kanilen von zentralen Akteur:innen aus dem
populistischen, extremistischen und Verschworungsmythen verbreitenden
Milieu zu tracken.

Fragestellung 2 (Kandle): Mit welchen Messengerkandlen lassen sich welche The-
men scannen, um moglichst breitenwirksam die Verbreitung von Desinformation
erfassen zu konnen?

Die Journalistik automatisiert die Erfassung von Daten aus Messenger-
diensten, um deren Rolle als Verbreitungswege zu untersuchen. Dabei sol-
len grofe, quasi-offentliche Kanile und Gruppen von Meinungsfiihrer:in-
nen beobachtet werden (Jalilvand/Neshati 2020). Hier wird dberpriift, ob
dort initial verbreitete Nachrichten ihren Weg in andere soziale Medien
wie Twitter finden und welchen Einfluss die Nennung eines Videolinks
in YouTube auf dessen Nutzungszahlen hat. So kann quantitativ die

324

20.01.2026, 14:00:08. A - [ —



https://doi.org/10.5771/9783748913344
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Desinformationen und Messengerdienste

Bedeutung der Messengerdienste erfasst werden. Weiterhin werden Desin-
formationskanale und -gruppen, nicht nur bezogen auf eine individuelle
Nachricht, sondern mit Blick auf den gesamten Kanal bzw. die gesamte
Gruppe erfasst. So lassen sich statistisch belastbarere Aussagen treffen und
die Fehlerraten der Erkennung reduzieren.

Fragestellung 3 (Inhalte): Welche Nutzungspraktiken stehen hinter den beob-
achtbaren Verbreitungsmustern? Welche Rolle spielt dabei insbesondere die Ver-
arbeitung von emotionalen Inhalten?

Im Vordergrund stehen zunichst die Praktiken von Nutzer:innen bei der
Verbreitung von Desinformation, die mit ethnographischen Methoden
rekonstruiert werden: Welche Arten von Desinformation rezipieren und
teilen sie auf welchen Kanilen? Des Weiteren explorieren wir, wie die
Nutzung und Verbreitung von Desinformation in Medienrepertoires ein-
gebettet werden (Lou u.a. 2021; Schwarzenegger 2022). Die Ergebnisse
flieen in die rechtswissenschaftliche Analyse der Schutzbediirftigkeit un-
verzerrter Kommunikation in demokratischen Gesellschaften ein.

Fragestellung 4 (Verbreitung): Welche Eigenschaften haben Desinformationen,
die sich besonders gut in Messenger-Netzwerken verbreiten?

Bezogen auf die Bedeutung von emotionalen Komponenten in der In-
teraktion mit Desinformation untersucht die Journalistik in qualitati-
ven, quantitativen und automatisierten Inhaltsanalysen, was Desinforma-
tion kennzeichnet, die besonders starke Verbreitungsdynamiken auslost
(Knuutila u.a. 2020). Um Desinformation gezielt bekimpfen zu kénnen,
werden die Daten um weitere Eigenschaften wie Formate (z.B. Video,
Podcast, Text) und Gestaltungsmerkmale (thematisch, visuell und sprach-
lich) angereichert. Dazu greift die Journalistik insbesondere auf eigene
Vorarbeiten zuriick (Bader u.a. 2020). Instrumente und Strategien zur
Eindimmung von Desinformation in der 6ffentlichen Kommunikation
berticksichtigen zugleich die Kontroversen, entlang derer sich Desinfor-
mationsdynamiken entwickeln. In einer explorativen Inhaltsanalyse wird
daher nachgezeichnet, wie die Verbreitung von Desinformationen in der
Bevolkerung verschrankt ist mit den Themenkarrieren der Kontroversen,
an die sie ankniipfen.

Fragestellung 5 (Bekdampfen): Wie lassen sich Desinformationen, die primdr tiber
Messengerdienste verbreitet oder inititert werden, bekampfen?

Zur Bekimpfung von Desinformation, die primar Gber Messengerdienste
verbreitet werden, identifiziert die Journalistik Handlungsmuster, basie-
rend auf einer qualitativen Analyse der Praktiken der Weiterverbreitung
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von Desinformation und deren Einbettung in Medien-Repertoires durch
Online-Beobachtung, Desk-Research und qualitative Interviews (Buchanan
2020; Nachtwey u.a. 2020; Schwarzenegger 2022).

Fragestellung 6 (Evaluation): Wie sind die Strategien zur Eindammung von
Desinformationsdynamiken aus Sicht der Produktion und Nutzung journalisti-
scher Inhalte und Desinformation bzw. deren Einbettung in Medienrepertoirs zu
bewerten?

Die Journalistik evaluiert Strategien zur Eindimmung von Desinformati-
onsdynamiken aus Sicht der Produktion und Nutzung journalistischer
Inhalte und Desinformation bzw. deren Einbettung in Medienrepertoirs
(Michailidou/Trenz 2021).

Fragestellung 7 (Dialog): Wie bewerten Praktiker:innen Effektivitit und Effizi-
enz der im Projekt erarbeiteten Ansdtze zur Bekdmpfung von iiber Messenger-
dienste verbreiteter Desinformation?

Im Hinblick auf die Verbreitung und Darstellung der Projektergebnisse
leitet die Journalistik, auch unter Zuhilfenahme eines von der Informatik
entwickelten Demonstrators und Einbeziehung der Partner:innen, einen
systematischen Dialog mit Akteur:innen aus Journalismus und Zivilgesell-
schaft, die Desinformation bekimpfen, um iber die Effektivitit und Effizi-
enz der im Projekt erarbeiteten Ansdtze im Sinne eines ,Member Check®
zu diskutieren, deren Bekanntheit zu steigern und Einsatzmoglichkeiten in
der Praxis zu erortern.

4. Medienpsychologre

Ankniipfend an die journalistische Perspektive untersucht das medienpsy-
chologische Teilprojekt, welche Rolle Menschen bei der Verbreitung von
Falschinformationen (d.h. sowohl Des- als aus Misinformation) spielen.
Anhand von Umfragen und Experimenten wird insbesondere exploriert,
inwiefern das (emotionale) Erleben einer Falschinformation dazu fiihrt,
dass diese weitergeleitet wird, inwiefern die wahrgenommene Glaubwiir-
digkeit diesen Prozess beeinflusst und welche Motive zur Weiterleitung
vorherrschen. Zusitzlich wird analysiert, welche Wirkung verschiedene
Medienmerkmale auf die Wahrnehmung von Falschinformationen haben,
um zu eruieren, welche technischen Faktoren einen Einfluss auf die indivi-
duelle Bereitschaft haben, Falschinformationen zu teilen.
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4.1 Stand der Forschung

Es konnten bereits wertvolle Erklirungsansitze fiir die psychologischen
Wirkmechanismen von Desinformation hervorgebracht werden. Unter
anderem wurden kognitive Verzerrungen wie der Confirmation Bias (Ni-
ckerson 1998) oder Motivated Reasoning (Kunda 1990) als Erklirung da-
fir herangezogen, dass Menschen Falschinformationen Glauben schenken
(z.B. Lazer u.a. 2018;). Demnach werden vor allem Inhalte fiir glaubwiir-
dig befunden, die dem eigenen Weltbild entsprechen und die eigene
(politische) Identitat schiitzen, da sich wiedersprechende Kognitionen, al-
so kognitive Dissonanz, negative Gefiithle verursachen (Festinger 1957).
Aber auch die individuelle Fahigkeit und Neigung, Inhalte kognitiv zu
reflektieren, werden als zentrale Erklarung fiir die Wirkung von Desinfor-
mation hervorgehoben (z.B. Pennycook/Rand 2021). Weiterhin wird in
der Forschung betont, dass Menschen aufgrund limitierter kognitiver Ka-
pazititen nur ein gewisses Mafi an Informationen elaboriert verarbeiten
konnen. Daher wird angenommen, dass sich Internetnutzer:innen hiufig
auf sogenannte heuristische Hinweisreize verlassen, die ihnen mentale
Abkiirzungen bei der Bewertung von Online-Inhalten erlauben (z.B. Metz-
ger/Flanagin 2013; Sundar 2008). Solche Hinweisreize sind in der Regel
saliente, leicht zu verarbeitende Merkmale einer Nachricht. Zum Beispiel
ziehen Menschen die Reputation einer Informationsquelle heran, wenn sie
entscheiden, welche Inhalte sie fir glaubwiirdig erachten (Reinhard/Spo-
rer 2010) und lesen (Winter/Kramer 2014). Ferner zeigen verschiedene
Studien (z.B. Kim u.a. 2019), dass Menschen dazu neigen, der sichtbaren
Bewertung anderer Nutzer:innen (z.B. Likes oder Ratings) im Internet
zu folgen, wenn es zur Bewertung von Online-Inhalten kommt (vgl. Band-
wagon Heuristic; Sundar 2008). Aufbauend auf diese Ergebnisse werden
Warnhinweise (z.B. durch Faktencheck-Initiativen) als vielversprechende
Mafinahme gegen Desinformation im Internet erachtet, da diese Interven-
tion Menschen ressourcenschonend bei der Evaluation von Informationen
unterstiitzen kann (Pennycook/Rand 2021). Die aktuelle Befundlage zur
Wirkung von Warnhinweisen ist jedoch gemischt. Zwar konnten mehrere
Studien zeigen, dass Rezipient:innen Falschinformationen mit Warnhin-
weisen als weniger akkurat bewerten und seltener teilen (z.B. Mena 2020)
- allerdings konnten solche Effekte nicht konstant verifiziert werden (z.B.
Oeldorf-Hirsch u.a. 2020).
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4.2 Eigene Beitrdge

Auch im Zuge eigener Forschung konnte die medienpsychologische Per-
spektive dazu beitragen, die Wirkmechanismen von Desinformation besser
zu verstehen. Es wurde zum Beispiel untersucht, welche Charakteristika
einen falschen Online-Nachrichtenartikel glaubwirdig bzw. unglaubwir-
dig erscheinen lassen (Schaewitz u.a. 2020). Es zeigte sich, dass Nachrich-
tenfaktoren wie zum Beispiel inhaltliche Widerspriiche oder Sensationalis-
mus weniger wichtig fiir die Glaubwiirdigkeitsbewertung eines Online-Ar-
tikels sind. Allerdings erwies sich das generelle Bedurfnis nach kognitiver
Beschiftigung (Need for Cognition) als wichtiger Pradiktor fir die Be-
wertung der Nachrichtenkorrektheit und -glaubwiirdigkeit. Auch waren
Menschen eher dazu geneigt, die Falschinformation zu glauben und wei-
terzuleiten, wenn der Inhalt des Nachrichtenartikels ihre eigene Meinung
stutzte.

In einer weiteren Studie wurde gezeigt, dass Menschen bei der Evaluie-
rung eines falschen Online-Nachrichtenartikels eher auf die Glaubwiirdig-
keitsbewertung anderer zurtickgreifen, wenn diese in Form eines konkre-
ten Kommentars prasentiert wird und nicht in Form eines numerischen
Ratings (Kluck u.a. 2019). Dartiber hinaus demonstrierten Schaewitz und
Kramer (2020), dass detailreichere Korrekturen von Falschinformationen
das Erinnern von zugehdrigen Fakten beglnstigen. Der Zeitpunkt der
Korrektur wies allerdings einen widerspriichlichen Effekt auf: Wenn die
detailliertere Korrektur mit der Falschinformation zusammen prisentiert
wurde und nicht im Nachhinein, konnten sich Individuen zwar besser die
richtigen Fakten merken, der Glaube an die Kernaussage der Falschinfor-
mation verstirkte sich allerdings. Daraus kann erschlossen werden, dass
Interventionen genau geplant und orchestriert werden missen.

4.3 Forschungsfragen

Zusammengefasst hat die bisherige medienpsychologische Forschung
wichtige Mechanismen identifizieren konnen, die erkliren, warum Men-
schen Falschinformationen glauben. Gleichzeitig erweist sich Desinforma-
tion als ein sehr dynamischer Forschungsgegenstand. Insbesondere die
Covid-19 Pandemie hat aufgezeigt, dass sich solche Inhalte tiber eine Viel-
zahl von Kanilen verbreiten und in sehr unterschiedlicher Art und Weise
manifestieren (z.B. Hansson u.a. 2021). Daher ist weitere Forschung von
Néten, um zu verstehen, welchen Einfluss diese Dynamiken auf der Re-
zeptionsebene haben. Um zu helfen, die ibergreifenden Forschungsfragen
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des Projekts zu beantworten, wird das medienpsychologische Teilprojekt
die folgenden Fragestellungen fokussieren:

Fragestellung 1: Welche Falschinformationen nehmen Menschen wabr, die
tiber Messengerdienste verbreitet werden und in welchem Mafle werden diese
Inbalte weitergeleitet?

Vor allem die Mechanismen, die dazu fihren, dass Falschinformationen
weitergeleitet wird, sind noch vergleichsweise wenig erforscht. Das ist in-
sofern kritisch, als die intuitive Annahme, dass Menschen vornehmlich In-
halte teilen, die sie auch fiir glaubwiirdig halten, nicht zuzutreffen scheint
(Pennycook u.a. 2021, 2020). Wenngleich zum Teilen von Online-Inhal-
ten bereits Forschung existiert ( Kimpel u.a. 2015), konzentrieren sich
Untersuchungen meist auf das Weiterleiten von Nachrichtenartikeln in
sozialen Medien wie Twitter oder Facebook. Allerdings haben insbesonde-
re Messenger-Anwendungen wie WhatsApp einen starken Einfluss auf die
Verbreitung von falschen Inhalten (Resende u.a. 2019)). Da bisher wenig
dartber bekannt ist, in welchem Mafle Falschinformationen tber Messen-
gerdienste tatsichlich wahrgenommen und weitergeleitet werden, wird
in einem ersten Schritt des Teilprojekts exploriert, welche und wie viele
dieser Inhalte von Menschen gesehen und mit anderen geteilt werden.

Fragestellung 2: Welche spezifischen psychologischen Mechanismen begiinstigen
das Weiterleiten von Falschinformationen ziber Messengerdienste?

Da vor allem Menschen und nicht etwa automatisierte Programme Haupt-
katalysator fiir die Verbreitung von Desinformation sind (Vosoughi u.a.
2018), ist es unerlasslich, die psychologischen Mechanismen zu identifizie-
ren, die dazu fihren, dass irrefihrende Inhalte Gber weniger einsehbare
Kanile wie Messengerdienste geteilt werden und schlieflich ihren Weg in
andere Netzwerke finden. In diesem Zusammenhang wird Erregung als
wichtige Einflussvariable erachtet, da vor allem emotionale Inhalte geteilt
werden (z.B. Weismueller u.a. 2022). Zudem konnte herausgefunden wer-
den, dass neben nachrichtenbezogenen Motiven zum Teilen einer Infor-
mation soziale Motive eine wichtige Rolle spielen (Chen u.a. 2015; Lee/Ma
2012). Bisher fehlen allerdings Erkenntnisse, wie sich diese Befunde auf
Messengerdienste tibertragen lassen. Auch gibt es bisher kaum Forschung,
die untersucht hat, wie das emotionale Erleben bei der Konfrontation mit
(falschen) Informationen die unterschiedlichen Motive des Weiterleitens
beeinflusst.
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Fragestellung 3: Wie beeinflussen Medienmerkmale das Weiterleitungsverhalten
der Rezipient:innen?

Da Messengerdienste anders funktionieren als soziale Netzwerke wie Face-
book oder Twitter, ist zu erwarten, dass es Unterschiede bei den Inhal-
ten gibt, die frequentiert weitergeleitet werden. Auch konzentrierten sich
Untersuchungen zu sozialen Netzwerken primir auf die Wirkung von
(falschen) Nachrichtenartikel (Pennycook/Rand 2021). In Messengerdiens-
ten scheinen jedoch insbesondere visuelle Stimuli wie Bilder oder Videos
geglaubt (Sundar u.a. 2021) und geteilt zu werden (Resende u.a. 2019).
Ein weiterer wichtiger Aspekt ist, dass Messengerdienste stirker auf priva-
te interpersonelle Interaktion ausgelegt sind als andere soziale Netzwerk-
plattformen. Daher kdnnte hier vor allem die verstirkte Interaktion mit
Freund:innen und Familienmitgliedern dazu fithren, dass Desinformation
in einer ,natirlichen Weise verbreitet wird (Buchanan/Benson 2019).

Fragestellung 4: Welche technischen InterventionsmafSnabmen gegen die Verbrei-
tung von Falschinformationen in Messengerdiensten konnen aus medienpsy-
chologischer Perspektive abgeleitet werden und wie effizient sind diese MafSnab-
meng

Die Beantwortung der ersten drei Forschungsfragen miindet schliefSlich
innerhalb des interdiszipliniren Ansatzes von DYNAMO in dem Beitrag,
Instrumente zur Bekdmpfung von Desinformation zu entwickeln. In dem
medienpsychologischen Projekt wird dann vor allem evaluiert, welche
Strategien auf der Rezeptionsebene wirksam sind.

S. Rechtswissenschaften

Messengerdienste stellen aus juristischer Perspektive eine besondere He-
rausforderung dar. Seitdem soziale Netzwerke mit Plattformcharakter
mehr und mehr reguliert wurden, ziehen sich Desinformationsakteure
zunehmend in Messengerdienste zuriick. Indes ist unklar, ob und inwie-
weit bestehende rechtliche Vorgaben auf diese anwendbar sind, zumal
hinsichtlich offentlicher und privater Kommunikationsfunktionen unter-
schiedliche rechtliche Anforderungen zu beachten sind.
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3.1 Stand der Forschung inkl. eigener Beitrige

Die rechtswissenschaftliche Forschung zur digitalen Desinformation be-
handelt bisher primir 6ffentlich sichtbare Kommunikationsriume sozialer
Netzwerke. Die fir Messengerdienste typischen geschlossenen Gruppen,
private One-to-one-Kommunikation und Grenzbereiche zwischen offent-
licher und privater Kommunikation z.B. in sehr grofsen geschlossenen
Gruppen wurden hingegen bislang wenig untersucht.

Bereits die Definition der Desinformation wird kontrovers diskutiert.
Viele Autoren (Steinebach u.a. 2020 S. 149, Holznagel 2020 S. 18, Feld-
mann 2021 S. 35, Grife 2020 S. 39) orientieren sich an der aus dem Kon-
text der Rechtsprechung des Bundesverfassungsgerichts zur Meinungsfrei-
heit stammenden Formulierung der ,,bewusst unwahren Tatsachenbehaup-
tung® (BVerfG NJW 1976, 1677). Jedoch wird diese stindige Rechtspre-
chung im Zuge der Desinformationsdebatte zunehmend in Frage gestellt.
Umstritten sind vor allem der zu Grunde liegende Wahrheitsbegrift und
das Erfordernis einer Tauschungsabsicht.

Welcher Wahrheitsbegriff in Gesetzesformulierungen und der Rechts-
praxis implementiert wird, ist eine bedeutsame Frage, da im epistemologi-
schen und soziologischen Diskurs grofStenteils eine Abkehr von einem ob-
jektivistischen Wahrheitsbegriff auszumachen ist (vgl. Poérksen 2015
S. 4ff.;Kleeberg/Suter 2014 S.217). Kritik an einem objektivistischen Ver-
standnis findet sich auch in der rechtswissenschaftlichen Literatur (Schma-
lenbach 2005 S. 749; Theile 2012 S. 666). Im Rahmen der Desinformations-
forschung wird zum Teil gefordert , diese Begriffswandlung in der Rechts-
wissenschaft und -praxis zu ibernehmen. So werden zahlreiche rechtliche
Probleme aufgezeigt, die durch das Kriterium der ,,Unwahrheit“ verur-
sacht werden (Dreyer u.a. 2021 S.13). Flint wendet dagegen ein, dass es
nicht zielfihrend sei, bei der Rechtsanwendung zunachst die Realitit zu
hinterfragen und philosophische Uberlegungen neu zu durchdenken
(Flint 2021 S. 40).

Eine weitere Kontroverse besteht bei der Frage der Intentionalitit fiir
das Phinomen der Desinformation in Abgrenzung zu weiteren Formen
der sog. Information Disorder. So stellen einige zur Unterscheidung von
der unabsichtlichen Misinformation bei der Desinformation auf eine Tau-
schungsabsicht ab (Steinebach u.a. 2020 S. 149, Ferreau 2021 S.204). Teil-
weise wird sogar gefordert, Wahrhaftigkeit als immanentes Attribut von
Information zu behandeln (Lipowicz/Szpor 2021 S. 348). Dreyer u.a. kriti-
sieren hieran, dass durch diesen Ansatz, viele Verbreitungsformen falscher
Informationen, z.B. die leichtfertige Weiterleitung, welche als Misinforma-
tion zu qualifizieren ist (s.0.), nicht hinreichend bertcksichtigt wiirden,
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obwohl diese wesentlich zur Verbreitung und damit zum Schadenspoten-
zial beitriigen (Dreyer u.a. 2021 S. 11). Zu beachten ist auch die schwierige
Beweisbarkeit dieses Aspekts.

Um geeignete Maffnahmen gegen die Verbreitung von Desinformation
zu finden, wird anhand unterschiedlicher Ansitze der Rechtsrahmen abge-
steckt. Steinebach u.a. identifizierten Schutzgiiter, die durch Desinformati-
on betroffen sein kénnen, namentlich die demokratische Willensbildung
und die Meinungs- und Informationsfreiheit (Steinebach w.a. 2020
S.150ft.). Betont wird in diesem Zusammenhang die Einschatzungspraro-
gative des Gesetzgebers, Regelungen zu erlassen, die Risiken vorbeugen
und zur Aufrechterhaltung einer funktionierenden Kommunikationsord-
nung beitragen (Steinebach u.a. S. 165 m.w.N.). Ferreau bejaht obendrein
eine grundsitzliche Gewihrleistungspflicht des Gesetzgebers fiir den Mei-
nungsbildungsprozess insgesamt, welche ihn verpflichte, den Prozess vor
Verfalschungen und Verzerrungen zu bewahren (Ferreau 2021 S. 205). Da-
gegen wihlen Dreyer u.a. einen risikobasierten Ansatz, bei dem durch Des-
information verursachte abstrakte Gefahren auf Rezipientenseite im Vor-
dergrund stehen (Dreyer u.a. 2021 S. 14). Zur Feststellung hinreichend evi-
denter Risiken seien die Ergebnisse der empirischen Wirkungsforschung
zu Grunde zu legen, welche jedoch in vielen Bereichen noch fehlten
(Dreyer u.a. 2021 S. 15 ff.). Risiken, die zu einem regulatorischen Hand-
lungsbedarf fithren, werden jedenfalls fiir die positive Informationsfreiheit
sowie die Meinungsvielfalt nach Art. 5 Abs.1 GG gesehen, sofern durch
die kiinstliche Schaffung von Relevanz und/oder Reichweite die Sichtbar-
keit und der Zugang zu anderen Informationen oder Ansichten faktisch
ausgeschlossen wirden (ebd. S.21). Gefahren bestiinden auch fir die
Wahlfreiheit gem. Art. 38 Abs. 1 GG, jedoch nur in unmittelbarer zeitli-
cher Nihe zum Wahlakt, da hier die diskursive Selbstregulierung nicht oh-
ne weiteres moglich sei (ebd. S. 26; vgl. auch Lipowicz/Szpor 2021 S. 383).
Keine ausreichende Risikoevidenz wird hingegen fir die Verfassungsgiiter
der individuellen Autonomie, der Freiheitlichkeit der offentlichen Mei-
nungsbildung sowie der kommunikativen Chancengerechtigkeit gesehen
(Dreyer u.a. 2021 S. 17 ff.).

Als Mafinahmen gegen die Verbreitung werden verschiedene Ansitze
diskutiert. Auf gesetzlicher Ebene wird u.a. die Erginzung des Volksver-
hetzungstatbestands des §130 StGB (Mafi-Gudarzi 2019 S.68) und die
Vorgabe grober Leitplanken fiir die Hausregeln der Intermedidre zur Mo-
deration desinformierender Inhalte vorgeschlagen (Kihling 2021 S. 467).
Der BGH hat kiirzlich entschieden, dass Anbieter sozialer Netzwerke ihren
Nutzer:innen grundsitzlich objektive, tberprifbare Kommunikationsstan-
dards vorgeben diirfen, die tber die gesetzlichen Vorgaben hinausgehen.
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Diese durfen auch Loschungen von Inhalten und Sperrungen von Profilen
beinhalten, wobei bestimmte Verfahrensrechte einzuraumen sind (BGH,
Urteil vom 29.07.2021 - IIT ZR 179/20; BGH, Urteil vom 29.07.2021 - 11
ZR 192/20). Diese Verschrinkung staatlicher und anbietereigener Rege-
lungen, die sogenannte Hybrid Governance, wird auch von Dreyer u.a. be-
firwortet (Dreyer u.a. 2021 S. 46). Plattformen konnten dadurch abstrakete,
auf Desinformation bezogene Infrastrukturmaf$nahmen vorgegeben wer-
den, die sie z.B. dazu verpflichten konnten, Missbrauchsszenarien zu iden-
tifizieren (Ebd. S. 65). In Bereichen, die auf Grund ihrer technischen Ge-
staltung fir die Nutzer:innen und den Staat eine Black Box darstellen — et-
wa Bots — wird die Bedeutung der freiwilligen Selbstregulierung der sozia-
len Netzwerke betont (Steinebach u.a. 2020 S. 185). Weitere Vorschlage
reichen von harten Content Moderation Maffnahmen (Mafi-Gudarzi 2019
S.68), tber die Diskursstirkung (z.B. durch rational Nudges, Enghofer
2021 S.71), bis hin zur Einbezichung unabhingiger Fact-Checking-Initiati-
ven (Lipowicz/Szpor 2021 S. 383).

Indes werden nur vereinzelt Vorschlige unterbreitet, um Desinformati-
on in Messengerdiensten zu bekimpfen. Im Rahmen der medienwissen-
schaftlichen Analyse des Mediums Telegram wird etwa vorgeschlagen, die
Auffindbarkeit von desinformierenden Inhalten zu erschweren (Junger/
Gartner 2020 S. 33).

5.2 Forschungsfragen

Im Forschungsprojekt DYNAMO soll der rechtswissenschaftliche Diskurs
tiber digitale Desinformation mit dem Schwerpunkt auf Messengerdiens-
ten fortgefiihrt werden. In der rechtlichswissenschaftlichen Analyse sollen
rechtliche Auswirkungen sozio-technischer Besonderheiten dieses prava-
lenten Kommunikationsmittels untersucht werden und rechtliche Gestal-
tungsvorschlage, die Forschungsergebnisse der Partnerdisziplinen bertick-
sichtigen, entwickelt werden.

Die Befassung mit Grundlagenfragen darf zu Beginn des Projekts nicht
ausbleiben: Primisse einer fundierten Desinformationsforschung ist ins-
besondere die kritische Auseinandersetzung mit dem rechtswissenschaftli-
chen Wahrheitsbegriff und der Frage nach der Implementierung eines
Tauschungsvorsatzes in die Definition der Desinformation. Die Frage nach
dem Wahrheitsbegriff ist u.a. fiir den Schutzumfang der Kommunikations-
grundrechte sowie fiir die freie gesellschaftliche Willensbildung relevant.
Schlieflich gilt es eine allgemeine staatliche Deutungshoheit Gber wahr
und falsch zu vermeiden und zugleich ein faktisches Wahrheitsmonopol
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privater Unternehmen auszuschliefen. Bestehende Gesetzesformulierun-
gen und Rechtspraktiken sind anhand geeigneter und fur die Rechtswis-
senschaften praktikabler Wahrheitskriterien zu evaluieren. Diese wiren
auch bei der Formulierung von Normvorschlagen zu beachten.

Weiterhin scheint die Einbeziehung eines Tauschungsvorsatzes in die
Desinformationsdefinition und die Abgrenzung zur Misinformaton (s.o.)
einen effektiveren Grundrechtsschutz fiir die Mediennutzer:innen zu ge-
wihrleisten, die unabsichtlich zur Verbreitung falscher Informationen bei-
tragen. Die Differenzierung zwischen bewusst unwahren und unabsicht-
lich unzutreffenden Tatsachenbehauptungen bildet ein kommunikations-
verfassungsrechtliches Schutzniveaugefille ab — sei es auf Ebene des
Schutzbereichs (BVerfGE 61, 1 (8); 90, 241 (254); 90, 1 (15)) oder der
Rechtfertigung (Wendt 2021 Art. 5 Rn.29). Eine solche Differenzierung
sollte — trotz der schwierigen Beweisbarkeit — mithin auch bei der Ent-
wicklung einfachgesetzlicher Normen mit Sanktionscharakter berticksich-
tigt werden, wihrend eine Differenzierung bei gefahrabwehrrechtlichen
Normen nicht erforderlich wire.

Sodann soll der Rechtsrahmen fir die konkret zu untersuchenden
Dienstetypen identifiziert werden. Dabei ist zwischen ,reinen“ Messenger-
diensten, die in erster Linie Individualkommunikation anbieten und soge-
nannten Hybrid-Medien, welche daneben auch offentlich sichtbare Kom-
munikationsfunktionen anbieten, zu unterscheiden (Vgl. Junger/Girtner
2021 S. 31), sodass die Grenzen zwischen den Geschaftsmodellen der Mes-
sengerdienste und sozialen Netzwerke verschwimmen (Junger/Gartner
2020 S. 6, Sunyaev u.a. 2021 S. 77). Um grundrechtsschonende, aber effek-
tive Regularien zu entwickeln, sind bei der Identifikation des Rechtsrah-
mens beide Kommunikationsmodi differenziert zu betrachten.

Verfassungsrechtlich sind insbesondere die Grundrechte auf Meinungs-
freiheit und Informationsfreiheit aus Art. 5 Abs.1 S. 1, 1. bzw. 2. Hs. GG
sowie auf Berufsfreiheit der Dienste-Anbieter aus Art. 12 Abs. 1 GG ein-
schldgig - auf europiischer Ebene Art. 11 Abs. 1 S. 1 bzw. 2; Art. 15 Abs. 1
GRCh. Sofern eine Ubermittlung an individuelle Kommunikationsemp-
finger:innen vorliegt (Jarass/Pieroth 2020 Art. 10 Rn. 6), ist auch das Fern-
meldegeheimnis nach Art. 10 Abs. 1 GG zu beachten. Dartiber schiitzt das
Grundrecht auf informationelle Selbstbestimmung aus Art. 1 Abs. 1 1.V.m.
Art.2 Abs. 1 GG bzw. Art. 7 und 8 GRCh die Preisgabe und Verwendung
personenbezogener Daten auch unabhingig von ihrer Ubermittlung an In-
dividualempfinger:innen oder an die Offentlichkeit und unabhingig da-
von, ob der Kommunikationsvorgang bereits abgeschlossen ist (Durner
2021 Art. 10 Rn78). In Bezug auf massenhaft verbreitete Desinformation
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kann schlieflich die freie 6ffentliche Willensbildung als Grundvorausset-
zung des Demokratieprinzips aus Art. 20 Abs. 2 GG betroffen sein.

Auf einfachgesetzlicher Ebene sind insbesondere der Medienstaatsver-
trag (MStV), das Netzwerkdurchsetzungsgesetz (NetzDG), das Telemedien-
gesetz (TMG), das Telekommunikationsgesetz (TKG) und das Telekom-
munikation-Telemedien-Datenschutz-Gesetz (TTDSG) sowie europarecht-
liche Regelungen wie der Verhaltenskodex gegen Desinformation und der
Digital Service Act (DSA) relevant. Wie sich in der Debatte um eine mogli-
che Sperrung des Anbieters Telegram zeigt, ist die Anwendbarkeit des
NetzDG und des MStV auf Dienste mit Messenger-Funktionen umstritten
(Tuchtfeld 2021). Nach § 1 Abs. 1 S. 3 Alt. 1 NetzDG ist Individualkommu-
nikation ausdricklich aus dem Anwendungsbereich des NetzDGs ausge-
schlossen. Hierbei ist fraglich, was unter Individualkommunikation zu ver-
stehen ist und ob das Gesetz zumindest auf 6ffentliche Kommunikations-
funktionen der Hybrid-Medien (s.0.) anwendbar ist. Zudem kdnnte es sich
bei Hybrid-Medien um Medienintermediare i.5.d §2 Abs.2 Nr.16 MStV
handeln. Diese wiren nach §93 Abs. 1 MStV verpflichtet, ihre Kriterien
tiber den Zugang und den Verbleib von Informationen (Nr. 1) sowie be-
stimmte Funktionsweisen ihrer Algorithmen (Nr.2) transparent zu ma-
chen. Diesbeztglich wird u.a. die Frage aufgeworfen, ob die Transparenz-
pflicht ausreichend konkret formuliert wurde, um hinreichend informati-
ve Erklarungen der Intermediire zu erhalten (Gahntz u.a. 2021 S. 13).

Zu beachten ist, dass durch die zunehmende staatliche Regulierung und
Rechtsdurchsetzung auf sozialen Netzwerken und die teilweise strengere
Losch- und Sperrpraxis der Plattformen nach eigenen Community Stan-
dards (Vgl. zum virtuellen Hausreich: BGH, Urteil vom 29.07.2021 - III ZR
179/20; BGH, Urteil vom 29.07.2021 - III ZR 192/20; Eydlin 2021), eine
Rickzugswelle der Desinformationsverbreiter weg von sozialen Netzwer-
ken und hin zu Messengerdiensten beobachtet werden kann (Junger/Girt-
ner 2020 S. 4, 7, 33). Daher sind regulierungsbedingte Wechselwirkungen
zwischen offentlichen sozialen Netzwerken,Messengerdiensten und ggf.
neuen Medientypen bei der Entwicklung systemisch-wirkungsvoller Regu-
lierungsvorschlage zu berticksichtigen.

Weiterhin solltenaktuelle psychologische Erkenntnisse beachtet werden,
die verschiedene kognitive Verzerrungen als mitursachlich fir die Verbrei-
tung von Desinformation sehen (s.o.). Unter Einbeziehung der in der Pro-
jektlaufzeit gewonnenen medienpsychologischen Erkenntnisse der Pro-
jektpartner, sollte die rechtswissenschaftliche Forschung insbesondere
Mafinahmen eruieren, die die rationale Auseinandersetzung der Nutzen-
den mit kontroversen Themen fordern, etwa Nudges to reason (Enghofer
2021 S.71). Gerade beziiglich der Sphire des Dark Social, also Kommuni-
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kationsbereiche sozialer Medien, die fiir die Offentlichkeit unsichtbar statt-
finden, ist auf Grund des Fernmeldegeheimnisses weder eine durchgingi-
ge effektive staatliche Aufsicht, noch eine reine Selbstkontrolle der Medien
moglich (z.B. Content Moderation ohne vorherige Meldung durch andere
Nutzer:innen). Hier kénnten Nutzer:innen durch eine verpflichtende dis-
kursférdernde Technikgestaltung befihigt werden, Infragestellungen und
Gegendarstellungen auszuiiben.

Als Ergebnis des rechtswissenschaftlichen Teilprojekts kommt schlief3-
lich ein Regulierungsvorschlag fiir ein Gesetz oder Community Standards
in Betracht. Dabei sind die Grundrechte der Nutzenden und Dienste-An-
bietenden in einen optimalen Ausgleich zu bringen.

3.3 Datenschutzrecht: Anonymisierung und Informationsverlust

Eine wichtige disziplinibergreifende Forschungsfrage stellt das Thema
Anonymisierung personenbezogener Daten und der damit einhergehende
Informationsverlust dar. Bei der Betrachtung des Spannungsfelds zwischen
Privatheit und Datenqualitat spielen technische Moglichkeiten ebenso
eine Rolle wie rechtliche Rahmenbedingungen. Aber auch die Bedarfe der
anderen Disziplinen, die die zu erhebenden Daten im Rahmen ihrer em-
pirischen Forschung verarbeiten werden, sind zu berticksichtigen. Schliefs-
lich kénnen nur diese beurteilen, inwiefern ein Verlust der Datenqualitit
und damit der Verwertbarkeit durch eine Anonymisierung oder Pseudony-
misierung zu erwarten ist.

Gesetzliche Anonymisierungs- und Pseudonymisierungserfordernisse
sind sowohl fir die Entwicklung praktischer Losungsansitze als For-
schungsergebnis als auch fir die Datenerhebung im Rahmen des For-
schungsprojekts selbst zu beachten. Im Hinblick auf praktische Losungen
gilt nach Art. 5 Abs. 1 lit. ¢, Art. 25 Abs. 1 und Art. 32 Abs. 1 DS-GVO der
Grundsatz, dass Daten zu pseudonymisieren sind, wenn dies nach dem
Verwendungszweck moglich ist und in Beziehung zum angestrebten
Schutzzweck keinen unverhiltnismafigen Aufwand erfordert. Aus dem in
Art. 5 ¢) DS-GVO normierten Zweck der Datenminimierung ergibt sich,
dass anonyme oder anonymisierte Daten demgegeniber grundsatzlich vor-
ranging zu verwenden sind (Heberlein 2018 Art. 5 DS-GVO Rn. 22) Fur
Messengerdienste ist tiberdies § 19 Abs. 2 TTDSG relevant, der die Ermog-
lichung einer grundsatzlich anonymen bzw. pseudonymen Nutzung von
Telemedien vorsieht. Demgegeniiber wird die Datenverarbeitung zu wis-
senschaftlichen Zwecken in der DS-GVO grundsatzlich privilegiert behan-
delt. Art. 89 Abs. 1 DS-GVO begrenzt die Privilegierung wiederum, indem
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technisch-organisatorische Maffnahmen, wie die Pseudonymisierung (S. 3)
als Garantien zum Schutz der betroffenen Personen gefordert werden. In-
des sind weitergehende Mafinahmen, also auch die Anonymisierung,
durch Art. 89 Abs. 1 DS-GVO nicht ausgeschlossen, sondern nach Maf3ga-
be der Datenminimierung stets zu priifen und grundsitzlich vorranging
anzuwenden (Caspar 2019 Art. 89 DS-GVO Rn 51f.). Gem. §27 Abs.3
BDSG ist eine Anonymisierung fiir besondere Kategorien personenbezoge-
ner Daten nach Art. 9 Abs. 1 DS-GVO sogar ausdriicklich erforderlich, so-
bald dies nach dem Forschungszweck moglich ist, es sei denn, berechtigte
Interessen der betroffenen Person stehen dem entgegen. § 27 Abs. 3 BDSG
ist im Kontext der Desinformationsforschung besonders einschlagig, da
die zu erhebenden Daten hiufig Beziige zu politischen Meinungen und
Weltanschauungen aufweisen, die besondere Kategorien i.S.d. Art. 9 Abs. 1
DS-GVO darstellen. Die Pflicht zur Anonymisierung entsteht nicht erst bei
Abschluss des Forschungsprojektes, sondern bereits dann, wenn die perso-
nenbezogenen Daten fiir den weiteren Verlauf des Forschungsprojektes
nicht mehr in personenbezogener Form erforderlich sind (Pauly 2021 §27
BDSG Rn. 18). Daneben sind die Landesdatenschutzgesetze zu beachten,
die ebenfalls Regelungen zur Datenverarbeitung zu wissenschaftlichen
Forschungszwecken enthalten, z.B. Art. 25 BayDSG, § 11 HmbDSG, § 24
HDSIG.

Erwagungsgrund Nr. 26 S. 5 zur DS-GVO bestimmt, dass die Grundsit-
ze des Datenschutzes nicht fiir anonyme Informationen gelten. Unter Ano-
nymisierung ist die Auflésung der Beziehung zwischen den Daten und der
betroffenen Person zu verstehen (Winter u.a. 2020 S. 26), wobei eine fakti-
sche Anonymisierung ausreicht (Gierschmann 2021 S.483). Diese meint
den Fall, dass die Re-Identifikation nur mit unverhiltnismifig hohem
Aufwand zu erreichen ist. Wihrend die h.M. Anonymisierung mittlerweile
als eine zu rechtfertigende Datenverarbeitung anerkennt (Thiising/
Rombey 2021 S. 548; Gierschmann 2021 S. 483), wird die Frage, auf wel-
che Rechtsgrundlage diese gestiitzt werden kann, sehr unterschiedlich be-
wertet (Hornung/Wagner 2020 S. 223; Stiirmer 2020 S. 630; Gierschmann
2021 S. 483).

Die in Art. 4 Nr. 5 DS-GVO legal definierte Pseudonymisierung meint
die Funktionstrennung von Zuordnungsinformation und Daten (Schleip-
fer 2020 S.285). Sie stellt den ,Kernpfeiler* der technisch-organisatori-
schen Malnahmen des Datenschutzes nach der DS-GVO dar (Rofnagel
2018 S. 243). Grundsitzlich ist zwischen zwei Arten von pseudonymen Da-
ten zu unterscheiden. Wahrend die erste — in Art. 4 Nr. 5§ DS-GVO nicht
geregelte — eine anonymisierende Wirkung hat, dient die zweite lediglich
zur Minderung der Risiken der Datenverarbeitung fir die Grundrechte be-
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troffener Personen (ebd. S.246). Jedoch kénnen anonyme Phasen bei Er-
scheinen geeigneter Kontextinformation in einen Personenbezug umschla-
gen (Schleipfer 2020 S.285). Diesbeziiglich ist im Rahmen einer Risiko-
prognose die Wahrscheinlichkeit der faktischen Durchfithrbarkeit der Be-
stimmbarkeit einer Person zu ermitteln (Roffnagel 2018 S.244), wobei
auch auf den Verarbeitungskontext abzustellen ist (Gierschmann 2021
S. 484 m.w.N.). Auch wenn die Wahrscheinlichkeit der De-Identifizierung
nur schwer quantifizierbar ist (ebd. S. 483), gentigt eine rein hypothetische
Einschitzung nicht (Rofnagel 2018 S.244). Zudem kann aus Erwigungs-
grund 26 S.2 zur DS-GVO abgeleitet werden, dass pseudonymisierte Da-
ten dann als personenbezogen gelten sollen, wenn sie durch Heranziehung
von Zusatzinformationen einer natiirlichen Person zugeordnet werden
konnten. Das ist jedenfalls dann der Fall, wenn es wahrscheinlich ist, dass
der Datenverarbeiter in den Besitz der Zuordnungsregel kommen kdnnte
(Rofnagel 2018 S.245). Fur Datenverarbeiter und fir Dritte, die nicht
tber die Zuordnungsregel und/oder tber andere Moglichkeiten der
Kenntniserlangung verfiigen, sind die pseudonymisierten Daten anonym
(Winter u.a. 2020 S. 26).

Eine Anonymisierung bzw. anonymisierende Pseudonymisierung kann
allerdings dazu fihren, dass Daten nicht mehr aussagekriftig genug und
deshalb nicht verwertbar sind. Um festzustellen, wie Anonymitat garan-
tiert und gleichzeitig Informationsverlust minimiert werden kann (Winter
u.a. 2019 S. 489), sollte vor der Anonymisierung konkret gepriift werden,
welche Daten fiir die weitere Verwendung des anonymisierten Datensatzes
besonders wichtig sind und moglichst aussagekriftig erhalten bleiben soll-
ten (Gierschmann 2021 S. 484 m.w.N.). Zwar sollten nach dem oben ge-
nannten moglichst wenige personenbezogene Daten verarbeitet werden.
Fir die empirische Forschung der Partnerdisziplinen ist indes die Verar-
beitung einiger Datentypen unerlasslich. Fir die Medienpsychologie ist
vor allem das Verhalten der Nutzer:innen von Bedeutung. Von besonde-
rem Interesse wiren neben den reinen Inhaltsdaten auch Daten tiber Reak-
tionen der Nutzer:innen auf desinformierende Inhalte wie z.B. Weiterlei-
tungen oder das Verlassen eines Kanals. Aus kommunikationswissenschaft-
licher Sicht stellen zudem z.B. die Anzahl der Abonnent:innen, die Anzahl
veroffentlichter Postings im Untersuchungszeitraum und die Anzahl der
Aufrufe / Views eines Postings eines Kanals wichtige publizistische Rele-
vanzfaktoren dar. Diese Daten sind fir die weitere Forschung von Bedeu-
tung, da sie systematische Aussagen tber die Breitenwirksamkeit der Urhe-
ber:innen desinformierender Inhalte zulassen. Sollte es in diesen Bereichen
zu Personenbeziigen kommen, konnte eine risikomindernde Pseudonymi-
sierung (Rofinagel 2018 S. 246) eine Erleichterung der Datenverarbeitung
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darstellen, insbesondere hinsichtlich der Erfordernisse nach Art. 89 Abs. 1
Satz 1 und 3 DS-GVO (s.0.).

Problematischer ist hingegen die Anonymisierung bzw. Pseudonymisie-
rung von Inhaltsdaten. Zum einen ist zu prifen, ob anonymisierte bzw.
pseudonymisierte Kommunikationsinhalte tiber den Messengerdienst hi-
naus im Internet veréffentlicht wurden, da so der Personenbezug einfach
hergestellt werden koénnte. Zum anderen konnten — vor allem prominente
— Desinformationsverbreiter anhand allgemein bekannter Kontextinforma-
tionen z.B. tiber ihren Sprachstil identifiziert werden.

Der Datenschutz kann bereits durch die Technikgestaltung erfolgen
(Privacy by Design). Wahrend des Sammelns von Daten aus dem Internet
konnen Crawler so angepasst werden, dass Daten bei der Erfassung auto-
matisch anonymisiert oder pseudonymisiert werden (z.B. E-Mail-Adressen,
Telefonnummern etc.) (Kamocki/Witt 2020). Um den Datencontent zu
schiitzen, konnen verschiedene computerlinguistische Verfahren ange-
wandt werden. Das kann die Eigennamenerkennung (engl. Named-Entity-
Recognition, kurz ,NER®), Coreference Resolution (dt. Koreferenzauflo-
sung) oder auch die Schreibstilverschleierung (engl. Authorship Obfuscati-
on) sein. NER-Verfahren identifizieren Eigennamen im Text wie z.B. Per-
sonen, Orte oder nummerische Daten, die folglich geloscht oder "ge-
schwarzt" werden konnen. Das kann allerdings zum Verlust der Lesbarkeit
fuhren. Die Aufgabe der Coreference Resolution besteht darin alle Ausdri-
cke zu finden, die sich auf dieselbe Entitat (z.B. ,,George Bush®, ,Micro-
soft“) in einem Text beziechen. Das konnen Pronomen (z.B. ,er“, ,seine“)
und andere referierende Ausdriicke (z.B. ,der Politiker®, ,der ehemalige
US-Prasident®) sein (Kenton u.a. 2018). Die erkannten Referenzen konn-
ten beispielsweise genutzt werden, um Personennamen durch ihre generi-
schen Substitute zu ersetzen. Dadurch kénnte sowohl der Datenschutz als
auch die Erhaltung der Lesbarkeit gewahrleistet werden. Um auch die An-
onymitit des Verfassers zu wahren, kdnnen Authorship Obfuscation-Ver-
fahren eingesetzt werden, die den Schreibstil im Text so verindern, dass
dieser weder von Menschen noch von modernen Verfahren zur Uberpri-
fung der Autorschaft dem urspringlichen Autor zugeordnet werden kann.
Zu beachten ist, dass nicht jede Methode, die technisch unter den Begriff
der ,Anonymisierung® féllt, auch eine Anonymisierung im datenschutz-
rechtlichen Sinne darstellt (Gierschmann 2021 S. 485 m.w.N.). Dies ist im
Einzelfall zu prifen.
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6. Ausblick

In DYNAMO werden verschiedene Facetten der Desinformation in Mes-
sengerdiensten interdisziplindr erforscht. Die Untersuchung der Unter-
schiede zwischen sozialen Plattformen mit Netzwerkcharakter und Mes-
sengerdiensten stellen einen wichtigen gemeinsamen Forschungsstrang
dar. Zu analysieren ist etwa, ob Unterschiede hinsichtlich der Bedeutung
von visuellen Inhalten, wie Bilder oder Videos, und der Interaktion mit
Freund:innen und Familienmitgliedern bestehen. Zudem ist zu kldren,
ob und inwieweit bestehende rechtliche Vorgaben auf Messengerdienste
anwendbar sind. Neben der Betrachtung der Unterschiede ist auch zu
berticksichtigen, dass die Grenzen zwischen den Geschiftsmodellen der
sozialen Plattformen und Messengerdienste zunehmend verschwimmen.
Daher gilt es zu untersuchen, wie der Verbreitung von Desinformation an-
gesichts dieser Hybridisierung der Medientypen effektiv und grundrechts-
schonend entgegengewirkt werden kann.

Weiterhin ermdglicht der multiperspektivische Ansatz, Erkenntnisse
tber die Verbreitung von Desinformation innerhalb von Messengerdiens-
ten und im Zusammenspiel zu anderen Medien zu gewinnen. Fur alle
Disziplinen ist es von Bedeutung zu untersuchen, welche Rolle 6ffentlich
gepostete Einladungslinks, Weiterleitungen von Nachrichten und Verlin-
kungen von Gruppen und Kanilen spielen. Die Psychologie erforscht
dabei die Motive der Weiterleitung sowie die dahinterstehenden Kogni-
tionen und Emotionen. Konsekutiv muss erortert werden, ob und wie
diesen Faktoren durch Technikgestaltung und rechtliche Vorgaben z.B.
durch Begrenzung der Weiterleitungsmoglichkeiten, entgegengewirkt wer-
den kann, wobei der Grundrechtsschutz unbedingt zu wahren ist. Auch
Kennzeichnungspflichten und die Zusammenarbeit mit unabhingigen
Fact-Checking-Organisationen sind fir den Bereich der Messengerdienste
zu untersuchen.

Aktuell werden viele Desinformationen tiber den Ukrainekrieg verbrei-
tet. Umso relevanter wird die tibergeordnete Frage nach der Beeintrichti-
gung der freien demokratischen Willensbildung durch Desinformation.
Erkenntnisse tGber emotionale Reaktionen der Mediennutzer:innen und
die wahrgenommene Glaubwirdigkeit von Quellen konnen zur Feststel-
lung von Risiken fiir die freie demokratische Willensbildung ausgewer-
tet werden. Auch die Auswirkungen solcher Desinformationen auf die
Medienberichterstattung sind von Bedeutung. Mit der EU-Verordnung
2022/350 vom 1.3.2022 erfolgte als Ad-Hoc-Reaktion der EU ein Verbot
zweier russischer Staatsmedien (RT und Sputnik). Durch automatisierte
Verfahren und journalistische Analysen konnte beobachtet werden, ob die
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durch die Verordnung verbotenen Medien, trotz des in der Verordnung
geregelten Umgehungsverbots, Messengerdienste zur Verbreitung ihrer In-
halte nutzen.

Es muss untersucht werden, wie der Staat bzw. die EU dauerhaft auf
die Beeintrichtigung der freien demokratischen Willensbildung durch die
absichtliche Verzerrung von Fakten reagieren kann, ohne elementare Frei-
heitsrechte iiber Gebiihr zu beeintrichtigen. Relevant ist auch die Frage,
inwiefern eine Gewihrleistungspflicht des Gesetzgebers fir den Meinungs-
bildungsprozess besteht. Schlieflich ist in Bezug auf den Schutz der De-
mokratie zu erforschen, ob Messengerdienste nicht auch eine konstruktive
Rolle einnehmen konnen, indem sie z.B. Korrekturen durch Nutzer:innen
fordern.
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KI-Systeme in Pflegeeinrichtungen — Erwartungen,
Altersbilder und Uberwachung

Roger von Laufenberg

Zusammenfassung

KI-Systeme kommen zunehmend in den diversesten Bereichen unserer
Gesellschaft zum Einsatz, so auch in der Pflege alterer Personen. Diese
Entwicklung steht dabei vor allem unter dem Gesichtspunkt einer altern-
den Bevolkerung und einer damit einhergehenden Pflegekrise, der mit
der Technologisierung entgegengewirkt werden soll. Wihrend das in der
Theorie durchaus erfolgsversprechend scheint, zeigt sich in der Empirie
jedoch, dass die Entwicklung von KI-Pflegetechnologien hiufig von der
alltaglichen Lebensrealitit dlterer Personen entkoppelt ist. In diesem Bei-
trag wird deshalb die Entwicklung von KI-Pflegesystemen, anhand der
Implementierung eines Sturzsensors, kritisch beleuchtet. Dabei zeigt sich
einerseits, wie in den unterschiedlichen Entwicklungsschritten durch Ent-
wickler:innen ein Bild von alteren Personen gezeichnet wird, das von
Vulnerabilitit gepragt ist. Andererseits bekommen éltere Personen — als
direkt Betroffene dieser Technologien — keine Moglichkeit, ihre Sichtwei-
sen in die Entwicklung und Implementierung mit einzubringen. Dadurch
entstehen KI-Systeme, die den Anspruch von Firsorge fiir altere Menschen
haben, dazu aber auf Uberwachung ausgelegt sind und mogliche Risiken
und negative Auswirkungen haufig ausblenden.

1. Emleitung: Technologieentwicklung und Pflege — hobe Erwartungen, hobe
Ristken

Die Entwicklung und Umsetzung von Kl-Technologien in der Pflege
wurden in den letzten zehn Jahren stark vorangetrieben und sie finden
sich in einer Vielzahl von Anwendungen, von Ambient Assisted Living
(AAL) tber Sensoren bis hin zu Pflegerobotern (Queirds u.a. 2017). Diese
Entwicklung steht dabei zum Teil im starken Gegensatz zu dem, was Pfle-
gearbeit im eigentlichen Sinn ausmacht. Namlich eine menschenbezogene
Tatigkeit, in der korperliche Nahe und ein sorgsamer Umgang zwischen
Pfleger:innen und Pflegebeduirftigen ausschlaggebend sind. Dem entgegen
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stehen allerdings eine alternde Bevolkerung in Europa, ein dadurch im-
mer teurer werdendes Pflegesystem, sowie ein gleichzeitiger Mangel an
Pflegekraften. Diese Faktoren werden in der Literatur haufig als Grund
angefuhrt, wieso eine Technologisierung der Pflegearbeit notwendig sei,
da sonst das aktuelle Pflegesystem nicht aufrecht erhalten werden kénne
(Fangerau u.a. 2021; Cicirelli u.a. 2021).

Das Ziel der Technologisierung der Pflege ist somit klar: Professionelle
und informelle Pflegekrifte sollen in ihrer Arbeit entlastet werden, idealer-
weise um mehr Pflegebediirftige mit der gleichen Anzahl an Pflegenden
zu betreuen (Carver und Mackinnon 2020). Den Pflegebediirftigen soll
zudem ein zusitzliches Maf§ an Sicherheit geboten werden: Smart Wat-
ches messen Herzfrequenz und Blutdruck, Armbinder sind mit einem
Notfallknopf ausgestattet und Sturzsensoren sollen anormale Bewegungen
von Bewohner:innen in Pflegeeinrichtungen erkennen (Sun u.a. 2009).
Es werden vermehrt KI-Systeme eingesetzt, die darauf spezialisiert sind,
das Wohlbefinden einer Person zu garantieren, ohne dass eine Pflegekraft
physisch anwesend sein muss. Die KI-Systeme tibermitteln Gesundheitsda-
ten an eine Notrufzentrale und diese konnen eingreifen, wenn sich ein
bestimmter Wert oder verschiedene zusammenhingende Werte in einer
unerwinschten Weise verindern. Dartber hinaus konnen Sensoren Daten
zusammenfihren, um eine multimodale Datenanalyse zu ermoglichen
(Sapci und Sapci 2019).

Aber nicht nur die Entlastung der Pflegearbeit und die erhohte Sicher-
heit der zu Pflegenden sind Antriebsfaktoren der Technologisierung der
Pflege. Diese hat neben einem sehr groffen Marktpotenzial auch ein
sehr kontinuierliches Wachstum durch eine stetig alternde Bevolkerung.
Marktanalysen schwanken zwischen einem globalen Ertrag durch Pflege-
technologien von 3.8 Milliarden USD im Jahr 2025 bis 13.74 Milliarden
USD im Jahr 2027, mit den groften Mirkten in Nordamerika, Europa
und Asien (Mordor Intelligence 2021; Vimarlund u.a. 2021). Zudem ist die
Pflege eines der wenigen Einsatzgebiete der Digitalisierung, in dem noch
ein erhebliches Potenzial fir Entwicklung besteht. Schlussendlich liegt
durch die Covid-19 Pandemie ein verstirkter Fokus darauf, den alteren
Teil der Bevolkerung — die vulnerable Gruppe — einerseits besser schiitzen
zu konnen, wihrend gleichzeitig eine moglichst weitreichende Teilhabe
am alltaglichen Leben ermoglicht wird (Vimarlund u.a. 2021).

In dieser Kombination aus wirtschaftlichen, gesellschaftlichen und de-
mographischen Faktoren hat sich eine Entwicklung herausgebildet, die
mit sehr spezifischen Erwartungen einhergeht. Wie erwihnt, sollen KI-Sys-
teme und Digitalisierung in der Pflege sowohl fiir die Betroffenen (Pati-
ent:innen, Bewohner:innen) als auch fiir die Nutzer:innen (Pfleger:innen,
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Betreuer:innen, medizinisches Personal) Vorteile der Sicherheit, Effizienz
und Erleichterungen mit sich bringen (Hulsen-Esch 2021). Betroffene
miussen nicht physisch in den Gesundheitseinrichtungen anwesend sein
und werden im Falle eines Notfalls schneller betreut und behandelt. Fir
das Gesundheits- und Betreuungspersonal liegt der Vorteil in der Méglich-
keit, auf Langzeitdaten zuriickgreifen zu koénnen, sowie darin, dass ihre
Arbeit maf$geblich erleichtert wird — was héufig gleichgesetzt wird mit
einer Effizienzsteigerung. Dabei wird der Uberwachungscharakter dieser
Technologien und die damit einhergehende Beschrinkung der Privatsphi-
re haufig tbersehen und die ethischen Implikationen hintangestellt (Hul-
sen-Esch 2021), da die Firsorge und Sicherheit der alteren Personen im
Vordergrund stehen. Im Prinzip einer Big Mother, wird eine Steigerung der
Kontrolle aus Griinden der Fursorge durchaus als legitim erachtet (Carver
und Mackinnon 2020; Sadowski u.a. 2021).

Mit dem Einsatz solcher KI-Systemen in der Pflege gehen allerdings
auch Probleme und Risiken einher, die eine kritische Beachtung benoti-
gen. Dabei lasst sich die Kritik am Einsatz von KI-Systemen in der Pflege
grundsitzlich in zwei Stringe einteilen: Auf der einen Seite benotigt es
eine Auseinandersetzung mit der Entwicklung von KI-Pflegetechnologien
(Crawford 2021; Wanka und Gallistl 2021), die auch die Sammlung und
Verarbeitung der Daten, die zum Zweck der Entwicklung verwendet wer-
den, in den Blick nimmt (Zwitter 2014; Kitchin 2016). Die Entwicklung
von KI-Technologien wird noch immer von einer sehr homogenen Grup-
pe dominiert — meistens von Mannern zwischen 25 und 45 Jahren (Well-
ner und Rothman 2020) — die ein sehr eigenes Verstindnis von Altern und
Pflege hat, welches nicht unbedingt mit der Realitit und Materialitit von
alteren Menschen tbereinstimmt (Manchester und Jarke 2022). Dadurch
werden gewisse Altersbilder in die Technologie eingeschrieben, die von
Fragilitat und Defizit im Alter ausgehen, diese in den Vordergrund riicken
und damit die Funktionalititen der Technologien bestimmen (Wanka und
Gallistl 2021). Auf der anderen Seite entstehen auch bei der Nutzung von
KI-Technologien in der Pflege Risiken, die sich auf die Bewohner:innen
von Pflegeeinrichtungen bzw. auf die Pfleger:innen auswirken. Der Ein-
satz von KI-Systeme in der Pflege steht im Zusammenhang mit allgemei-
nen Digitalisierungsprozessen und techno-gesellschaftlichen Entwicklun-
gen, nimlich der Datafizierung der sozialen Welt (van Dijck 2014). Diese
Entwicklungsprozesse bedingen hiufig die Risiken, die mit dem Nutzen
der KI-Systeme in der Pflege einhergehen: sowohl durch eine Ungenauig-
keit der digitalen Daten, die fiir KI-Systeme benotigt werden (Agostinho
u.a. 2019; Crawford 2021), als auch durch das Potenzial, die Arbeitsweisen
der Pfleger:innen zu verindern und dadurch die Betreuungsverhiltnisse
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zwischen Pfleger:innen und Bewohner:innen zu verindern. Um die Ent-
stehung von Risiken in KI-Systemen in der Pflege besser zu verstehen, un-
tersucht dieser Beitrag deshalb die Entwicklung von KI-Systemen am Bei-
spiel eines Sturzerkennungs- und Sturzpriventionssystems. Die Konzepte,
Annahmen und Altersbilder, mit denen die Entwickler:innen operieren,
und wie diese moglicherweise den Entwicklungsprozess beeinflussen, wer-
den dabei beleuchtet. Dabei liegt der Fokus darauf, Entwicklungsschritte
zu identifizieren, bei denen Entwickler:innen besonders Gefahr laufen,
verkiirzte Annahmen tber die Realitit und Materialitit von alteren Perso-
nen zu treffen. Die Ergebnisse dieses Beitrages basieren auf qualitativen
Interviews mit Entwickler:innen von KI-Systemen, die um weitere 6ffent-
lich zugéngliche Interviews aus dem ,,Archives of IT“! erginzt wurden.

Insgesamt wurden sieben qualitative Interviews, mit einer durchschnitt-
lichen Interviewdauer von 50 Minuten, mit Entwickler:innen eines Sturz-
erkennungs- und Sturzpriventionssystems durchgefithrt. Bei den Inter-
views standen insbesondere der Entwicklungsprozess des KI-Systems im
Vordergrund, aber auch welche Méglichkeiten der Einbindung von End-
Nutzer:innen (Pflegepersonal) und Betroffenen (Bewohner:innen) in der
Entwicklung gegeben sind sowie in welchen Prozessen, Aspekte der Fair-
ness, Transparenz oder Privatsphire beriicksichtigt werden (konnen). Bei
den Interviews lag zudem ein Augenmerk darauf, Entwickler:innen in un-
terschiedlichen Rollen des Entwicklungsprozesses, vom Junior Developer
(n=3) dber den Senior Developer (n=3) bis zum Chief Technology Officer
(n=1), zu involvieren.

Die Auswertung der Interviews wurde mittels einer reflexiven themati-
schen Inhaltsanalyse durchgefithrt (vgl. Braun u.a. 2019), bei der das The-
ma als ein ,Muster gemeinsamer Bedeutungen® angesehen wird, ,,das um
ein Kernkonzept herum organisiert ist“ (ebd., S. 845) und das dabei beson-
ders auch die jeweilige Rolle der Interviewten in Betracht zieht. Dies ist
vor allem relevant, da die Interviewteilnehmer:innen nicht nur unter-
schiedliche Rollen im Unternehmen einnehmen, sondern ebenfalls Aussa-
gen als Privatperson tatigen. Die Auswertung wurde zudem tber zwolf 6f-
fentlich zugingliche Interviews aus dem ,Archives of IT“ erganzt. Das ,,Ar-
chives of IT* ist eine wachsende digitale Datenbank mit Interviews von di-
versen Personlichkeiten aus der britischen IT- und Telekommunikations-
branche und behandelt dabei eine sehr breite Palette an unterschiedlichen
Themen. Diese Interviews wurden insbesondere herangezogen, um The-
men, die in den Interviews mit den Entwickler:innen vorgekommen sind,

1 https://archivesit.org.uk/interviews/
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zu erweitern bzw. zu validieren. Dies betrifft Fragen nach Diskriminierung
und Bias, Ethik und KI sowie die Aspekte der Datafizierung und das Do-
manenwissen in der KI-Entwicklung.

2. Kl in der Pflege — das Sturzerkennungs- und Praventionssystems

Wie erwihnt, fuSt die Empirie in diesem Beitrag auf Interviews mit Ent-
wickler:innen eines Sturzerkennungs- und Praventionssystems, welches
erkennen soll, ob ein:e Bewohner:in einer Pflegeeinrichtung stirzt bzw.
Gefahr lauft zu stiirzen. Im Falle eines (bald) eintretenden Sturzes wird das
Pflegepersonal alarmiert, das dann darauf reagieren soll und Hilfe leisten
kann. Zu diesem Zweck wird ein physisches Uberwachungsgerit in den
Zimmern der Bewohner:innen installiert, welches mit Hilfe von 3D-Sen-
soren Tiefendaten des Raumes sammelt. Anhand dieser 3D-Tiefendaten
werden Objekte, Personen sowie Bewegungen im Raum dargestellt. Diese
sollen mittels Deep Learning erkannt bzw. unterschiedliche Risikofaktoren
der Sturzgenese identifiziert werden, um eine frithzeitige und verbesserte
Sturzprivention zu ermoglichen.

Aus Sicht der Entwickler:innen haben 3D-Tiefendaten mehrere Vortei-
le: 3D-Tiefendaten sind anderen visuellen Daten wie z.B. Videodaten iiber-
legen, da die Qualitit der Tiefendaten weniger durch Lichtverhiltnisse
beeinflusst wird, das System somit auch in der Nacht eingesetzt werden
kann. Dartber hinaus sehen die Entwickler:innen den Vorteil von 3D-Da-
ten in der besseren Wahrung der Privatsphire der Bewohner:innen. Vor
allem im Vergleich zu den sonst tiblichen Videodaten haben die Tiefenda-
ten bei einer 24/7-Uberwachung den Vorteil, dass in der visuellen Darstel-
lung, eine sofortige Identifikation der Person nicht moéglich ist. Dennoch
ist eine Identifikation durchaus moglich, wie auch die Entwickler:innen
anmerken; einerseits weil identifizierbare Merkmale in der Visualisierung
sichtbar sind, andererseits weil diese Systeme immer nur in den Einzelzim-
mern der Bewohner:innen angebracht sind und somit eindeutig zugeord-
net werden konnen.

In den folgenden Kapiteln wird zuerst der Entwicklungsprozess eines
solchen KI-Systems fiir die Pflege beleuchtet: von der Konzeptionsphase
(haufig in der Form eines Forschungsprojektes), uber die Entwicklungs-
phase, wo Trainings- und Testdaten gesammelt und aufbereitet werden;
KI-Modelle fiir das Deep Learning ausgewihlt und angepasst werden;
KI-Modelle mit den Daten trainiert werden und unterschiedlichen Layer
des Neuronalen Netzes immer wieder kalibriert und gewichtet werden;
bis schlussendlich das fertige/vorldufige KI-System mit den Testdaten auf
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seine Funktionalitat getestet wird. Beim Testen der Funktionalitat liegt
ein besonderer Fokus darauf, mit welchen Konzepten, Annahmen und
Altersbildern die Entwickler:innen operieren und wie diese den Entwick-
lungsprozess beeinflussen. In weiterer Folge werden die Daten, die fiir die
Entwicklung einer solchen Technologie genutzt werden, beleuchtet und
auf Strukturen der Ungleichheit innerhalb der Daten eingegangen. Eine
neue Innovation in der Technologieentwicklung ist hierbei von besonde-
rem Interesse: die Datensynthetisierung, in der die Lerndaten fiir KI-Syste-
me von Entwickler:innen kiinstlich hergestellt werden. Das letzte Kapitel
beleuchtet den Einsatz von KI-Technologien in der Pflege genauer und
geht dabei auf die moglichen Auswirkungen ein, die die Technologien auf
die Pflege haben kénnen.

3. Die Entwicklung von KI-Systemen in der Pflege — Altersbilder im Entsteben

Entwicklungen von Technologien, auch KI-Systemen, folgen oft einem
gleichen Muster. So beschreibt beispielsweise der CTO im Interview die
Entwicklung ihres KI-Systems ,als ein[en] langwierige[n] Prozess.“ ,Das
ist jetzt auch nicht so, dass wir von Scratch was entwickeln (... sondern)
eigentlich immer auf Basis von Forschungsprojekten.” Die frihen Stadien
so eines Forschungsprojektes beinhalten vor allem die Konzeptionsphasen
des KI-Systems, welche bestimmen, aus welchen Grinden eine gewisse
Technologie entwickelt werden soll, welche Funktionen diese haben soll,
wie diese konzipiert sein sollen, welche Moglichkeiten sich bieten und wie
dies ausschauen sollen (vgl. Jaton 2021). In dieser Phase des Forschungs-
projektes besteht auch die Moglichkeit, Aspekte der Fairness und Bias-Pra-
vention zu priorisieren, sowie die Endnutzer:innen (z.B. Pfleger:innen)
und zu einem gewissen Teil auch Betroffene (Bewohner:innen) einzubin-
den.

In der Konzeptionsphase steht dennoch haufig ein problemzentrierter
Ansatz im Vordergrund: Es gibt ein gewisses Problem und dieses gilt es
mittels Technologie zu l6sen. Hierdurch wird allerdings sehr spezifisch die
Funktionalitit des KI-Systems festgeschrieben. Denn eine problemzentrier-
te Ausrichtung mittels technische Losungsansatze bedeutet, dass ein Prob-
lem besteht, das mittels Technologie behoben werden muss, wodurch an-
dere Nutzungsweisen der Technologie, z.B. als komforterweiterndes Pro-
dukt, ausgeschlossen werden. Diese Ausrichtung bestimmt dadurch schon
in einem ersten Schritt die Entwicklung und das finale Produkt mafSgeb-
lich. Am Beispiel des Sturzerkennungssensors lasst sich das gut aufzeigen.
Das haufig beschriebene Problem, dass altere Personen im Alltag Gefahr
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laufen, sich zu verletzen bzw. zu stiirzen und deshalb Unterstiitzung beno-
tigen, in Kombination mit einer sich zuspitzenden Pflegekrise, fihrt dazu,
dass technische Losungen zur Gefahrenerkennung oder -abwehr als einzig
gangbarer Weg gesehen werden.

Dieser problemzentrierte Ansatz hingt auch stark mit der Zielgruppe
der Technologie zusammen: Betroffene wie Nutzer:innen, denen ein sehr
spezifisches, fast stereotypisches Verhalten durch die Entwickler:innen auf-
oktroyiert wird. Sowohl aus der Literatur (Hoppner und Urban 2018;
Wanka und Gallistl 2018; Rubeis 2020; Carver und Mackinnon 2020)
als auch aus den Interviews wird ersichtlich, dass Entwickler:innen eine
Vorstellung von alteren Menschen haben, die stark von Fragilitat und
Vulnerabilitat gepragt ist. Dies zeigt sich darin, dass dltere Menschen nicht
unbedingt als Gruppe der Nutzer:innen von KI-Systemen angesehen wer-
den, sondern allenfalls als passiv Betroffene, auf die die Technologie spezi-
fisch zugeschnitten werden sollte. Dabei wird davon ausgegangen, dass die
Bewohner:innen von Pflegeeinrichtungen das KI-System nicht aktiv nut-
zen konnen, ihnen also auch keine aktive Techniknutzung zugesprochen
wird, was wiederum die Funktionalitit des KI-Systems vordefiniert. In den
Augen der Entwickler:innen sind die Nutzer:innen der Technologie nicht
die Bewohner:innen, in denen die KI-Systeme installiert sind, sondern das
Pflegepersonal. Das System soll erkennen, sobald eine Bewohner:in stiirzt
bzw. soll diesen Sturz vorhersagen konnen und dabei einen Notruf bei den
Pfleger:innen auslosen.

Deshalb sind auch nur wenige Komponenten im KI-System inkludiert,
die ein aktives Handeln der alteren Personen erfordern oder erméglichen.
Es gibt nur zwei Moglichkeiten der aktiven und gewollten Interaktion
mit dem System. Die erste Moglichkeit ist im Falle eines Alarms, bei
derer die Pfleger:innen ins Zimmer der Bewohner:innen gehen sollen,
um diesen zu helfen, bzw. im Falle eines Fehlalarms, um dem System
rickzumelden, dass kein Sturz stattgefunden hat. Die zweite Moglichkeit
besteht mittels eines Knopfs am Eingang des Zimmers, der dazu dient,
das System temporir auszuschalten. Dieser wurde erst nachtriglich hinzu-
gefiigt und dient weniger als Schutzmainahme fiir die betreuten Personen
- z.B. aus Grinden der Privatsphire — sondern dient dazu, die Funktions-
weise des Systems sicherzustellen. Denn im tatsichlichen Betrieb in der
Pflegeeinrichtung haben die Entwickler:innen erkannt, dass das KI-System
nicht darauf ausgerichtet ist, mehrere Personen gleichzeitig im Zimmer
zu erkennen und produziert dementsprechend immer einen Fehlalarm,
sobald eine zusitzliche Person den Raum betritt. Diese Moglichkeit des
aktiven Handelns mit dem System wurde also nur mit Blick auf die Pfle-
ger:innen inkludiert, um die Leistungsfahigkeit des Systems zu erhalten.
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4. Due Entwicklung von KI-Systemen in der Pflege — Technische Funktionalitit
vs. ethische Uberlegungen

Was sich beim (fehlenden) Verstindnis der Entwickler:innen tUber die
Nutzer:innen der Systeme noch zeigt, ist, dass auch das Bild uber die
Pfleger:innen ebenfalls von mangelndem Technikwissen gepragt ist. Somit
sollen auch diese moglichst wenig aktiv in das System eingreifen konnen.
Dementsprechend werden grundsatzlich nur wenige Schnittstellen in der
Technologie geschaffen, die ein Eingreifen Gberhaupt erméglichen. Da
sowohl Pfleger:innen als auch Bewohner:innen nicht immer als routinierte
Nutzer:innen dieser KI-Systeme angesehen werden, werden diese auch in
der Entwicklung solcher Systeme nur am Rande beteiligt. Entwickler:in-
nen holen Informationen Gber die Notwendigkeit, den geplanten Nutzen
und die Funktionalitit der Systeme in der Regel iiber die Pflegeorganisati-
on und Pflegeleitung ein. Eine Erhebung tiber das Setting, in dem das
KI-System operieren soll, wird dabei zwar durchgefithrt, dient primar aber
dazu, die notwendigen Funktionen des KI-Systems zu erheben sowie die
technischen Gegebenheiten zu analysieren. Ziel dieser Erhebung ist zu
verstehen, wie das System technisch konzipiert sein soll, damit es funktio-
nieren kann wie intendiert: Wie sind die Lichtverhaltnisse, wo konnen
Sensoren angebracht werden, wo gibt es eventuell Probleme mit dem Si-
gnal, welche Objekte stéren moglicherweise die Sturzerkennung, wo gibt
es Stromanschlusse?

Es zeigt sich in der Entwicklung von KI-Systemen in der Pflege auch,
dass Entwickler:innen nur zum Teil Verstindnis von den moglichen Risi-
ken und Gefahren des KI-Systems haben und in den meisten Fillen nur
die offensichtlichen Vorteile des Systems in den Vordergrund riicken.
Der Inklusion von Werten wie Fairness und Privatsphédre im KI-System
wird in der Entwicklung nur teilweise Sorge getragen. In den Interviews
geben die Entwickler:innen zwar an, dass besonders in der Anfangsphase
der Technologieentwicklung ethische, soziale und (datenschutz-)rechtliche
Fragen im Zusammenhang mit der Technologie analysiert werden. Dies
beschrinkt sich allerdings hdufig auf die als Forschungsprojekt konzipier-
te Phase, in der die Fragen zu ethischen und rechtlichen Auswirkungen
der Technologie hiufig von Fordergebern vorgeschrieben sind. In dieser
Forschungsphase spielen auch Fragen nach méglichen negativen Auswir-
kungen des KI-Systems und Uberlegungen, wie diese minimiert werden
konnen, ebenfalls eine Rolle.

Dabei finden auch die haufigsten Interaktionen zwischen den Entwick-
ler:innen und den Pfleger:innen und Bewohner:innen statt. Wenn partizi-
pative Methoden eingesetzt werden, dann meistens in dieser Phase, um
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die notwendigen Funktionalititen des Systems zu erheben und zu imple-
mentieren. So meint auch eine Senior Entwicklerin in den Interviews, dass
sie zwar ,keinen Kontakt mit den Kunden® hat, aber die Auflendienstmit-
arbeiter:innen vor Ort versuchen, die notwendigen Funktionen des Sys-
tems zu erheben. Dabei wird die Partizipation durch die Betroffenen und
Nutzer:innen vor allem auf Befragungen bzw. Beobachtungen beschrinkt
und steht haufig in Zusammenhang mit Vertriebsgesprichen. Eine aktive
Einbindung in den Entwicklungsprozess des KI-Systems wird dabei hiufig
als nicht praktikabel angesehen. Dies ist umso mehr der Fall, je stirker
eine Beeintrichtigung der Bewohner:innen vorliegt. Zum Beispiel wird
bei der Entwicklung eines KI-Systems zur Unterstiitzung von Demenzpa-
tient:innen eine Partizipation als unmoglich angesehen, obwohl es theore-
tisch Methoden der Partizipation gibe — auch wenn deren Umsetzung
nattirlich praktisch herausfordernd sind und ethische Fragen beziglich der
informierten Einwilligung dominieren (Nedopil u.a. 2013).

Ahnliche Rechtfertigungen geben die Entwickler:innen beztglich der
Notwendigkeit der Erklarbarkeit von KI-Systemen an. Getragen von einem
Altersbild, welches technisches Unwissen bei alteren Personen als gegeben
ansieht, brauchen die KI-Systeme in der Pflege nicht erklarbar, transparent
oder verstandlich sein. Im klassischen Sinne einer Latourschen Black-Box
wird es als nicht notwendig angesehen, dass die Technologie ihre Funkti-
onsweisen preisgibt, solange sie ihre erwiinschten und erwarteten Funktio-
nen ausfihrt (Latour 1991). So meinen die Entwickler:innen auch, dass
eine transparente Funktionsweise des KI-Systems auch fiir die Pfleger:in-
nen nicht unbedingt relevant ist, da sie nur selten einen Nutzen daraus
ziehen. Da die Implementierung von Transparenzaspekten in KI-Systemen
sehr aufwindig ist, meinen die Entwickler:innen, dass diese Implementie-
rung nur wenig zur allgemeinen Funktion des KI-Systems beitrage.

Die hier aufgeworfene Abwigung von Aufwand und Nutzen im Ent-
wicklungsprozess von KI-Systemen in der Pflege verschiebt sich immer
mehr Richtung technische Funktionalitit, je niher das System an eine
mogliche Marktreife herankommt. Es werden dkonomische Kriterien wie
Leistungsfahigkeit, Effizienz und Profitfahigkeit sukzessive wichtiger. Der
Fokus liegt fast ausschlieflich auf den moglichen Vorteilen des KI-Systems,
wahrend die weitere Inklusion von Fairnessaspekten und Achtung der
Privatsphire hintenangestellt werden. Entwickler:innen, die in dieser Pha-
se titig sind, geben an, dass sie dabei auch nur selten einen direkten
Einblick in das Einsatzgebiet des KI-Systems — in diesem Fall die Pflege-
einrichtungen — haben. Notwendiges ,Szenenwissen“ wird tber Aufen-
dienstmitarbeiter:innen vermittelt, gemeinsam mit ,friendly customers” —
Pflegeeinrichtungen, die die KI-Systeme in den finalen Entwicklungspha-
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sen auf ihre Funktionalitit und Leistungsfahigkeit testen. Auch in dieser
Phase dominiert eine Marktlogik. Im Verstindnis eines KI-Systems, als
ein sich stetig wandelndes, ontogenetisches System (Kitchin 2016) wird
hier Wert darauf gelegt, wie die Leistungsfahigkeit erhoht werden kann
bzw. welche zusatzlichen Funktionen und Module im System integriert
werden konnen, um den Absatz zu erhohen oder die Skalierbarkeit des
Produktes zu garantieren. Negative Folgen der Technologie werden in die-
ser Entwicklungsphase hiufig nur noch beleuchtet, wenn das Produkt im
Einsatz nicht den gewiinschten Erfolg bringt — sprich zu viele Fehlalarme
liefert.

S. Die Lerndaten der KI — Erlernen spezifischer Altersbilder

Betrachtet man in weiterer Folge, in welchen Bereichen der KI-Entwick-
lung am héufigsten stereotypisierte Altersbilder iiber iltere Menschen in
das KI-System eingeschrieben werden, sind die Daten, auf Basis derer das
System trainiert wird, eine wichtige Quelle. Datensatze, anhand derer KI-
Systeme in der Regel und auch im vorliegenden Fall trainiert werden,
bilden stets bereits vergangene Situationen und Ereignisse ab. Sie sind sel-
ten in der notwendigen Komplexitit und Aktualitit verfigbar. Wie diese
Daten zustande kommen, aus welchen Datenbanken sie gesammelt bzw.
extrahiert werden und wie sie gelabelt — sprich beschriftet werden — all
das hat aber einen erheblichen Einfluss darauf, wie das KI-System im Ein-
satz funktioniert. Es ist also von Bedeutung zu analysieren, wie die Samm-
lung und Verarbeitung dieser Daten ablaufen, welche (Macht-)Strukturen
dahinterstecken und was durch die Dateninfrastruktur— absichtlich wie
unabsichtlich — ausgeblendet wird. Die Daten bilden nimlich immer nur
einen Ausschnitt der Population ab und kénnen im aggregierten Zustand
nie die gesamte Population und jede Abwandlung von Handlung abde-
cken (Symons und Alvarado 2016; van Dijck 2014).

Ein grundlegendes Problem von KI und den damit verbundenen Sys-
temen findet sich in der Datafizierung der analogen Welt, welche nur
durch eine erhebliche Reduktion der Komplexitit dieser Welt moglich
gemacht wird (boyd und Crawford 2012; van Dijck 2014). Der Einsatz
von KI benétigt Unmengen an Daten tber die jeweiligen Einsatzgebiete,
Objekte wie Subjekte, sowie deren Handlungen und Interaktionen, um
in diesen, Muster zu erkennen, Kategorisierungen und Klassifizierungen
zu treffen, daraus gewisse Handlungen abzuleiten und menschenihnlich
gewisse Handlungen zu imitieren. Dadurch entsteht der Anspruch von
Seiten der KI-Entwicklung, die Welt und alles, was in ihr inkludiert ist,
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maschinenlesbar zu machen (van Dijck 2014). Nur durch diese Fiille an
Daten, mit der die KI-Systeme geftittert werden, besteht die Moglichkeit,
dass die KI in ihrer Funktion tiberhaupt einsatzfahig ist.

Im Versuch, die analoge Welt zu datafizieren, zeigen sich grundlegen-
de Probleme. Allen voran, dass sich komplexe Systeme wie unsere Gesell-
schaft selten in einfache Zahlenskalen umsetzen lassen ohne diese Syste-
me signifikant zu reduzieren. Obwohl eine Vielzahl von Daten aus unter-
schiedlichen Quellen dafiir verwendet werden konnen, um den Bedarf
an groffen Mengen von Lern- und Trainingsdaten fir das KI-System zu
decken (Ntoutsi u.a. 2020), zeigen sich in vielen Datenarten und -quellen
unterschiedliche Schwierigkeiten. So dient die Verwendung realer Daten
dazu, dass das KI-System auf das genaue Setting und die Gegebenheiten —
den Bereich, in dem das System operiert — zu trainieren. Deshalb sollten
diese Daten auch in dem Setting der Pflegeeinrichtung erhoben werden.
Deren Beschaffung ist jedoch oft schwierig und ressourcenintensiv. Die
Datenerfassung erfordert den Zugang zu Pflegeheimen, welcher aufgrund
von Datenschutzbedenken oder auch aufgrund von COVID-19-Einschrin-
kungen nicht immer gewahrt wird. Im Fall des Sturzerkennungssensors
dauert es auflerdem, bis ein Sample an Daten zusammenkommt, das aus-
reichend ist, um das KI-System darauf zu trainieren. Es dauert, bis tiber-
haupt eine ausreichende Zahl von Stirzen erfasst wird, da Bewohner:in-
nen im Idealfall ja nicht jeden Tag stiirzen.

Dartiber hinaus miissen reale Daten manuell beschriftet werden, bevor
sie fiir Lern- und Trainingszwecke verwendet werden kénnen. Vor allem
die Kennzeichnung und Klassifizierungen von nicht eindeutigen oder sub-
jektiven Gegebenheiten stellt fir die Datafizierung und somit im weiteren
Sinne auch fiir die KI-Systemen ein erhebliches Problem dar. Dies zeigt
sich schon z.B. beim Versuch der Klassifizierung von Geschlecht, welches
tiber die bindre Form Mann-Frau hinausgehen kann. Allein hier stof8t die
Maschinenlesbarkeit auch schon an ihre Grenzen, weil eine Zuordnung
dadurch nicht mehr eindeutig durchfithrbar ist. Im Fall der Sturzerken-
nung und Sturzprivention liegt die Schwierigkeit auch darin, zu definie-
ren und zu klassifizieren, was als normales oder genehmes Verhalten bei
den Bewohner:innen durchgeht, und was als deviantes oder risikoreiches
Verhalten gekennzeichnet wird. Da das KI-System auch als praventives
System arbeiten soll, mussen Faktoren einbezogen werden, die als Risiko-
verhalten gelten sollen, nach denen es im Regelfall zu einem Sturz kommt.
Hierfir die Kriterien und Grenzen festzulegen, erfordert viel Wissen tber
die Szenarien, Szenen und Settings und sollte somit bestenfalls immer un-
ter Einbeziehung von Nutzer:innen, Betroffenen und andere Expert:innen
stattfinden.
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Den interviewten Entwickler:innen war dieser Umstand durchaus be-
wusst. Es wurde dennoch ersichtlich, dass die Einbeziehung dieses Wissens
nicht auf allen Ebenen gleichermaflen stattfindet. Durch Ressourcen- und
Personalmangel sowie unter Zeitdruck, um alsbald ein funktionierendes
und damit gewinnbringendes Produkt auf den Markt zu bringen, miissen
auch Entwickler:innen an Produkten mitarbeiten, tber die sie nur wenig
Wissen haben und wo sie bei den Prozessen der Wissensgenerierung —
Experten- und Nutzer:innengespriche — nicht involviert waren. Dabei
entsteht wiederum eine Situation, in der die Entwickler:innen sich auf
ihr eigenes Wissen und ihre eigene Erfahrung verlassen miissen, was oft
gepragt von sehr eigenen Vorstellungen tber das Leben und die Realitit
von dlteren Menschen ist. Ersichtlich wird dies auch anhand eines promi-
nenten empirischen Beispiels aus der Sekundarliteratur. Gewisses Verhal-
ten wird élteren Menschen nicht mehr zugerechnet und deshalb in der
Entwicklung von KI-Systemen, die menschliche Handlungen erkennen
sollen, nicht miteinbezogen. So werden alteren Menschen sexuelle Hand-
lungen nicht mehr zugeschrieben. Soll ein KI-System Risikoverhalten frith
identifizieren, um zum Beispiel einen Sturz oder einen epileptischen An-
fall frithzeitig zu erkennen und zu melden, konnen sexuelle Aktivititen
von Bewohner:innen dazu fithren, dass aufgrund dhnlicher Risikobewe-
gungen ein Alarm ausgelost wird (Hoppner und Urban 2018). Da solches
Verhalten, das nicht automatisch dem traditionellen Altersbild entspricht,
auch seltener in den Trainingsdatensatzen vorkommt, kann ein KI-System
unterschiedliche Muster in den Bewegungen auch nicht trainieren und
somit im Einsatz keine Unterscheidung zwischen Risikoverhalten und
Normalverhalten treffen. Dadurch werden im weiteren Verlauf gewisse
Bewegungs- und Verhaltensmuster durch das KI-System als normal angese-
hen, wahrend andere als deviant — durch das Auslosen von Alarmen —
abgestraft werden, obwohl sie fiir die Betroffenen ganz normale Aktivité-
ten sind.

6. Die Lerndaten der KI — Bias im System

Weiter steht im Zusammenhang mit den Daten, die das KI-System beno-
tigt, um bestimmte Mustererkennungen zu erlernen, das Problem von
Bias, das haufig tiber verzerrte Datensitze oder ein verzerrtes algorithmi-
sches Modell in die KI-Software einflie§t (Wellner und Rothman 2020).
Lerndaten sind anfillig fiir Bias, da sie in den meisten Fillen aus grofSen
Internetdatenbanken entspringen und in denen héufig nur die Mehrheits-
populationen inkludiert sind, wihrend Minderheiten nur sparlich abge-
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deckt werden (Ntoutsi u.a. 2020; Crawford 2021). Ebenfalls problematisch
fir Bias in den Trainingsdatensitze sind Datensitze, in denen nur kleine
Datenmengen verfiigbar sind. Dies gilt ist insbesondere dann, wenn das
KI-System auflergewohnliche Fille erkennen und klassifizieren soll. In die-
sem Zusammenhang gibt es haufig nicht genug Falle, damit ein KI-System
auch die ungewohnlichen Ereignisse klassifizieren und trainieren kann,
was man gut am oben angefithrten Beispiel von Hoppner und Urban
(2018), wo die Nichterkennung von sexuellen Aktivititen auch darauf
zurickzufithren ist, dass das KI-System im Lerndatensatz selten auf solche
Fille gestofien ist, sehen kann. Dies kann einerseits dazu fihren, dass das
KI-System ein false positive — also einen Alarm obwohl kein Sturz passiert
ist — auslost, oder andererseits ein false negative eintritt. Das KI-System
erkennt in dem Fall den tatsichlich eintretenden Sturz nicht (praventiv)
und 16st deshalb keinen Alarm aus.

In den Interviews hat sich gezeigt, dass die Entwickler:innen eine ge-
wisse Sensibilitit beziiglich der Risiken von Bias in den Daten bzw. in
den algorithmischen Modellen haben. Sie sind sich durchaus bewusst, in
welchen Entwicklungsstadien diese besonders auftreten kdnnen und wie
sie sich manifestieren. Allerdings hat sich dabei auch gezeigt, dass sich
in der Vorstellung der Entwickler:innen Bias in KI-Systemen stark auf
einzelne geschiitzte Merkmale wie Geschlecht oder ethnische Zugehorig-
keit beschrinkt und weniger auf intersektionale und emergente Merkma-
le (Banks u.a. 2006) wirkt. Erstere beziehen sich auf mogliche Bias, die
aus einer Kombination von Merkmalen entstehen. So kann zwar in der
Entwicklung versucht werden, einen mdglichen Altersbias zu beheben.
Allerdings kann so ein Bias eventuell nur bei alteren Frauen auftreten und
wird dadurch erst gar nicht als solcher erkannt. Letztere beziehen sich
auf Diskriminierung aufgrund von Kategorien, die von den Algorithmen
selbst definiert werden und deshalb nicht erkannt werden konnen, da es
nicht nachvollziehbar ist, welche Merkmale fiir den Bias verantwortlich
sind (Mann und Matzner 2019). Zudem haben die Entwickler:innen auch
wenig Bewusstsein dafir, dass zahlreiche Bias moglicherweise aus ihrem
KI-Design entspringen. Bei der Entwicklung werden oft gewisse Annah-
men uber die Population der Betroffenen unreflektiert ibernommen, wes-
halb diese sich auch unreflektiert im Design des KI-Systems niederschlagen
konnen (Ntoutsi u.a. 2020).

Ein weiterer Punkt ist, dass in der Ansicht der Entwickler:innen, Bias
und die Leistungsfahigkeit von KI-Systemen untrennbar zusammenhin-
gen. In diesem Verstindnis liegt eine mogliche Ursache von fehlerhaften
KI-Systemen darin, dass ein Bias vorhanden ist. Was im Umkehrschluss
heiflt, dass wenn das System weitgehend fehlerfrei lauft, das KI-System
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auch nicht biased sein kann. Dieser Trugschluss fihrt im weiteren Verlauf
dazu, dass in einem fehlerfreien System daher keine speziellen Strategi-
en zur Bekimpfung von Bias angewendet werden miissen. Beispielswei-
se konnte ein System, das zuverlassig alle Stirze in einem Pflegeheim
erkennt als unvoreingenommen wahrgenommen werden, obwohl es in
Wirklichkeit nur gut auf seine aktuelle Einsatzumgebung zugeschnitten
ist. Eine Anderung der Umgebung, z.B. wenn neue Bewohner:innen ein-
ziehen, kann dazu fithren, dass das System bestimmte Personen nicht
erkennt, da sie einen divergierenden, bisher nichterfassten Korperbau auf-
weisen. Auch wenn das System nie frei von Bias war, werden Strategien
zur Bekimpfung von Bias meistens erst dann angewendet, wenn ein
auffilliger Fehler auftritt. Dieses Beispiel verdeutlicht auch das Problem
des gedanklichen Zusammenhangs zwischen Bias und Leistungsfihigkeit
des KI-Systems. Wihrend auffillige Fehler wie z. B. ein komplettes Versa-
gen bei der Sturzerkennung, wahrscheinlich Rackkopplungsschleifen aus-
losen, kann der Bias bestehen bleiben, wenn dieser zu weniger auffalligen
oder schwerwiegenden Fehlfunktionen fiihrt.

7. Die Kunst der Datensynthetisierung

Das Bewusstsein von Entwickler:innen sowohl iber die eigene Position
als auch tber die Vielfiltigkeit von Bias in KI-Systemen ist insofern von
grofler Bedeutung, da sich bei den Interviews gezeigt hat, dass eine neue
Entwicklung bei der Erstellung von Lerndatenbanken im Gange ist, die
das Potential hat, eine ganz neue Ebene von Bias mit hineinzubringen: die
Datensynthetisierung. Wie von den Entwickler:innen in den Interviews
beschrieben, werden dabei von KlI-Forscher:innen und Entwickler:innen
Lerndaten fur das KI-System in 3D-Modellierungsprogramme wie Auto-
CAD erstellt. Mittels Motion-Capture-Technologie werden Bewegungsda-
ten aufgenommen. So beschreibt zum Beispiel einer der Senior Developer,
dass er fiir die Erhebung bzw. Erstellung der Lerndaten einen Motion-Cap-
ture-Anzug trigt und dabei versucht, moglichst viele verschiedene Korper-
haltungen und -bewegungen aufzuzeichnen. Diese synthetisierten Daten
werden ahnlich wie bei der Erstellung von Animationsfilmen und Video-
spiele in eine 3D-Modellierungssoftware hochgeladen. Die aufgezeichne-
ten Bewegungen kann er dann auf eine breite Palette unterschiedlicher
Korper und Bewegungen ubertragen, welche somit tber diese simuliert
werden. Die Entwickler:innen sehen den Vorteil darin, dass durch die
Synthetisierung und Simulation von Lerndaten eine Datenbank geschaffen
werden kann, die ausreichend grof§ und divers ist, obwohl sie auf eine
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Zielgruppe abzielt, die nur schwer zu erreichen ist — wie z.B. Bewohner:in-
nen von Pflegeeinrichtungen.

Diversitit wird dabei trotzdem rein von den Entwickler:innen vorge-
geben und von ihren Vorstellungen bestimmt. Zudem stammen die Be-
wegungsdaten, die mittels Motion-Capture-Technologien aufgenommen
werden, ebenfalls nur von Entwickler:innen ab und definieren dadurch
das Maff an moglichen Bewegungen, unabhingig davon, ob diese fir die
betroffene Population zutreffend sind oder nicht. Zudem erwihnten die
Entwickler:innen in den vorliegenden Interviews, dass auch die Datensyn-
thetisierung trotzdem immer nur eine Approximation ist, und es einige
Aspekte gibt, die man nur schwer modellieren kann, wie z.B. Kleidung
und Haare.

Die Erstellung und Verwendung synthetischer Daten durch die Ent-
wickler:innen dient in Kombination mit einer groffen Auswahl verschie-
dener Lerndaten auch dazu, das Risiko unterschiedlicher Bias in der
Lernphase abzuschwichen. Es ist allerdings zweifelhaft, ob dadurch das
Problem von Bias minimiert werden kann oder ob nicht das Risiko fiir
Bias erhoht wird. Die Vielfalt der Lerndaten ist also durch die Verfig-
barkeit von realen Daten, Methoden der Datensynthetisierung sowie der
Vorstellungskraft der Entwickler begrenzt. Synthetische Daten, die reale
Daten adiquat widerspiegeln, konnen in Wirklichkeit die gleiche(n) Ver-
zerrung(en) enthalten wie die realen Daten. Die Entwickler:innen weisen
auch auf die Bedeutung des impliziten Szenenwissens hin, das nicht unter-
schitzt werden darf. Allerdings kann implizites Szenenwissen nicht mit
einer klaren, transparenten und zuverlassigen Methode zur Abschwichung
oder gar Beseitigung von Bias gleichgesetzt werden (Ntoutsi u.a. 2020).

Die Synthetisierung von Lerndaten birgt also das Risiko, dass weitere
Bias in die Daten und somit auch in das KI-System inkludiert werden,
besonders wenn die Umsetzung unreflektiert erfolgt. Bei der Erstellung
synthetischer Daten hangt der Bias immer von den verwendeten Metho-
den und der Sensibilitit der Entwickler:innen ab. 3D-Modellierungstools
konnen eine Vielzahl von Kérpertypen mit einstellbaren Parametern wie
Grofle oder Gewicht enthalten, aber sowohl ihre Anzahl als auch das
Ausmaf ihrer Einstellbarkeit sind begrenzt. Am Beispiel des Sturzerken-
nungssystems werden diese Risiken deutlich. Die Entwickler:innen, die
ihre eigenen Bewegungen aufzeichnen, um Daten fir das Erlernen der
Sturzerkennungs- und -priventionssoftware zu synthetisieren, versuchen
durchaus ein breites Spektrum an Bewegungen auszufiihren, um ein mog-
lichst komplettes Bild aufzubauen. Und obwohl dabei eine 3D-Modellie-
rungssoftware verwendet wird, die die Bewegungen auf andere Korperty-
pen projizieren kann, kann ein KI-System, das auf Basis dieser Daten
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Bewegungen erlernt, den Sturz einer ilteren Dame nicht unbedingt mit
der gleichen Genauigkeit erkennen. Was unter anderem daran liegt, dass
der Grund eines Sturzes von vielen Faktoren abhingig sein kann, die hau-
fig mit korperlichen Gebrechen zusammenhangen (DNQP 2013), welche
durch gesunde Erwachsene nur schwer simuliert und modelliert werden
konnen.

Hinzu kommt, dass sich gerade jingere Personen — wie sie nun einmal
bei Entwickler:innen haufiger vorkommen (Wellner und Rothman 2020)
— schwer darin tun werden, das breite Spektrum an Bewegungen ilterer
Menschen abzubilden, vor allem ohne dabei in tradierte oder stigmatisier-
te Altersbilder zurtickzufallen. Es gibt keine einheitlichen Bewegungsmus-
ter von Menschen, auch nicht von élteren Menschen. Auch in Pflegeein-
richtungen besitzen die Bewohner:innen eine Vielzahl an unterschiedli-
cher Fihigkeiten, die zudem je nach Tagesverfassung bzw. der allgemeinen
Verfassung stark variieren koénnen. Dartber hinaus verschwimmen héiufig
die Grenzen zwischen Konnen und Nicht-Kénnen.

Die Entwickler:innen werden bei der Synthetisierung von Lerndaten
durchaus von Expert:innen unterstiitzt. Hierbei geht es, wie bei der Klas-
sifizierung von Daten und der Modellierung der Algorithmen, um das
notwendige Wissen tber Pflegebedurftigkeit, Ablauf von Stiirzen, typisier-
ten Bewegungen etc. Allerdings bieten diese Einblicke und dieses Wissen
keinen Einblick tber die alltagliche Realitit der Bewohner:innen in Pfle-
geeinrichtungen und deren Varianz an Fahigkeiten, Einschrainkungen, Be-
dirfnissen und Bewegungen. Diese Varianzen konnen nur schwer mittels
Synthetisierung abgedeckt werden. Noch weniger, wenn die Ausgangsda-
ten nur durch Bewegungen einer einzelnen Person zustande kommen
sollen, die sich aulerdem in eine Situation des Nicht-Konnens aktiv hin-
einversetzen muss. Zudem deuten die Interviews bereits darauf hin, dass
es durchaus eine starke Tendenz zur Nutzung synthetisierter Daten gibt.
Die Vorteile der Datensynthetisierung — leichterer Zugang zu den Daten,
geringerer Zeitaufwand, 6konomischer, variabler — Gberwiegen. Dadurch
ergibt sich aber moglicherweise auch die Tendenz, dass die Entwicklung
von KI-Systeme noch stirker ohne die Einbindung der Betroffenen ablauft.
Eine Richtung, die mit den Restriktionen der COVID-19 Pandemie noch
einen deutlichen Aufschwung erhalten hat.

8. KI im Einsatz — Auswirkungen auf Nutzer*innen und Betroffene

In den vorhergehenden Kapiteln hat sich gezeigt, wie sich durch die Ent-
wicklung von KI-Systemen im Pflegebereich, von der Konzeption bis zur
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Marktreife, gewisse Altersbilder manifestieren und verfestigen und damit
meist unabsichtlich in die KI-Systeme eingebaut werden. Tendenzen der
Profitabilitit wird dabei Vorrang gegeben und Bias und Diskriminierung
werden haufig mit der Leistungsfihigkeit des Systems gleichgesetzt. Die
Art und Weise, wie dabei Lerndaten synthetisiert werden, scheint als ein
Art Brandbeschleuniger zu wirken, da die Ansichten der Entwickler:innen
dominanter werden, wihrend die Moglichkeiten der Partizipation an der
Entwicklung — aktiv wie passiv — immer starker zuriick gedringt werden.
Ein KI-System ginzlich ohne die Teilnahme von Nutzer:innen zu entwi-
ckeln und diese lediglich dann einzubeziehen, wenn das System getestet
werden muss, prasentiert sich als positiv konnotierte Utopie Dabei sind die
Auswirkungen dieser Systeme auf die Nutzer:innen und Betroffene nicht
zu unterschidtzen und werden deshalb auch in diesem abschliefenden Ka-
pitel mit den oben genannten Probleme in Verbindung gebracht.

Wie eingangs schon erwihnt, ist Pflege an sich eine Tatigkeit, die bis
vor einigen Jahren nur wenig von der Digitalisierung betroffen war — auch
weil sie stark durch menschliche Nihe gepragt ist. Die Tendenz zu mehr
Technologisierung und Digitalisierung in der Pflege hat einerseits mit den
gestiegenen Moglichkeiten zu tun, andererseits aber auch mit dem hohen
okonomischen Potential eines fast unberthrten Marktes. Damit gehen in
diesem Bereich Verinderungen mit potentiell groffen Auswirkungen auf
Bewohner:innen und Pfleger:innen vor sich. Eine dieser Verinderungen
betrifft das Verstindnis von der Rolle von Pflege, das sich hin zu einer Ma-
xime der Problemlosung durch Technologie(-entwicklung) wandelt. Diese
Vorstellung steht diametral zur menschlichen Komponente, die Pflege im
Kern ausmacht.

8.1. Uberwachte Pflegearbeit

Die Aktivititen der Pfleger:innen veridndern sich dahingehend, dass sie
vermehrt nur mehr reaktiv titig sind. Anstatt regelmafSig Nachschau zu
halten, von Zimmer zu Zimmer gehen und mit den Bewohner:innen zu
interagieren, riskieren KI-Systeme wie der oben beschriebene Sturzsensor,
diese Tatigkeiten zu verindern; hin zu einem reduzierten Agieren, wenn
ein Alarm ausgel6st wird. Diese Veranderung ist natirlich nicht nur das
Resultat des KI-Systems, sondern einer damit einhergehenden organisatio-
nalen und gesellschaftspolitischen Entwicklung. Wenn das System seine
Funktion korrekt erfillt — Stiirze vermeiden — und dies tut das System
auch in den meisten Fillen, wird es als erfolgreich angesehen und dadurch
vermehrt Verwendung finden. Durch die begrenzten Ressourcen, mit
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denen der Pflegebereich schon lingere Zeit zu kimpfen hat, geht diese
Technologisierung héufig auf Kosten von Pfleger:innen. Der Betreuungs-
schlissel zwischen Pfleger:innen und Bewohner:innen wird verringert,
da das KI-System ja nun dafiir zustindig ist, dass fir die Sicherheit der
Bewohner:innen gesorgt ist und die Pfleger:innen damit eigentlich entlas-
tet werden. Eine Entlastung, die zur Betreuung weiterer Pflegebediirftiger
genutzt werden kann Dadurch entsteht allerdings das Risiko, dass die
Erhohung der Sicherheit der Bewohner:innen in solchem Fall mit einer
Senkung der Interaktion einher geht.

Zusatzlich zur Verinderung der eigentlichen Pflegetitigkeit, kommt fiir
die Pfleger:innen erschwerend hinzu, dass solche Systeme ihre Arbeitsab-
laufe genauer kontrollieren und sie deshalb einer erhohten Uberwachung
ausgesetzt sind. KI-Systeme und Digitalisierungstools unterliegen, wie
oben schon erwihnt, einem System der Datafizierung und damit auch
der Quantifizierung, da Daten als Zahlen leichter zu verarbeiten sind.
Dadurch entsteht auch das Risiko, dass Pflegearbeit vermehrt quantifiziert
wird. Das Beispiel des Sturzerkennungssystem ist eine gute Veranschauli-
chung dessen: Konzipiert als ein Frihwarnsystem eines Sturzes — Pradikti-
on und Pravention — ist ein Alarm des Systems an sich ein gutes Zeichen,
da die Pfleger:innen darauf sofort reagieren konnen und damit den Sturz
eines Bewohners oder einer Bewohnerin verhindern kénnen. Die Verhin-
derung hingt allerdings von der Reaktionszeit der Pfleger:innen ab, wel-
che durch dieses System gemessen werden kann. Gesteuert tber eine App
am Smartphone, kann somit jedes Mal nachvollzogen werden, wann ein
Alarm ausgel6st wurde, wie die Pfleger:innen darauf reagiert haben und
ob sie dadurch einen Sturz verhindern konnten. Andere Umstinde wie
aktuelle Tatigkeiten der Pfleger:innen zum Zeitpunkt des Sturzes werden
dabei ausgeklammert. Ist der Pfleger oder die Pflegerin in jenem Moment
bei einer anderen Bewohnerin oder einem anderen Bewohner, muss abge-
wogen werden, wie auf den Alarm reagiert wird. Immer mit dem Hinter-
grundwissen, dass die eine Tatigkeit tberwacht und aufgezeichnet wird,
wihrend die andere moglicherweise nicht aufgezeichnet wird.

8.2. Uberwachte Bewobner:innen

Aber auch die Uberwachung der Bewohner:innen nimmt mit dem Einsatz
solcher Systeme naturgemifl zu und stellt einen recht hohen Einschnitt
in die Privatsphire und Selbstbestimmtheit der Bewohner:innen dar. Wie
in vielen anderen Bereich auch, wird in der Pflege die Einschrinkung
der Privatsphare als notwendiges ,,trade-oft* gesehen, um den Schutz und
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die Sicherheit der Bewohner:innen zu erhéhen. Damit wird in Kauf ge-
nommen, dass die Bewohner:innen 24 Stunden am Tag, 7 Tage die Wo-
che unter Dauerbeobachten stehen (Carver und Mackinnon 2020). Zwar
wird das Sturzerkennungssystem von den Entwickler:innen als privatspha-
reschiitzend angepriesen, da keine Videodaten sondern Tiefendaten auf-
genommen werden. Dennoch ist die Funktionalitat des KI-Systems eine
24/7-Daueriberwachung der Bewohner:innen.

Vor allem aber wird die Selbstbestimmtheit der Bewohner:innen durch
solche KI-Systeme eingeschrankt. Wie in den vorherigen Kapiteln beschrie-
ben, transportieren diese Systeme gewisse Altersbilder, die tiber die Ent-
wickler:innen in diesen Systemen ein- und festgeschrieben werden (Wanka
und Gallistl 2021). In einer Vorstellung von Alter als Lebensphase, in der
Fragilitit und Vulnerabilitit dominieren, wird solches Verhalten als nor-
mal angesehen, wihrend davon abweichendes Verhalten als Fehlverhalten
erkannt und sanktioniert wird. Das Beispiel der sexuellen Aktivitit dlterer
Menschen, das von Hoppner und Urban (2018) vorgebracht wurde, dient
sinnbildlich dafir, wie solche Systeme die Lebensrealitit dlterer Menschen
ignorieren und ihnen Vulnerabilitit aufoktroyieren. Denn wenn bestimm-
tes Verhalten, wie sexuelle Aktivitat im hohen Alter automatisch zu einem
Alarm durch das KI-System fiithrt, da es mit einem epileptischen Anfall
gleichgesetzt wird, werden die Betroffene ihre sexuellen Aktivititen sehr
wahrscheinlich weiter einschrianken: ,,Due to the limited algorithms behind
the sensors, users might avoid sexual bebaviors in order to avoid publicizing
them. This, in turn induces a sense of shame, which again could entail absti-
nence” (ebda., S. 6).

Die Einschrankungen fiir Bewohner:innen durch das KI-System ergeben
sich allerdings nicht nur durch die stereotypisierten Altersbilder, sondern
auch aus den technischen Limitationen der Systeme. Wie schon erwahnt,
funktioniert die Sturzprivention und -erkennung nur dann gut, wenn
sich keine weiteren Personen im Zimmer befinden. Allerdings gaben die
Entwickler:innen ebenfalls an, dass gewisse Objekte, z.B. Rollstithle oder
Haustiere, immer wieder zu einem Fehlalarm des Systems fithren wirde,.
Und obwohl daran gearbeitet wird diese Fehlalarme auszubessern, ist das
KI-System dadurch limitiert. Da das System aber schon in einigen Pflege-
einrichtungen im (Test-)Einsatz ist, muss darauf geachtet werden, dass
keine Rollsttihle, aber auch keine Tiere oder andere Personen im Zimmer
vorhanden sind — bzw. muss in diesen Fillen das System abgeschaltet wer-
den. Es wird somit in diesen Situationen den Bewohner:innen vorgeschrie-
ben, entweder auf Sicherheit zu verzichten, indem das System ausgesetzt
wird, oder auf Bewegungsfreiheit und auf Gesellschaft zu verzichten.
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Sowohl bei der Abwigung zwischen Sicherheit und Privatsphare, als
auch in diesem Fall zwischen Sicherheit und Bewegungsfreiheit bzw. Ge-
sellschaft, sind die realen Moglichkeiten sehr eingeschrankt. Haufig sind
es namlich Angehorige, die die Entscheidung treffen, dass ein solches
System installiert werden soll, da es ja die Sicherheit erhoht — wodurch die
ilteren Menschen auch wieder auf ihre Vulnerabilitit reduziert werden.
Unter dem Deckmantel der Sorge der Pflegebedurftigen wird auch hier,
oft vollig unbewusst und unbeabsichtigt, auf Privatsphire und Selbstbe-
stimmung verzichtet (Carver und Mackinnon 2020).

Allerdings tragt auch der Mangel an Transparenz und Erklarbarkeit des
KI-Systems dazu bei, dass den Bewohner:innen keine reale Entscheidung
ermoglicht werden. Wie sich aus den Interviews gezeigt hat, wird Transpa-
renz von Seiten der Entwickler:innen nur wenig Nutzen zugeschrieben,
da den Bewohner:innen wenig technische und digitale Kompetenzen zuge-
sprochen werden. Ahnlich wie bei Fairness und Privatsphare erachten die
Entwickler:innen auch Aspekte der Transparenz lediglich als hinderlich,
um Effizienz und Leistung des KI-Systems zu steigern, weshalb eine Inves-
tition darin von Seiten der Entwickler:innen als nicht sinnvoll erscheint
bzw. keinen dkonomischen Nutzen hat. Damit werden die Bewohner:in-
nen, als Betroffene von KI-Systeme, nicht bemachtigt, selbstbestimmt da-
riber zu entscheiden, ob sie das System auch nutzen wollen.

9. Big Mother is caring for you

Die Analyse eines Entwicklungsprozesses einer KI-Technologie im Pflege-
bereich hat somit gezeigt, wie sich ein vulnerables Verstindnis von Alter
tief in die Funktionsweise und Logik eines KI-Systems einschreibt und
sich auch im Einsatz dementsprechend auswirkt. Unter dem Deckmantel
der Big Mother (Sadowski u.a. 2021) und der (Fur-)Sorge gegentber alte-
ren Menschen (Carver und Mackinnon 2020) werden Systeme entwickelt
und eingesetzt, die stark vorgeben, wie das normale Leben im Alter aus-
zuschauen hat. Dabei zeigt sich auch, dass in der Entwicklung solcher
Systeme schr starke Einschrinkungen vorhanden sind, sowohl in der Kon-
zeptualisierung der Funktionsweisen der Systeme, in den Daten und in
der Datenbeschaffung, der Synthetisierung der Daten sowie der Notwen-
digkeit von Fairness und Transparenz in den Systemen.

Wie es auch in anderen Bereichen der Technologieentwicklung zu be-
obachten ist (Mager 2012; Pasquale 2015; Betancourt 2020), ist auch die
Entwicklung von Pflegetechnologien marktorientiert und somit von 6ko-
nomischen Faktoren dominiert. Ressourcenknappheit bei den Entwick-
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ler:innen schlagt sich in der Datenbeschaffung nieder, Alternativen zu
aufwendige Erhebungsprozesse werden gesucht — und gefunden. Wie auch
die Interviews gezeigt haben, werden auf der einen Seite deshalb die Lern-
daten fir die KI synthetisiert, auf der anderen riickt die Funktionalitit
des Produkts in den Vordergrund wihrend ethische Uberlegungen hinten-
angestellt werden, da diese als zu ressourcenintensiv angesehen werden.
Zudem zeigt sich der Nutzen eines transparenten und erklirbaren KI-Sys-
tems in den Augen der Entwickler:innen nicht wirklich. Dabei wire es fiir
die Selbstbestimmung von alteren Menschen sehr wohl von grofler Bedeu-
tung, wenn zumindest die Funktionsweisen der Technologien verstindlich
gemacht wiirden. Auch wenn der Einsatz solcher Uberwachungstechnolo-
gien mit guten Intentionen einher geht, wird es fir die Bewohner:innen
von Pflegeeinrichtungen, genau wie fur die Pfleger:innen, fast unmoglich,
dieser Uberwachung zu entkommen.
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Abstract

Smart wearable technologies have seen an explosive growth over recent
years, with some research indicating that the wearable technology industry
is expected to grow from USD 24 billion today to over USD 70 billion
in 2025. This proliferation has extended across disparate domains, ranging
from medical applications and fitness and social technologies to military,
industrial, and manufacturing applications. As with any emergent techno-
logy, these wearables present opportunities for our moral benefit as well as
moral challenges to be addressed. A crucial dimension of this discussion is
the ethical evaluation of the impact of smart wearables on the autonomy
of human decision-making. Nowhere is this a more pertinent concern
than when dealing with persons uniquely vulnerable to autonomy infrin-
gement. This contribution, undertaken from an explicitly normative and
ethical perspective, investigates the potential impact of smart wearables on
various dimensions of the decisional autonomy of vulnerable persons.

1. Introduction

Smart wearable technologies — by which we mean here, wearable technolo-
gies that have the capacity for the collection and algorithmic processing
of data, often including a wireless connection to a user network or the
internet, in order to produce corrective output via means of actuators
integrated into the worn item! - have seen an explosive growth over recent
years, with current predictions being that this trend is set to accelerate
(Seneviratne et al 2017; Dian et al 2020). Indeed, some research indicates

1 This definition is our own but is informed by several foregoing attempts — see
Viseu 2003; Bower and Sturman 2015; Xue 2019 as examples, and Niknejad et al
2020 for a good overview of other existing definitions.
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that the wearable technology industry is expected to grow from USD 24
billion today to over USD 70 billion in 2025. And, unlike other sectors,
the COVID-19 pandemic proved to be an accelerator for many of the
key trends driving wearable technology, such as the move towards remote
patient monitoring and digital healthcare as well as the current embrace
of fitness and wellbeing (IDTechEx Research 2021). This proliferation has
extended across disparate domains, ranging from medical applications and
fitness and social technologies to military, industrial, and manufacturing
applications. As with any emergent technology that promises to leave such
an extensive footprint on society, wearables present opportunities for our
benefit as well as moral challenges that we should not be negligent in
addressing. A crucial facet in this discussion concerns the impact of smart
wearables on human decision-making. Through applications such as smart
wearables, decisions are increasingly being made with the support of algo-
rithms. This raises the question of the extent to which a person’s ability
to make autonomous decisions is impaired or promoted by this digital
support. For example: If machine learning algorithms and artificial intel-
ligence (Al) relieves the need to make decisions, is the resultantly freed
up cognitive resources productive for other cognitive and decision-making
processes, or does the relief lead to deskilling or unlearning decision-ma-
king? The former possibility is what we should undoubtedly hope for,
but if the latter were the case it could result in significant harm for both
society and individuals - thus elaborating on the answer to the question is
of serious ethical importance. Nowhere is this a more pertinent concern
than when dealing with persons who are uniquely vulnerable to infringe-
ments on their autonomy. In this regard, the present contribution investigates,
from an explicitly normative and ethical perspective, the potential impact of
smart wearables on various dimensions of the autonomy of decision-making of
persons uniquely vulnerable to autonomy infringement. By “person uniquely
vulnerable to autonomy infringement” here, we mean a person who, in
generality, either displays a lack or deficit of the capacities necessary for,
or an oversensitivity to unacceptable external influences on, their decision-
making. Such vulnerability is overwhelmingly determined by the internal
cognitive processes relevant to decision-making and their often (but cer-
tainly not exclusively) age-related changes. We restrict our consideration
in this work to formative agents and persons with autonomy disabilities,
knowing full well this is far from an exhaustive accounting of all uniquely
vulnerable persons. Furthermore, we limit ourselves to a consideration
of commercially available smart wearables for private use — particularly
within a health or fitness context as users from vulnerable groups are
particularly prevalent in this context. This is not to say that state-employed
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or industrial smart wearables — such as those used in military contexts,
in factory production settings or by the judicial system — are not morally
pertinent, quite the contrary, but they introduce confounding complexities
into the discussion that we hope to avoid here. They would undoubtedly
be excellent targets for future research. Finally, this investigation is expli-
citly undertaken from a normative perspective, which, though informed
by empirical and descriptive work, seeks to preemptively identify ethical
considerations that we foresee as relevant to the interaction between smart
wearables and vulnerable persons.

We proceed in five steps: we begin in Section 2 by presenting how
we take the process of decision-making to be best understood, and then
identifying and affirming the central moral importance of autonomy in
such a process — particularly what we call here decisional autonomy — when
addressing the potential impact of commercial smart wearables for com-
mercial or private use.

In Section 3, we examine the constitutive features of smart wearables
that structure our definition and thereafter outline the qualities and capa-
city of smart wearables that give them the potential to be uniquely effec-
tive vectors for impacts on the autonomy of user decision-making, looking
at three qualities: proximity, convenience, and ubiquity. In addition, the
capacity of smart wearables for facilitating cognitive offloading for the user
will be considered.

Equipped with the insights from the first two sections, in Section 4 we
sketch four opportunities for autonomy-promotion (increased informatio-
nal input, freeing cognitive resources, extending the range of agency, nud-
ging) and four concerns about autonomy-reduction (privacy, overchoice,
dependency and deskilling, sludging and overnudging) raised by smart
wearables.

In Section 5, we motivate the need to consider impacts on vulnerable
persons. We put forward three reasons for focusing on vulnerable persons:
(a) They are especially vulnerable to harms and manipulations and have
a reduced ability for recourse in the face of such, (b) they stand to bene-
fit from support provided by wearables that compensate for autonomy
impairments or fosters developing capacities necessary for autonomy, and
(c) as a society, we often permit violations of the decisional autonomy of
these persons in the name of other values where such violations would
be intolerable when applied to others. We then briefly touch on some of
the unique ways in which these vulnerable groups could be differentially
impacted by smart wearables.
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2. Decision-making and decisional autonomy

For our purposes we will understand the process of decision-making as
follows: the cognitive process of choosing between two or more alternati-
ves, ranging from the relatively clear to the complex. Decisions describe
the choice between at least two options or alternatives based on personal
preferences. Often the relation between an option and its consequences
is probabilistic, so that the degree of uncertainty of possible consequen-
ces (i.e., the risk) is an important characteristic of a decision (Edwards
1954). However, in numerous decision-making situations, especially when
dealing with complex, dynamic technical systems, either the consequences
or the probabilities of their occurrence are unknown. Decisions are cal-
led “risky” above all when some of the possible but uncertain outcomes are
particularly unpleasant or associated with high costs. While, for example,
human factors psychology is interested in how people should make deci-
sions according to an optimal framework, the decision-making research
investigates to what extent errors or biases in the decision process can
be attributed to limited human attention, working memory, or selection
strategies or familiar decision routines. In order to ensure an empirically
informed perspective on the concept of decision making, this will be
briefly discussed below. The aim of this description, however, is not to
introduce empirical research.

The information processing relevant to a decision begins following a
human factors perspective with the user extracting cues of certain moda-
lities from the environment and briefly storing them in the short-term
memory (Wickens et al. 2021). Subsequently, the sensory stimuli are filte-
red. Here a selection process (clue filtering) transmits only those stimuli
to conscious processing (perception), which are considered as relevant
to a certain situation, based on the experience of the decision-maker.
This “selective attention” is centrally controlled and binds attentional re-
sources depending on the complexity of the problem. Selective Attention
is considered the first step in the decision-making process. As humans
are not passive information processors but actively engage in the process,
the filtering can be initiated by the stimuli themselves (bottom-up) or
from information from the long-term memory (top-down). Subsequent
perception of selectively perceived stimuli serves their identification and
interpretation. Based on the selectively perceived and processed informati-
on an understanding and assessment of the decision situation in terms of
a diagnosis is created. Cognition and working memory are considered as
central, supporting the planning and diagnostic process, and organizing a
reciprocal exchange of information with the long-term memory. One main
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goal of the diagnosis phase is to build hypotheses about the external world
and the decision-space, based on which an adequate response selection is
made. For the development of a diagnosis, the concept of situation awaren-
ess (Endsley 1995; Durso et al. 2007) is of major importance. Building
situational awareness includes three stages: In the first stage, all relevant in-
formation is perceived from the environment. The perceived information
is then integrated top-down or bottom-up to an appropriate understanding
of the current situation so that the further dynamic development of the
current situation can be correctly predicted, and anticipation of future
information can be derived. Across all stages, a general understanding of
the system is built, from which hypotheses about system behavior and
diagnoses can be derived. Based on the diagnosis, the process of action
selection is then initiated, evaluating the expected consequences and the
associated values of a decision (cost-benefit consideration), which in turn
triggers the execution of the action. A significant factor influencing the
choice of action is also the awareness of one’s knowledge. Good decision-
makers are aware of information lack and therefore search particularly
attentively or, if necessary, wait for essential information before deciding.
Since situation awareness involves the evolving decision process, it also
shows a clear connection to meta-cognition (Edwards 1954; Rousseau et al.
2010).

Though there is certainly a rich and ongoing study of human decision-
making,> we take the above description to be sufficient, though far from
exhaustive, in order to launch our central aim: the investigation, from a
normative and ethical perspective, of the impact of smart wearables on the
decisional autonomy of certain vulnerable persons. Viewed through such
an ethical lens, we take there to be two ways in which technologies such
as smart wearables can impact this process: (1) impacting the quality of
the decision made and (2) impacting the autonomy of the decision-making
process. The positive face of the former sort of impact is usually the selling
point for the technology in question, the promise that using the device
will lead to the user making better choices — i.e., choices that promote
the user’s wellbeing or personal utility. This can be achieved, for example,
through the device bringing information to the user’s situation awareness
that they would otherwise lack, providing more accurate risk assessment
than the user could hope to, compensating for limited attention and me-
mory, or through the device counteracting some error or bias in the user’s

2 As a small sample of the available work, see Resnik 1987; Ben-Haim 2001;
Bermudez 2009; Martin 2009; Buchak 2010.
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decision-making that would have resulted in suboptimal outcomes. Of
course, this sort of impact also has a negative face. Technologies can also
serve, despite the promises of their purveyors, to result in users making
worse choices. The adjudication of which of these impacts dominate for
a given technology within a given context is a crucial part of ethical
reflection on the justifiability of its use. Important as this consideration is,
however, we will largely be setting it to one side for the remainder of this
piece to focus on the possible impact of smart wearables on the autonomy
of our decision-making.

In everyday life, we value not only making good decisions but also our
ability to make our own decisions (Christman 2005). We may struggle in
the face of difficult choices and wish for someone else to take them out
of our hands, but it is exceedingly rare for us to warm up to the idea that
someone or something else will or should make our decisions for us in
any general sense. Even if I cede a choice to someone else, I will want to
retain a veto. This resistance, and the value given to this self-government
or autonomy that it reveals, is at least in part a moral value, and so any
infringement upon it is open to a demand for ethical justification — and
if this is lacking, should be prohibited (though not universally supported,
this view is widely endorsed across a wide spectrum of normative theorists
— for examples see Dworkin 1988; Korsgaard 1996; Veltman and Piper
2014). But what does it mean to infringe on the autonomy of a person’s
decision-making? As extreme examples, it seems clear that if I am hypnoti-
sed to vote for a certain candidate in an election, for example, then this
decision was not autonomous. If I am physically addicted to a narcotic
and out of addictive compulsion choose to sell my most prized possession
for a fix, this is (at least) not fully autonomous. For our purposes, we will
follow Niker et al. (2021) in holding that to decide autonomously is for
that decision to be:

1. The result of your own (evidence- and reasons-responsive) decision-ma-
king processes.

2. Guided by your authentic aims and values.

3. Without undue external influence.

It is far beyond the scope of this work to provide a defence for the
legitimacy of autonomy as a moral value, so from here we will follow
the assumption that, barring reasons for exemption in exceptional cases,
human beings have morally significant legitimate claim to autonomy over
their decision-making. As a stronger claim, we will assume that within
the limited space of what we will call commercial smart wearables, those
designed, developed, purveyed, and supported by commercial entities such
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as corporations for use by corporations or private citizens, a policy of auto-
nomy priority should be followed. According to this position, autonomy
should be the first moral value we worry about, and downstream benefits
of potential consequences should be considered only after autonomy im-
pacts have been accounted for.

Autonomy priority is not as controversial an assumption as it may
prima facie seem, as it falls in line with well-established facts of both
everyday and legal practice. Though states and their organs are sometimes
empowered (rightly or wrongly) to violate the autonomy of its citizens —
usually in the name of well-being or some other moral value (Feinberg
1983) — we do not, nor should we, permit commercial entities the same
power over their customers. That their product would improve the quality
of decision-making for users is not sufficient justification for a commercial
entity to infringe on the autonomy of its customers. This is reflected in the
much-discussed General Data Protection Regulation of the EU (GDPR),
which is primarily aimed at improving the data sovereignty of EU citizens
by regulating various facets of data gathering, processing, and use. The
concerns the GDPR seeks to address, from a moral dimension, are the
misuse of data and the violation of privacy. As the moral harm of privacy
violation is plausibly best understood as the result of a violation of autono-
my (Altman 1975; Debatin 2011), this urgent push for its protection is
what we would expect if the underlying assumption were that corporate
actors should not be permitted to violate autonomy.

This concern can also be seen within the existing draft of the EU’s
Artificial Intelligence Act (AIA), which adopts a risk-based approach to
categorizing Al technologies (CNECT 2021). This takes the form of a pro-
verbial pyramid of risk (Kop 2021), ascending to the top. At the summit of
the pyramid - labelled “Unacceptable risk” — we find probibited Al practices.
Four examples of such practices are provided:

e Al systems that deploy harmful manipulative ‘subliminal techniques’

e Al systems that exploit specific vulnerable groups

e Al systems used for social scoring purposes

e “Real-time’ remote biometric identification systems in publicly accessi-
ble spaces for law enforcement purposes, except in a limited number of
cases

Of these, the use of harmful manipulation, the exploitation of vulnerable
groups, and social scoring are all definite examples of autonomy impair-
ment. Even the prohibition on real-time remote biometrics, though more
obviously aimed at preserving privacy (as mentioned already, unquestio-
nably an important moral consideration and one intimately ties to auto-
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nomy itself), contains risks of autonomy impairment as it might coerce
citizens out of public spaces. This is unsurprising, given that the protection
of human rights is the chief moral principle at work in the draft law,
and such rights have a long history of association with considerations of
autonomy (Pateman 2002; Thrasher 2019; Niker et al. 2021). It should be
noted, however, that the EU draft law explicitly takes harm as the foremost
consideration for evaluating the risk posed by a particular Al technology.
Depending on definitions of harm, this may not constitute autonomy prio-
rity. That said, the AIA is not aimed exclusively at regulating commercial
technologies, but also those in industrial, military, or other domains. As
we have already mentioned, these domains add other moral considerations
to the table, and so we should not expect complete overlap between its
approach and ours. With this in mind, we will take decisional autonomy as
the moral value of central importance when discussing zmpacts on decision-
making and when limited to the case of commercial wearables for private
use. By doing this we do not discount or devalue other morally relevant
concerns in the vicinity.

3. Qualities and capacity of smart wearables relevant to decisional autonomy

In this section, we unpack the constitutive features of smart wearables
that inform our definition, and thereafter explore the qualities and capaci-
ty of smart wearables that are most salient for decisional autonomy. To
reiterate, we take smart wearables to refer to wearable technologies that
have the capacity for the collection and algorithmic processing of data,
often including a wireless connection to a user network or the internet,
and often in order to produce corrective output via means of actuators
integrated into the worn item. Even with our restriction to only commer-
cial wearables for private use, this still casts an intentionally wide net,
including as it does activity trackers, augmented reality devices, E-textiles,
EEG and ECG belts, smart watches, and an ever-increasing catalogue of
new developments. There is a plethora of ways to classify the contents
of this net depending on the perspective adopted. Ometov et al. (2021:
6-9) lays out five possibilities for the classification of smart wearables, each
organised around a different factor: classification by application/functiona-
lity, classification by device type, classification by worn location, classifica-
tion by energy-consumption, and classification by battery type. Though
classification by energy-consumption or battery type might be of great
ethical import in light of questions of sustainability, given our interest lies
in how these devices impact the decisional autonomy of their users, we
take classification around functionality (illustrated in Table 1) to be the
most salient for our purposes.
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Table 1: Classification based on the wearable application/functionality types
(ordered alphabetically)

Type
Communication
functionality (C)

Control/input
functionality (CI)

Education and
professional sports (ES)

Entertainment,
gaming and leisure
functionality (E)

Heads-up, Hands-free
Information (H)

Healthcare/medical
functionality (HM)

Location tracking
functionality (LT)

Notification
functionality (N)

Output
functionality (O)

Safety and Security
functionality (S)
Monitoring
functionality (M)

Wearable devices for
pets and animals (PF)

Brief description

Provides the potential not to process the data locally but to exchange it with
surrounding nodes and/or remote cloud.

A broad area of input devices ranging from smart buttons to sophisticated
gesture recognition devices. This group’s main task is to extend conventional
Human-Computer Interaction (HCI) input focusing on the usability of the
devices keeping a small form-factor as a rule.

Aim at improving the education and training by monitoring assistants.

The improvement of the perception experience including e.g., audio systems,
personal entertainment displays, etc.

Extend the conventional ways of the data delivery to the user utilizing perso-
nal assistants, AR, XR, Remote Expert Devices, wearable cameras, etc.

Separated from conventional sensing and monitoring ones due to the need
to obtain medical device status that requires significant effort in the device
development and testing as well as providing a high level of the obtained
data trustability and the need for additional certification, however, covering
similar devices, e.g., Electrocardiogram (ECG), Electroencephalogram (EEG)
monitors, relaxation devices, neural interfaces, exoskeletons, etc.

Requires having either some Global Navigation Satellite System (GNSS) on
board or, at least, a wireless communication technology. On the one hand,
the concept here corresponds to location awareness from the node’s perspec-
tive and, on the other hand, to remote localization of the device if needed.

Ranges from simple vibration notification to complex AR extensions. Simi-
larly to sensing functionality, almost any personal device connected to the
cloud directly or via the gateway can carry this functionality.

Various visual, audio, or haptic-enabled devices to provide the user and/or
people around with prompt information from the personal ecosystem.

Personal safety devices, emergency assistants, etc.

Extremely straightforward and cheap to implement this functionality. Gene-
rally, any device that has an accelerometer on board can already provide
some level of sensing. (Fitness and preventive healthcare — Activity Trackers,
ECG, EEG monitors, etc.)

Mainly covers smart collars, bark collars, smart clothes, etc.

Source: (Ometov et al: 7)

It can be immediately seen that the types in this classification are of two
distinct kinds, those that track features possessed by the wearable in ques-
tion, and those that track the purpose of its application. C, CI, H, LT,
N, O, and M are all features that a wearable can possess, whereas ES, E,
HM, and PF are domains of application. Differing domains of application
will undoubtedly give rise to unique use cases and so in turn unique
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moral opportunities and challenges, and a fine-grained examination of
these is, and will remain, an important task for as long as we employ
these technologies. However, as the moral opportunities and challenges we
seek to identify in this work are those that we think of as applicable to the
entire class of smart wearables, our target here must be those features that are
constitutive of a smart wearable.

Our definition of smart wearables already presents constitutive features
of smart wearables: the wearable must possess the sensors capable of collec-
ting data (LT, M), they are able to algorithmically process this data or share
it so that it can be processed elsewhere (C), they can employ this data
in order to produce aim-guided output (H, N, O). Using Ometov et al.’s
framework, we take LT to be a special example of the more general M
and see this as a constitutive feature of smart wearables. C is not strictly
constitutive but rather contingent — a wearable need not have a networked
uplink to an external processing system to qualify as a smart wearable —
however, given the limitations in processing power of the worn devices
themselves, the outsourcing of this work is likely to be an all but universal
feature (Vijayan et al. 2021). In terms of output, we take O to capture
this notion in its widest sense, while H and N are all more specific instan-
tiations thereof. Devices that provide hands-free data delivery to a user is
providing a certain sort of output, and a notification is a form of visual,
audio, or haptic output providing “prompt” information to a user. CI is
a more complicated case. Our contention is that while the sort of usable
extension to HCI input that Omertov et al. envisage might increasingly
be a normative expectation we have about smart wearables, it is not a
constitutive feature itself. A wearable that possesses this functionality, will
possess one of the other functionalities as well. Furthermore, there are two
differences between the sorts of outputs delivered by smart wearables and
those delivered by other (non-smart) wearables: firstly, the smart wearable
can be imparted with an aim, and will provide output in an attempt to
meet the imparted aims (within some, sometimes severe, limits), which
directly leads into the second difference, that the output in some cases can
serve as a corrective to the device’s previous outputs if these have missed
the mark — an ability that is only possible thanks to both the features of
data collection and algorithmic processing. A fitness watch, for example,
can learn to give a user recommendation based on certain health aims,
and then alter the output it delivers to achieve this end in the face of
the data it continually collects. There are several other smart technologies
that have similar features, but as their name gives away, smart wearables
represent the application of these features to worn items, items that will be
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physically in contact with the user’s person. Indeed, any technology with
these features that is physically worn by a person is a smart wearable.

With this definition and constitutive features in mind, our observati-
on is that smart wearables possess three qualities that, individually and
together, work to amplify their potential impact on decision-making. We
contend that it is their presence directly on a user’s person — proximity
— combined with their ease of accessibility and use — convenience — and
omnipresence — ubiquity — that make them prime vectors for interventions
that impact a user’s decisional autonomy. There are normative expectations
of users towards wearables illustrated by these qualities. As such, developers
and purveyors aim to deliver these qualities, and users expect to be able to make
use of them. Studies involving smartphones — the technology most similar
to smart wearables in terms of the three identified qualities — have shown
that if a device is in close physical proximity and readily accessible to
a user it can quickly become an almost unquestioned part of a person’s
day to day activity and decision-making (Hamilton and Yao 2018; Reiner
and Nagel 2017; Kutscher 2015). The behavioural changes (and dependen-
cies) that this possible unreflective adoption introduces are not always
consciously clear to the person being impacted. And since a key benefit
to wearables is precisely their convenience as ready to hand tools about
which we don’t have to give too much thought in day-to-day use, we do
not see these as aspects of wearables that can simply be designed away. Nor
— presumably — would this be desirable, as many of the benefits of these
technologies are the result of these very qualities. A further symptom of
the proximity and ubiquity of wearables is that they will also collect data
of a highly personal and intimate nature, including health, movement,
and location data. This enables interventions for improving a user’s life
or even promoting their autonomy but raises concerns about possible
infringements on privacy and the prospect of this data being misused to
undermine the user’s autonomy (Ashworth and Free 2006; Belanger and
Crossler 2011; Fuller 2019).

In addition to these qualities is the capacity possessed by wearables
to facilitate cognitive offloading by the user. It is this capacity that is
perhaps most characteristically associated with smart wearables, and what
distinguishes the role that they can serve from that of non-smart wearables.
By cognitive offloading is meant the delegation of control over the perfor-
mance of a cognitive task or over the making of a decision to some device
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or system.*> This capacity is enabled through the wearable being able to
collect and algorithmically process data to produce aim-guided and (at ti-
mes) corrective output. This ceding of control can come by degrees (Dunn
and Risko 2016; Risko and Gilbert 2016; Heersmink and Carter 2017). It
may seem initially counter-intuitive, but this relinquishment of control
can be part of a global promotion of autonomy (Kohler et al 2014; Carter
2018). Similarly, we sometimes cede control to others in such a way that
they can support our autonomy, and with the result that we are better able
to respond to the reasons that enable us to best achieve our aims: think
of a fitness instructor who modifies our behaviour toward our desired
end frequently by usurping control over aspects of our workout regimen.
Where wearables are concerned, this allows us to delegate calculating an
optimum workout plan to a fitness wearable or the need to search for
the nearest Indian restaurant to a smartwatch. Where such delegation in
narrow control results in a greater ability for the user to self-govern toward
their more overarching ends, this would then be a case of autonomy
promotion. However, as we shall see in the next section, this delegation
of aspects or the entirety of our decision-making to these technologies can
have undesirable outcomes.

4. The opportunities and perils for decisional autonomy

As is likely already clear, the combination of the three qualities and the
capacity for offloading means that wearables are a double-edged sword in
terms of its impact on the autonomy of our decision-making. This conflu-
ence gives rise to ample opportunities for our benefit, not least of which is
the potential to promote and scaffold our autonomy. On the other hand,
this selfsame combination allows wearables to act as particularly effective
vectors for interventions that can reduce our autonomy. We will expand
on each of the proverbial swords’ edges in turn.

3 To be clear, we do not endorse the view that these technologies as they presently
exist have the capacity to make decisions in the way that we have discussed for
humans in Section 1. We assume that smart wearables do not possess the cognitive
nor autonomous capacities that are distinctive of human decision-making, and
which form the conditions of decisional autonomy. Even if we grant that they may
possess the functional equivalents of some or all the cognitive capacities necessary,
this is not so — at least not yet — for the capacities necessary for autonomous action.
Where we talk of these devices “making decisions” or undertaking delegated “co-
gnitive work”, this is merely a colloquialism to ease the discussion.
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Smart wearables as a class can promote decisional autonomy along
four general dimensions: (i) the freeing up of cognitive capacity, (ii) the
provision of informational input, (iii) extending the range of agency, and
(iv) nudging us toward an authentic aim of ours. The freeing up of
cognitive capacity is self-explanatory: by facilitating cognitive offloading
the wearable allows the user to focus on pursuits that they deem to be
more valuable, increasing the possibility that the user is able to recognise
reasons that would have otherwise been overlooked. Examples of this are
easy to come by: offloading the cognitive work of tracking my fitness
schedule to a fitness tracker can free up my resources to rather be spent
on my more overarching aims. (ii) has already been mentioned in passing,
but the provision of otherwise unavailable information can also better
allow a user to recognise salient reasons — consider the benefits of an
EEG monitor that provides a user with otherwise difficult, or impossible,
to obtain information, which in turn permits them to self-govern more
effectively. By “extending the range of agency” what we mean here is
that the wearable makes directly possible options that were previously
unavailable. Most of the obvious examples of this are where wearables are
used to assist those dealing with reduced autonomy. A good example of
this is the case of Simon Wheatcroft, a long-distance jogger who happens
to be blind. Using a wearable device collecting movement and proximity
data guides Simon through haptic cues. In the words of Wheatcroft, “As
a blind person, you always strive for independence. But it’s a bit of a
contradiction, because oftentimes, you’re using somebody with sight to
become independent. What we’re trying to do is use this technology to
really achieve true independence” (Sisson 2017).

Whereas (i)-(iii) are all easy enough to grasp colloquially, understanding
(iv) requires clarifying some jargon, most pertinently: what is meant by
nudging. To nudge an agent X as regard some decision Y, is to make
changes to X’s choice architecture relevant to Y such that some preferred
choice is promoted without either removing any options from the table or
introducing new economic incentives (Thaler and Sunstein 2009; Felsen,
Castelo and Reiner 2013; Moles 2015; Levy 2017). The idea behind a
nudge is that the agent (for our purposes, the smart wearable user) retains
full autonomy in her decision-making, but it increases the likelihood that
the agent selects the choice the nudger wants. Nudges can be, and regular-
ly are, employed to promote welfare or even to support the autonomy of
the nudgee. Such nudges can be particularly effective when applied by
wearables, thanks to the qualities of proximity and ubiquity. A smartwatch
that tracks a user’s fitness data while out on a jog and then uses this data
to suggest when the user should take a break is a simple but effective
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example of a wearable employing a nudge that can prevent a user from
overexerting themselves or aggravating a medical condition. This is clearly
a case where the nudge serves to promote welfare, while at the same time
not obviously infringing on the autonomy of the user. But nudges can be
better than autonomy-neutral, and in some cases can actively strengthen a
user’s capacity for self-governance (Levy 2017; Niker 2021). Envisage the
following scenario: a smoker seeks to break her addiction, and to this end
she purchases a health wearable that can remind a user of the dangers
of smoking, perhaps accompanying the warning with off-putting images,
when it detects the user is smoking. The device is serving to support
the user’s autonomy by supporting their attempt to quit smoking. These
nudges can also be far subtler than direct communication with the user:
the layout of a user interface — colouring one option brightly while leaving
the other dull, placing some qualities very visibly while placing others
behind menus, etc. — can nudge users toward some choices over others.
For this reason, the design of a user interface must be carefully considered,
both to avoid unintended nudges and where possible to employ nudges
that best support the autonomy and welfare of the user.

When we consider the challenges to the decisional autonomy of smart
wearable users, there are three general categories these can fall into: (i)
the risk of overchoice, (ii) the risk of de-skilling and dependency, and (iii)
the possibility for sludging and overnudging. The first of these has been
mentioned already and refers to the — now well studied — situation where
the provision of increased options serves to reduce the user’s ability to
choose the option that is in fact the best fit for her authentic aims. It is
vital, therefore, that wearables should strive to provide palettes of relevant
options in a fashion usable to the user, and that user agreements (a com-
mon environment for overchoice) should be aimed more at explainability
and usability than sheer transparency or providing maximum details. In
terms of the reducing overchoice in the application of wearables, agentially
useful epistemic accessibility will often only be accomplished through
active user engagement and feedback — the best way to know what option
or information will be relevant and useful to a user is to facilitate increa-
sed responsiveness to user needs. But it should also not be expected that
users will have uniform needs. Different options and different information
will be variably useful to different users, a common-sense fact but no
less important for being so. Fortunately, where the provision of options
is concerned, smart technology is well-positioned to tailor options and
informational input to the needs of individual users in a dynamic fashion.

When regarding user agreements, which must be hurdled before such
tailoring can be undertaken, these can often be difficult to penetrate. Some
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of which employ overly jargon-riddled technical or legal language that
form a barrier to comprehension. Though not strictly the result of the
features of smart wearables themselves the very nature of the algorithmic
processing that is essential to the effective operation of smart wearables
offers a barrier to providing easy epistemic access, as though such systems
may not be black boxes, they can still be very dark shades of grey (Jovano-
vi¢ and Schmitz 2022). Thus, though there is undoubtedly a moral reason
for the drafters of these agreements to strive for explainability, this will
understandably not be their only concern, and there is also a moral onus
on the user to take reasonable steps to educate themselves on the legal
details of the agreement they enter. How all this is to be achieved is an
important discussion, but outside the focus of this piece and so we only
take this opportunity to gesture towards its significance.

Turning to (ii), although it is true that cognitive offloading can result
in a promotion of decisional autonomy, the opposite outcome is also
possible. One way in which this can occur is if a user becomes too
dependent on a device, such that their own skills and decision-making
ability atrophy to the point where autonomy is threatened (this is often
referred to as “de-skilling” (Vallor 2015)). This is most likely to occur in si-
tuations where the use of the technology becomes unreflective or habitual,
precisely the danger raised by the proximate, ubiquitous, and convenient
nature of wearable technologies. There are two ways in which this sort of
atrophication can prove dangerous to autonomy: a) where a dependency
forms on an unreliable technology and b) where the dependency stunts
the development of capacities necessary for decisional autonomy. If the
technology is unreliable, then the delegation of control from the user to
the technology in order to grant them greater overall control backfires.
The user, if they are dependent — that is, the skill necessary to fulfil the task
the technology now fulfils has atrophied away — will be left with reduced
overall autonomy if the technology fails. An illustrative example involving
smart wearables would be the use of an augmented reality headset for
in-store product comparisons during shopping. Assume a user who has
become dependent on this functionality in order to make purchasing deci-
sions, but then experiences a failure of their device. Bereft of the guidance
from the wearable, this user is now incapable of making effective (that
is, in line with their authentic ends) purchasing choices — whereas this
would not have been the case had they never formed the dependency. To
be very clear, this is not a polemic against any dependency resulting from
cognitive offloading: dependency on navigation technology is a boon to
the autonomy of many, and since these systems are sufficiently reliable
(most of the time!) we can judge that they are autonomy-promoting. The
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vital takeaway from (a) is that the developers of technologies that can
facilitate cognitive offloading must be thorough in assessing whether or
not they are likely to result in dependencies, and if they are it is vital
that the reliability of the technology be of the highest order. However,
even if reliability is not a concern, there are still some dependencies that
may be pernicious to decisional autonomy. If the dependency results,
directly or indirectly, in the stunting or loss of a capacity necessary for
decision-making, then we have pro tanto moral reason to oppose the
dependency-inducing technology, one that will rarely if ever be overridden
in the commercial realm. Though there is not yet robust evidence of this
occurring with smart wearables, the first longitudinal studies on the topic
have found that the growing use of, and dependency on, various digital
offloading technologies correlates with a deterioration in attentional capa-
cities among adolescents (Baumgartner et al, 2018), capacities which we
identified in Section 1 as necessary for human decision-making and by
extension for decisional autonomy.

Lastly, we have (iii). Following current convention, we call nudges that
nudge a user against their best (or better) interests, s/udges (Thaler 2018).
Given our account of autonomy, such sludges can be autonomy reducing
if they work against a user achieving their authentic aims. These sorts of
interventions can take many shapes but are usually employed with the
interest of increasing profits at the user’s expense. Having a pair of smart
glasses that consistently gives listing priority to products manufactured by
the purveyor of the device even when these are not the best value is an
example of a measure that can function as a sludge, inducing customers
to purchase these products even when it works against their authentic
aims — assuming they aim to purchase the best value product in this
example. Combating sludges is often best achieved by informing users
about their presence and the danger they pose. Awareness of a nudge or
sludge, though not foolproof, can go a long way to helping people resist its
possible effects on their decision-making.

Apart from sludges, there are two other ways in which nudges can
undermine autonomy. Firstly, our aims and values can often prove very
endogenous, leaving us vulnerable to being nudged away from our own
authentic self-government. This is particularly true if nudges operate by
bypassing our deliberative capacities (Griine-Yanoff 2012). Secondly, nud-
ging can serve to prevent or impair the development of capacities necessary
for autonomy by cutting a user off from irreplaceable learning experiences
(Bloser et al 2010; Niker et al. 2021). This is exacerbated when the nudgee
is the target of many concerted nudges or the source of the nudging is
unreflectively integrated into the nudgee’s decision-making. One of the
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best and simplest ways to combat this risk is to inform users about how
they are being nudged — or will be nudged. This will likely reduce the
efficacy of at least some nudges, which often work best when undetected,
but this is a price that should be paid in seeking out the appropriate
balance, especially in a commercial context (Sunstein 2014).

S. Vulnerable persons and the differentiated impact of smart wearables

Although the above-mentioned impacts on decisional autonomy are rele-
vant for all users, this is nowhere truer than in the case of what we will
here refer to as persons uniquely vulnerable to autonomy infringement. In
this paper we use this term to encompass those individuals whose capaci-
ties for autonomous decision-making are, i1 generality, more sensitive to
negative impacts. This sensitivity is the result of one or more elements of
the decision-making process — as discussed in Section 1 — operating at a
level sufficiently less than that normatively expected of an autonomous
decision-maker. This state is multiply realisable as it can take many forms,
some examples might include: a shortfall in working memory, a limited
attentional capacity, a shortcoming in integrating information stimuli into
situational awareness, or a limited capacity for meta-cognition. This is also
to be understood multidimensionally, where shortfalls in some elements
and gains in others can co-exist. These varied impacts may indeed be
incommensurable on final appraisal, thus preventing the formulation of
a straightforward final verdict on whether decisional autonomy has been
positively or negatively impacted. Viewed ethically, the consequence of a
diminishment along a dimension of a user’s decisional autonomy is that
they are less able to pursue and achieve their authentic ends through their
own (evidence- and reasons-responsive) decision-making processes, and/or
there is a higher risk of external influences having an overriding impact
on these processes. That is to say, they are more /ikely to have their self-
governance infringed, though of course this possibility need not transpire
for them to be vulnerable. As it is far too wide a task for this piece to
address every possible variation of such uniquely vulnerable persons, we
choose to focus our attention on certain illustrative examples in order to
better elucidate our claims. This is not to claim that these examples repre-
sent the only types or groups of persons who are uniquely vulnerable to
autonomy infringement, nor that they necessarily represent the examples
most worthy of consideration. Our choices here are motivated solely by the
practical aim of illustrating the potential impacts of smart wearables on
vulnerable persons as digestibly as possible.
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On our assessment there are two primary categories of vulnerability we
should pay special attention to as regards the impact on the decisional
autonomy of vulnerable persons:

1. Harm vulnerability: these persons are especially vulnerable to harms
and manipulations resulting from failures of self-governance and may
have a reduced ability for recourse in the face of such

2. Paternalism vulnerability: as a society, we often permit violations of
the decisional autonomy of vulnerable persons in the name of utility
or other moral values where such violations would be intolerable for
others

The first of these is self-apparent, but note that it makes sludging, depen-
dency formation, and privacy violations of vulnerable persons wuniquely
concerning. To illustrate the second, consider that vulnerable persons are
frequently "protected" by excluding them from access to certain activities
or technologies. This is not to imply that all vulnerable persons are treated
equally in this regard but being overprotective to the degree of paternalism
is a commonality in their treatment. Given our commitment to autonomy
priority, at least in the case of commercial smart wearables, we adopt a
skeptical stance toward the justification of any paternalism that violates
decisional autonomy.

The first example we consider is of a user with an age-related diminish-
ment in one or more of their decision-making capacities. They remain full
agents, but as a result of the diminishment in their capacities they have
some limitations on their ability for effective self-governance — though
this is not tantamount to concluding that they, all-things-considered,
lack decisional autonomy. One possible version of this example would
be of an older adult with diminishments in their situational awareness,
memory, attention, and overall cognitive abilities as a result of natural,
biological attrition (Wilson et al. 2002; Salthouse et al. 2003; Deary et
al. 2009). Deficits in situational awareness amplifies the opportunity and
the risk for decisional autonomy of those impacts that are most effective
when unreflected upon - precisely what we take to be the result of the
morally-relevant qualities of the class of smart wearables. Positively, it is
precisely here where smart wearables can best promote the autonomy of
such persons by allowing them to offload tasks, thus freeing up their
comparatively more valuable cognitive resources (Lewis and Neider 2017).
There is also increased scope for effective nudging, however the inclination
toward paternalism — even of the libertarian variety — must be carefully
balanced lest, as Schachar and Greenbaum (2019) fears may happen all
too easily, the nudge becomes a shove. More unambiguously negative,
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persons with age-related diminishments remain particularly vulnerable to
sludging, as such influences thrive in the absence of reflection, memory,
and attentional capacity.

Our second example case is that of a person with an autonomy-impai-
ring disability. To be clear, not all persons with disabilities will necessarily
have reduced autonomy, either in a particular dimension of autonomy or
all-things-considered. But certain persons with disabilities will have this
experience, where they have a limitation in one or more dimensions of
autonomy. As this remains too wide a grouping to be illustrative, let us use
the particular case of Simon Wheatcroft, which we have already touched
on. Simon lost his sight to a degenerative eye disease while a teenager but
remained an avid long-distance jogger. Due to his condition, he found
himself severely limited pursuing this dearly held interest of his, having
to stick to well identified running paths and requiring a sighted guide
runner when participating in large city marathons. As we described, using
a wearable device capable of providing guidance through haptic cues,
Simon was able to extend the range of his agency, and thereby pursue
his authentic ends that had previously seemed unattainable. Though his
story so far has undoubtedly been one to celebrate, individuals in Simon’s
situation remain uniquely vulnerable along two dimensions of decisional
autonomy. Firstly, there is the risk of forming a dependency on these
technologies supports, and if this couples with an atrophication of the
ability to perform long-distance jogs unaided, it could leave Simon in
a position of reduced autonomy if the technology fails. And secondly,
those in Simon’s position are vulnerable to overnudging and sludging by
those who design and supply them with the technologies on which their
extended agency depends.

The final example, which we will consider in more depth than the pre-
ceding two, is that of formative agents, whose capacities necessary for deci-
sional autonomy are still nascent and developing. Though not only app-
licable to them, children and adolescents are usually considered the para-
digmatic examples of such near-autonomous agents (Graf et al. 2013). This
is also recognized and enshrined in the UN Convention on the Rights of
the Child, which holds the evolving capacities of the child to be a core noti-
on (UN-CRC, Art.5). There is undoubtedly irreducible vagueness as to
when precisely a formative agent comes into their own as fully autono-
mous, a dynamic that we can clearly see with the border between
childhood, adolescence, and adulthood. Given this, we do not aim here to
specify precise points of transition but take talk of children and adole-
scents to be sufficiently intuitive to grasp for our illustrative (and not in-
tended to be exhaustive) purposes.
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As children develop throughout the stages of childhood and adole-
scence and their capacities evolve over time, so their resilience towards po-
tentially negative influences grows. This marks a fundamental difference
to our two other examples. The younger the child, the more they need to
be protected from such risks. The inchoate state of their development re-
sults in the preferences and ends of younger children being far more endo-
genous — and so vulnerable to nudges and sludges — than adults. Also, as
children’s capacities for agency are evolving with their age, the impact of
interventions that promote, reinforce, stunt, or deform these capacities is
uniquely amplified. As children grow older, protection can gradually be
reduced to attempting to avoid serious risks and focus on the child’s gro-
wing autonomy and ability to cope with nudges and sludges. This is reflec-
ted in detail in The Intelligent Risk Management Model developed by the
German Centre for Child Protection on the Internet (2015). The model is
based on an age-related concept designed both to protect children and ado-
lescents but also to support them in developing coping strategies and
skills. Parents and other guardians play a crucial role in this process, facing
two general duties that can at times conflict: The duty to ensure the well-
being of the child or adolescent and the duty to promote and respect the
autonomy of the child or adolescent, so that they can learn and practice
how to use their autonomy-enabling capacities, which will often involve
allowing them to “make their own mistakes”. A guiding principle in this
conflict should be the “best interest of the child as a primary considerati-
on” (UN-CRC, Art. 3). Accordingly, a violation of the child or adolescent’s
autonomy should only be justified where it is in their best interest, e.g., to
protect them from severe or unforeseeable harm, while still allowing them
the space to practice and fail. Based on the assumption that younger child-
ren are not able to oversee the consequences of disclosing private data,
stronger restrictions to the use of such children’s data could either be exer-
cised by their parents or placed within the device. While parents might be
inclined to infringe their children’s privacy by being overprotective, safety-
by-design built into the device or service could even support the child or
adolescent’s acquisition of data literacy and free their cognitive capacity.
Smart wearables for children and/or adolescents have a high potential to
extend their agency, nonetheless, designing wearables for children and/or
adolescents needs to take into account when the informational input over-
steps the balance of freeing versus locking cognitive capacities. In order to
promote children and adolescents in their process of learning and develop-
ment, certain tasks should not be taken out their hands by a wearable: for
example, a smartwatch providing continual and immediate informational
input could inhibit the development of attentional capacities. Additional-
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ly, for adolescents, tracking weight and other body data with smart weara-
bles may help them gain autonomy over their own decisions regards sports
activities and nutrition through informational input, freeing cognitive ca-
pacity, and nudging. But at the same time, it might make them more de-
pendent on statistical norms and puts them at risk of socially-mediated
sludges, such as pressure from their peer group toward unhealthy beha-
viours.

6. Concluding Remarks

With the likely tremendous growth in smart wearable use over the coming
years, it behoves us to take the opportunity to access the moral impacts
that may accompany it. Here we have sought to unpack how commercial
wearables will influence the decisional autonomy of users, with a special
focus on persons uniquely vulnerable to autonomy infringement. We ar-
gue that there are several unique perils and opportunities for decisional
autonomy that arise from the unique qualities of smart wearables and
their capacity to facilitate cognitive offloading. What is more, these perils
and opportunities, insofar as they originate from the same qualities and
capacity, cannot be “designed away” — they will always demand ethical en-
gagement and reflection in order to produce the most favourable balance
between the morally desirable benefits on offer and the morally worrisome
outcomes. Those examples of vulnerable persons we discuss are all particu-
larly vulnerable to the possible infringements on decisional autonomy, but
also stand to uniquely benefit from some of the opportunities. In light of
this, the developers and purveyors of these technologies are under moral
obligation to weigh these considerations in the design, proliferation, and
support of smart wearables, and should pay special attention to the cases
of children, seniors, and persons with non-age-related autonomy impair-
ments.
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