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ABSTRACT: While automated methods for information organization have been around for several decades now, exponential
growth of the World Wide Web has put them into the forefront of research in different communities, within which several ap-
proaches can be identified: 1) machine learning (algorithms that allow computers to improve their performance based on learn-
ing from pre-existing data); 2) document clustering (algorithms for unsupervised document organization and automated topic
extraction); and 3) string matching (algorithms that match given strings within larger text). Here the aim was to automatically
organize textual documents into hierarchical structures for subject browsing. The string-matching approach was tested using a
controlled vocabulary (containing pre-selected and pre-defined authorized terms, each corresponding to only one concept).
The results imply that an appropriate controlled vocabulary, with a sufficient number of entry terms designating classes, could
in itself be a solution for automated classification. Then, if the same controlled vocabulary had an appropriate hierarchical
structure, it would at the same time provide a good browsing structure for the collection of automatically classified documents.
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1.0 Introduction tion and the ever-increasing amount of available docu-

ments, there is a danger that the established objectives

Automated subject classification research began with
the availability of electronic text in the early 1950s and
has been a challenging topic ever since. Interest espe-
cially grew in the 1990s when the number of digital
documents started to increase exponentially. Because
of the high human costs of manual subject classifica-
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of bibliographic systems could be lost sight of
(Svenonius 2000, 20-21). Instead, automated means
could be a solution to preserve them. Apart from bib-
liographic systems, automated subject classification of
textual documents is used today in a wide variety of
applications. For example, hierarchical organization of
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documents is used for browsing, focused crawling, e-
mail filtering, and many other such applications (see
Sebastiani 2002, 6-9).

One could argue that the most frequent approach
to automated classification is machine learning (for a
thorough review, see Sebastiani 2002), which requires
training documents from which to “learn,” and, con-
sequently, performs well if new documents are similar
enough to the ones used for training. Document clus-
tering (see Jain et al 1999 for a general clustering
overview) is another approach; it does not require
training documents, but instead compares the docu-
ments to be classified to one another, resulting in
clusters of documents that are found to be similar us-
ing the algorithm. The third and least common ap-
proach reuses the intellectual work invested in crea-
ting a controlled vocabulary and applies string match-
ing against the controlled vocabulary (for examples,
see Toth 2002). A great deal of research in automated
classification focuses on improving algorithm per-
formance per se. If application context exists, it is
commonly subject searching as opposed to hierarchi-
cal browsing—in spite of the fact that organizing web
pages into hierarchical structures for subject brows-
ing has been gaining recognition as an important tool
supporting information seeking (Large et al 1999,
192; Koch and Zettergren 1999). Moreover, a combi-
nation of automated subject classification in the con-
text of browsing has hardly been studied at all, which
makes this work a particularly relevant contribution
to current automated classification research.

This paper is an overview of results obtained dur-
ing four years of PhD research, parts of which have
been individually published and will be referred to
throughout the paper (Golub and Ardé 2005; Golub
2006a; Golub 2006b; Golub 2006¢; Golub et al 2006;
Koch et al 2006; Golub et al 2007; Golub and Lykke
Nielsen 2009). The aim of the work was to study ap-
proaches to automated subject classification in the
context of hierarchical browsing. One major focus
was to explore a string-matching approach to auto-
mated subject classification that does not require pre-
classified documents but instead makes use of the in-
tellectual work that was put into building a good con-
trolled vocabulary. The advantages and challenges of
automatically classifying web pages were examined in
particular detail. Automated subject classification was
examined not only by comparison with pre-assigned
classes, which is the prevalent evaluation method, but
also through users’ judgements on the correct place-
ment of documents while browsing. Browsing behav-
iour was studied in two different environments: a
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large manually classified web page collection, and a
collection of automatically classified web pages.

The principle research questions were as follows:

1. How is hierarchical browsing in a large web service
used (if at all)?

2. Are established classification schemes such as the
Dewey Decimal Classification (hereafter DDC)
and the Engineering Information thesaurus and
classification scheme (hereafter Ei) suitable for hi-
erarchical Web-based browsing?

3. Which approaches to automated subject classifica-
tion are in use, and what are their advantages and
disadvantages, especially in relation to hierarchical
Web-based browsing?

4. What are the challenges of applying a string-
matching classification algorithm to a collection of
pre-classified Web pages?

5. How can the performance of automated subject
classification using the string-matching algorithm
be improved?

6. What level of performance can the string-matching
algorithm yield when applied to a collection of pre-
classified paper abstracts and evaluated by com-
parison to pre-assigned classes?

7. What level of performance can the string-matching
algorithm yield when applied to a collection of
harvested Web pages and evaluated by end-users?

The paper is structured as follows: the second section
(Background) provides general information such as
definitions and research challenges; the third section
(Methodology) describes the principle classification
algorithm, document collections, and performance
measures; in the fourth section (Results), the princi-
ple results are presented and discussed; finally, con-
cluding remarks and the implications for further re-
search are presented (Concluding Remarks).

2.0 Background
2.1 Terminology

Classification is, for the purpose of this paper, de-
fined as (Chan 1994, 259):

The multistage process of deciding on a prop-
erty or characteristic of interest, distinguishing
things or objects that possess that property
from those which lack it, and grouping things or
objects that have the property or characteristic
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in common into a class. Other essential aspects
of classification are establishing relationships
among classes and making distinctions within
classes to arrive at subclasses and finer divisions.

Automated subject classification (hereafter referred to
simply as automated classification) denotes machine-
based organization of related information objects into
topically related groups. In this process, human intel-
lectual processes are replaced by, for example, statisti-
cal and computational linguistics techniques. In re-
lated literature, automated classification can also be re-
ferred to as automated indexing (Moens 2000; Lancas-
ter 2003), and the terms automatic and automated are
both used. Here the term automated is chosen be-
cause it more directly implies that the process is ma-
chine-based. In deference to searching, browsing in
general relies on recognition of patterns (e.g., se-
quences of words) rather than recall of search terms
from memory (Large et al 1999, 179). In this paper,
hierarchical browsing refers to using a hierarchical tree
structure in which information resources are organ-

ized by topic.
2.2 Approaches to Automated Classification

As discussed in Golub (2006a), three major ap-
proaches to automated classification of text can be
distinguished, which are viewed in this work in the
specific context of hierarchical subject browsing: ma-
chine learning, document clustering, and string
matching (research question 3). There are consider-
able terminological inconsistencies in related litera-
ture, and the terminology used here is further ex-
plained below.

In document clustering, both clusters (classes) into
which documents are classified and, to a limited de-
gree, relationships between them, are produced auto-
matically. Labelling the clusters is a major research
problem, with relationships between them such as
those of equivalence, related-term, and hierarchical re-
lationships, being even more difficult to derive auto-
matically (Svenonius 2000, 168). In addition (Chen
and Dumais 2000, 146): “automatically-derived struc-
tures often result in heterogeneous criteria for cate-
gory membership and can be difficult to understand.”
Also, the labels of clusters and the relationships be-
tween them change as new documents are added to
the collection; unstable class names and relationships
are user-unfriendly in information retrieval systems,
especially when used for subject browsing.

13.01.2026, 12:11:33.

Machine learning is the most widespread approach
to automated classification of text. (An alternative
term within the community is ‘text categorization.’)
Here, the characteristics of subject classes, into which
documents are to be classified, are learnt from docu-
ments with pre-existing manually assigned classes.
However, manually classified documents are often un-
available, in many subject areas, for different docu-
ment types or for different user groups. If one were to
judge by the standard Reuters Corpus Volume 1 col-
lection (Lewis et al 2004), some 8,000 training and
testing documents would be needed per class. A re-
lated problem is that text categorization algorithms
perform well on new documents only if they are simi-
lar enough to the training documents. The problem of
document collections was pointed out by Yang (1999),
who showed how even slight differences between ver-
sions similar versions of the same document collection
had a strong impact on performance.

Traditionally, research in machine learning seems
to be focused on improving algorithm performance,
and experiments are conducted under laboratory-like
conditions. Also, studies in which web pages are cate-
gorized into hierarchical structures for browsing do
not generally involve well-developed classification
schemes, but home-grown structures such as search
engines’ directories that are not well structured or
maintained. Moreover, often only a few categories
with one or two hierarchical levels are used in ex-
periments, so each consequently contains an ‘un-
browseable’ number of documents.

In string matching, text from the document to be
classified is compared with controlled vocabulary
terms representing classes, and then, following a set of
more or less heuristic rules the document is assigned
(some or all of) the matched classes. A major advan-
tage of this approach is that it does not require train-
ing documents, while still maintaining a pre-defined
structure. If using a well-developed classification
scheme, it is also suitable for subject browsing in in-
formation retrieval systems. This would be less true
with automatically created classes and document clus-
tering structures or with home-grown directories that
were not created in compliance with professional
principles and standards. Apart from improved infor-
mation retrieval, another motivation to apply con-
trolled vocabularies in automated classification is to
reuse the valuable work that has gone into creating
such a controlled vocabulary (see also Svenonius
1997).
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2.3 Evaluation Challenge

According to the ISO standard on methods for exam-
ining documents, determining their subjects, and se-
lecting index terms (International Organization for
Standardization 1985), manual subject indexing is a
process involving three steps: 1) determining the sub-
ject content of a document, 2) performing a concep-
tual analysis to decide which aspects of the content
should be represented, and 3) translating those con-
cepts or aspects into a controlled vocabulary. These
steps are based on a specific policy with respect to the
document collection and target user groups, for ex-
ample in terms of exhaustivity (the number of con-
cepts to index) and specificity (the depth of detail to
index). Thus, when evaluating automatically assigned
classes against manually assigned ones, it is important
to know the collection’s indexing policies.

Another problem to consider when evaluating
automated classification is that certain subjects in
document collections are erroneously assigned. When
indexing, people make errors such as those related to
the exhaustivity policy (too many or too few subjects
become assigned) and specificity of indexing (which
usually means that the assigned subject is not the
most specific one available); they may omit important
subjects or assign an obviously incorrect subject
(Lancaster 2003, 86-87).

Moreover, it has been reported that different peo-
ple, whether users or professional subject indexers,
would assign different subjects to the same document.
Studies on inter- and intra-indexer consistency report
generally low consistency between indexers (Olson
and Boll 2001, 99-101). Markey (1984) reviewed 57
indexer consistency studies and reported that consis-
tency levels ranged from 4% to 84%, with only 18
studies showing over 50% consistency. There are two
main factors that seem to affect it (Olson and Boll
2001, 99-101):

1. Higher exhaustivity and specificity of subject in-
dexing both lead to lower consistency, i.e. indexers
choose the same first term or class notation for the
major subject of the document, but the consis-
tency decreases as they choose more subjects; and,

2. The bigger the vocabulary, or, the more choices the
indexers have, the less likely it is that they will
choose the same terms or class notations.

Complementing the aforementioned, a number of is-
sues have been discussed in the literature, such as what
is the chief source of evidence in document interpreta-
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tion (the document, the user, the domain, or the re-
quest), or what constitutes a valid process of indexing
(what processes does the subject analyst go through
when indexing and when is one finished with the
process) (Tennis 2009, 198): “The phenomenon of in-
dexing is complex. Our theories of document inter-
pretation have showed us just a few of the factors that
influence our understanding of the act and its contin-
gencles.”

Because of this complexity, without a thorough
qualitative analysis of automatically assigned classes,
one cannot be sure whether, for example, the classes
assigned by the algorithm, but which are not manually
assigned, are actually wrong, or if they were left out
by mistake or because of the indexing policy. Today,
however, evaluation in automated classification ex-
periments is mostly conducted under controlled con-
ditions, ignoring these factors. As Sebastiani (2002,
32) putsit:

The evaluation of document classifiers is typi-
cally conducted experimentally, rather than ana-
lytically. The reason is that ... we would need a
formal specification of the problem that the sys-
tem is trying to solve (e.g., with respect to what
correctness and completeness are defined), and
the central notion ... that of membership of a
document in a category is, due to its subjective

character, inherently nonformalizable.

For document collections used in this work, it was not
possible to obtain indexing policies. And judging from
the assigned concepts, there were considerably higher
levels of exhaustivity and specificity than would be
typical, in addition to the relatively large size of the
vocabulary (see 3.3). However, because methodology
for qualitative evaluation has yet to be developed and,
due to limited resources, in all but one of the studies
reviewed here (Golub and Nielsen 2009), the common
approach to evaluation was followed, i.e. the assump-
tion was that manually assigned classes in document
collections were correct and automatically assigned
classes were compared against them.

2.4 Hierarchical Subject Browsing

While it has been reported that users prefer searching
to browsing (Nielsen 1997; Lazonder 2003), brows-
ing has nevertheless been claimed to have a number
of advantages. It is an intuitive activity which is cog-
nitively easier than searching, and which helps clarify
an information problem (Large et al 1999, 192). It is
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especially useful when users are not looking for a spe-
cific information resource, when they lack experience
in performing searching, or when they are not famil-
iar with the subject or its structure and terminology
(Koch and Zettergren 1999).

Examples of Web-based services offering subject
browsing include quality-controlled subject gateways
such as Intute (http://www.intute.ac.uk/), or those
provided by commercial search engines such as Yahoo!
Directory (http://dir.yahoo.com/) or Google Direc-
tory (http://directory.google.com/). However, subject
browsing does not generally seem to be well sup-
ported in information services on the Web. For exam-
ple, in her study on browsing strategies and implica-
tions for the design of Web search engines, Xie (1999)
reports that the existing browsing features of search
engines are insufficient for the needs of users. One of
the possible reasons for this lack of development
could be that people believe, to a large extent, that
browsing is less useful than searching. Even within the
Renardus project, an initial suspicion about potential
user requirements was that end users favoured search-
ing over browsing (Tuominen et al 2000). After the
browsing interface was built, it was shown that brows-
ing was much preferred to searching (Koch et al
2006). Large et al (1999, 180) claim that users are of-
ten able to express their information needs only in
very general terms and that these can be met only by
incorporating both browsing and searching capabili-
ties in information retrieval systems.

Controlled vocabularies (classification schemes,
thesauri, subject heading systems) have traditionally
been used in libraries and in indexing and abstracting
services, in some cases since the 19th century. With
the coming of the Web, new versions of vocabularies
emerged within the computer science and the Seman-
tic Web communities: ontologies and search-engine
directories of Web pages. All of these vocabularies
have distinct characteristics and are consequently bet-
ter suited for some applications than others. For ex-
ample, subject heading systems do not normally in-
clude detailed hierarchies of terms, while classifica-
tion schemes consist of hierarchically structured
groups of classes. In classification schemes, similar
documents are also grouped together into classes, and
relationships between the classes are established.
Thus, they are better suited for subject browsing than
other controlled vocabularies (Vizine-Goetz 1996;
Koch and Zettergren 1999). This is partly confirmed
by the fact that they have been used by several Web-
based services, especially those providing information
resources for academic users, such as the BUBL In-
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formation Service (http://bubl.ac.uk/), INFOMINE
(http://infomine.ucr.edu/), etc.

Different classification schemes have different
characteristics. For subject browsing, the following
are particularly important (Schwartz 2001, 48):

1. The bigger the collection, the more depth the hier-
archy should contain;

2. Hierarchically flat schemes are not effective for
browsing; and,

3. Classes should contain more than just one or two
documents.

Search-engine directories and other home-grown
schemes on the Web (Schwartz 2001, 76):

Even those with well-developed terminological
policies such as Yahoo! ... suffer from a lack of
understanding of principles of classification de-
sign and development. The larger the collection
grows, the more confusing and overwhelming a

poorly designed hierarchy becomes.

Based on this information, the following two classifi-
cation schemes were chosen for this work:

1. DDC (http://www.oclc.org/dewey/), which has
been used (and updated) in libraries for more than
a century now; and,

2. The Ei classification scheme (Milstead 1995),
which has been used and maintained in the Com-
pendex database (http://www.el.org/compendex).

3.0 Methodology
3.1 Evaluation
3.1.1 Browsing bebaviour

In order to study the effects of browsing behaviour
on classification schemes, two different types of user
study were conducted. The first involved log analysis
of a large Web-based service providing integrated
searching and browsing access to quality-controlled
web resources classified into DDC (Koch et al 2006).
Log analysis aims to interpret computer data of re-
corded user actions conducted on a web site over a
period of time. It includes steps such as cleaning out
the log files (which may be robot actions) and creat-
ing datasets and structures for analysis. This method
was chosen because users do not need to be directly
involved in the study: user behaviour is captured in
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natural conditions, and every activity inside the ser-
vice is tracked. The study encompassed 16 months of
usage. Purpose-built tools for log analysis were de-
veloped, since existing software packages did not
support all of the required tasks.

The second study involved 40 subject experts in
engineering who, given four tasks, were asked to find
the most appropriate class in the Ei classification
scheme and evaluate whether the top-ranked Web
pages were within the topic of the task (Golub and
Nielsen 2009). The study was based on web pages
that had been automatically crawled and classified in-
to the Ei scheme. The data were collected through
questionnaires, logging users’ browsing steps, cor-
rectness assessments, and by observation.

3.1.2 Automated Classification

In order to evaluate the degree to which automated
classification yield correct classes, two main methods
were used. The first involved comparison of auto-
matically assigned classes to pre-existing, manually
assigned ones, employing standard evaluation meas-
ures, precision, recall and F1 (as follows) (Sebastiani
2002, 40-41) (used in Golub and Ardé 2005; Golub
2006¢; Golub et al 2006; Golub et al 2007):

Precision = correct automatically assigned
classes / all automatically assigned classes

Recall = correct automatically assigned classes /
all manually assigned classes

F1 = 2*Precision*Recall / (Precision + Recall)

In addition to making an exact comparison between
automatically and manually assigned classes, it was
also possible to determine partial matches, as the Ei
classification scheme has a solid hierarchical structure
in which topical relatedness of classes is expressed in
numbers representing the classes (class notation).
The more initial digits any two classes have in com-
mon, the more related they are. For example, 933.1.2
for Crystal Growth is closely related to 933.1 for
Crystalline Solids, both of which belong to 933 for
Solid State Physics, and all three of them belong to 93
for Engineering Physics. Each digit represents one hi-
erarchical level: class 933.1.2 is at the fifth hierarchical
level, 933.1 at the fourth, etc.

The average number of classes assigned to each
document was also examined. In the context of hier-
archical browsing based on a classification scheme,
having too many classes assigned to a document
would place one document in too many different
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places, which would, in turn, create the opposite ef-
fect of the original purpose of a classification scheme,
Le., grouping similar documents together. Several
other factors were also examined, such as the number
of documents being classified, whether the main con-
cept is discovered, and so on.

The second method involved an end user study,
combining evaluations of browsing behaviour and
automated classification correctness together (out-
lined in the last paragraph of 3.1.1).

3.2 Document Collections

Browsing behaviour was studied with respect to two
collections of Web pages. One comprised documents
that were manually classified into DDC, containing
over 80,000 Web pages (Koch et al 2006). The other
consisted of about 19,000 Web pages which had been
automatically crawled and classified into the Ei classi-
fication scheme (Golub and Nielsen 2009).

The easiest way to evaluate algorithms for auto-
mated classification is through a collection of docu-
ments that were previously manually classified. The
collection used in Golub and Ardé (2005) contained
web pages that had been manually classified into the
Ei scheme. It comprised only about 1,000 documents,
and bigger collections of manually classified web pages
in the same subject area were not available. As a con-
sequence, further experiments aimed at uncovering
improvements to the classification algorithm were
conducted on a collection of some 35,000 biblio-
graphic records with abstracts from the Compendex
database, which were also manually classified into the
Ei classification scheme (Golub 2006¢; Golub et al
2007). A comparison of the performance of string-
matching and machine-learning algorithms was con-
ducted on a similar set from Compendex, comprising
about 24,000 bibliographic records (Golub et al 2006).

3.3 Engineering Information Thesaurus
and Classification Scheme (Et)

Ei consists of two separate parts with mappings be-
tween them: a thesaurus of engineering terms, and a
hierarchical classification scheme of engineering topics
(Milstead 1995). In information retrieval systems,
these two controlled vocabulary types have each tradi-
tionally had distinct functions: the thesaurus has been
used to describe a document with as many controlled
terms as possible for the purpose of allowing detailed
searching, while the classification scheme has been
used to group similar documents together in order to
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allow systematic browsing. The Ei classification
scheme is hierarchical and consists of six main classes
divided into 38 finer classes, which are further subdi-
vided into 182 classes. These are subdivided even fur-
ther, resulting in some 800 individual classes in a five-
level hierarchy. In this work, the classification scheme
was used for systematic browsing, while thesaurus
terms with their mappings to the classification scheme
were utilised in the classification algorithm.

In the studies by Golub (2006c), Golub et al
(2007), and Golub and Nielsen (2009), 92 classes were
used. They all belonged to class 900, Engineering,
General. The reason for choosing this group of classes
was that it covers both natural sciences such as phys-
ics, and social sciences such as management. The lit-
erature of the latter tends to contain more polysemic
words than the former and, as such, presents a more
complex challenge for automated classification. In the
study by Golub et al (2006), six classes were selected,
the ones for which there were the most documents in
the document collection (see 3.2).

A major advantage of Ei for automated classifica-
tion is that thesaurus descriptors are mapped to
classes of the classification scheme. These mappings
have been created manually and are an integral part of
the thesaurus. Compared with captions (class names)
alone, mapped thesaurus terms provide a rich addi-
tional vocabulary for every class: instead of having
only one caption per class, there are 88 terms per
class on average (for the 92 classes used in Golub
2006¢; Golub et al 2007; and Golub and Nielsen
2009). In addition, Ei contains a large number of
composite terms (3,474 in the total of 4,411 distinct
terms for the 92 classes); as such, it provides a rich
and precise vocabulary with the potential to reduce
the risk of false hits in string-matching classification
algorithms.

3.4 The String-Matching Classification Algorithm

This section describes the string-matching classifica-
tion algorithm used in Golub and Ardé (2005), Go-
lub (2006b), Golub (2006c), Golub et al (2006), Go-
lub et al (2007), and Golub and Nielsen (2009). The
algorithm classifies documents into classes of the Ei
classification scheme, with the purpose of enabling
browsing access to the document collection. String
matching reuses the valuable work that has been in-
vested into building a quality-controlled vocabulary
like Ei, containing mappings between thesaurus terms
and class captions. As such, it does not require pre-
classified documents for training algorithms while
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still maintaining a pre-defined structure suitable for
subsequent systematic browsing.

Based on thesaurus terms and captions, a term list
was created that served as an input to the algorithm.
The list was formed as an array of triplets (for a for-
mal description, see Ardd 2007):

Weight: Term (Single-word, Boolean or Phrase)
= Class

The list contained class captions and thesaurus terms
(Term), classes which they represent or map to
(Class), and weight indicating how appropriate they
are for that class (Weight). Single-word terms con-
sisted of one word. Boolean terms consisted of two
or more words which had to be present but could be
in any order or at any distance from each other.
Phrases also consisted of two or more words but they
had to be present in the same order and at the same
distance from each other.

The algorithm searches for Terms from a given
term list in the document to be classified. If the Term
is found, the Class(es) mapped to it in the term list
are assigned to the document. One class can be des-
ignated by many terms, and each time a term is
found, the corresponding Weight is added to the
score for the class for that document. The scores for
each class are summed up and classes with scores
above a certain cut-off value (heuristically defined)
are selected as the final ones for the document.

4.0 Results
4.1 Usage of Web-Based Browsing

With the purpose of determining whether hierarchical
Web-based browsing is being used and, if so, how (re-
search question 1), a study of a large Web-based ser-
vice was conducted (Koch et al 2006). The service
chosen was Renardus, which offered integrated
searching and browsing access to about 80,000 quality
Web pages from major European subject gateways.
Both browsing and searching options were elaborately
developed. The main navigation feature was browsing
based on a well-established classification scheme,
DDC. Browsing-support features were also provided:

1. The graphical fish-eye presentation of the classifi-
cation hierarchy (for an example see http://www.it.
Ith.se/knowlib/renardus-log/Graph100.jpg);

2. Search entry to browsing pages, retrieving a list
of all captions containing the searched-for string
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(“Find a different start page for browsing” in the
example at http://www.it.Ith.se/knowlib/renardus-
log/Browse.jpg);

3. Merging web page descriptions from contributing
collections;

4. Simple searching; and

5. Advanced searching, allowing several combinations
of search terms and search fields, and options to
limit searches in different ways (http://www.it.Ith.
se/knowlib/renardus-log/Advan.jpg).

In contrast to earlier research, which reported that
searching is used more than browsing (Nielsen 1997;
Lazonder 2003) and anecdotal indications that that
might be the case, this study clearly indicated that
browsing as an information-seeking activity is widely
employed, given proper conditions. About 80% of all
activities in Renardus were browsing activities, whe-
reas only 5% involved searching. One factor contrib-
uting to the dominance of browsing was that the ma-
jority of users (71%) had been referred from search
engines directly to browsing pages in Renardus. The
browsing pages were pages listing a specific, easily
‘browseable’ sub-tree of the DDC directory, with its
broader, narrower, and co-ordinated classes. However,
users starting at the home page (22%) predominantly
used the browsing part of the service as well. This, on
the other hand, could be attributed to the fact that,
while a searching option was made available, the lay-
out of the home page invited browsing by offering the
top level DDC browsing tree above the search box.

The DDC directory-style browsing was the single
most dominant activity in Renardus (60%). Two-
thirds of it was done in unbroken sequences, some of
them surprisingly long: while the majority limited
themselves to around 10 such steps, long unbroken
sequences of up to 86 steps were found. These are
unexpected results, as it is often assumed that people
looking for information on the Web use as few clicks
as necessary, switching frequently to other services
and activities, and having short attention spans.

The browsing support features were also heavily
used: they made up 13% of all activities. The two
most frequently used support features were the
graphical fish-eye display and the search entry to
browsing pages, which had been designed to relieve
users from the necessity of having to jump around in
the hierarchy. Jumping one step up and another step
down in the directory-style display was probably
faster and easier than using the support features;
moving farther away might possibly have been easier
using the support features.

13.01.2026, 12:11:33.

Transitions between different types of activities
were rare, despite the provision of a full navigation
bar on each page of the Renardus service. When they
took place, it was mostly between different browsing
activities (DDC directory-style browsing and brows-
ing support features). Switching between browsing
and searching occurred in 7% of the sessions, far less
than was hoped.

Users starting at the homepage showed different
behaviour than users coming to the service at one of
its browsing pages. Those who started at the home-
page performed almost twice as many activities per
session, used searching pages five times as often, and
visited other pages three times as often. They were a
minority, but they used the service elaborately, in the
way that system designers had imagined and in-
tended. These were probably the users who went de-
liberately to Renardus, whereas a large part of users
who started elsewhere, most often in the browsing
pages, ended up there incidentally via a search engine.
That browsing is well accepted was also indicated in
the second user study (Golub and Nielsen 2009) (see
the following section). Most suggestions to improve
browsing that arose from that study had already been
implemented in Renardus, in the form of browsing-
support features. In conclusion, both studies lead to
the hypothesis that browsing and its support features
are perceived to be popular and useful in services like
Renardus.

4.2 Suitability of DDC and Ei for Hierarchical
Web-Based Browsing

In order to determine whether established classifica-
tion schemes are suitable for hierarchical Web-based
browsing (research question 2), two different classifi-
cation schemes were examined: a general-subject
scheme, DDC (Koch et al 2006), and a subject-
specific scheme, in engineering, Ei (Golub and Niel-
sen 2009).

Log analysis of DDC usage (Koch et al 2006) pro-
vided several insights into the suitability of its struc-
ture and vocabulary. As reported above, DDC brows-
ing was the most dominant activity in Renardus,
which is one indication of its suitability. Analysis of
a sample of 100 search queries from the log, which
were submitted to a search engine, showed that most
search queries matched terms in DDC captions.

Analysis of browsing jumps between different
parts of the DDC directory indicated that they oc-
curred in less than half of the sessions that showed
unbroken DDC-directory browsing. In those ses-
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sions, less than two jumps were carried out on aver-
age, which is not especially high. Also, the overall
mean probability of moving between DDC main
classes in a session is small (3%). These results imply
that DDC is suitable for browsing. The findings from
the log analysis can only help create hypotheses,
however, and need to be complemented by investiga-
tive sessions with users.

The user study on Ei indicated that the FEi classifi-
cation scheme is also generally well-suited for brows-
ing (Golub and Nielsen 2009). The majority of par-
ticipants found the right class, reported that it was
quite easy finding it, and were quite certain they had
done so accurately. Even so, participants’ comments
indicated some inadequacies in the classification
scheme. The need for several improvements can be
deduced from these findings:

1. Follow consistent division principles;

2. Modify captions so that they better reflect con-
cepts that they represent; and,

3. Allow for a larger entry vocabulary, which would
be of direct help in finding the ideal class fast.

4.3 Improving the String-Matching Algorithm

Different approaches to automated classification (re-
search question 3) were discussed in section 2.2; in
order to investigate problems and possible improve-
ments to the string-matching algorithm (research
questions 4 and 5), four studies were conducted
(Golub and Ardé 2005; Golub 2006b; Golub 2006¢;
and, Golub et al 2007).

4.3.1 Challenges and Recommendations

In order to identify the challenges involved in apply-
ing a string-matching classification algorithm to a col-
lection of web pages (research question 4), an analysis
of 70 misclassified pages was conducted (Golub
2006b). Four major types of problems were identified:

1. Class not found at all;

2. Class found but below a pre-defined cut-off value;

3. Wrong automatically assigned class; and

4. Correct automatically assigned class that had not
been manually assigned.

Several reasons for these problems were recognized,
and methods for dealing with them are proposed in
each case.

13.01.2026, 12:11:33.

Classes were not found when the term list lacked
the right terms to designate the classes. In certain
cases, this was due merely to a simple form variation,
or to a different ordering of a term’s constituent
words when the term had been treated as a phrase. In
other automated classification experiments, form
variation has been addressed by stemming (reducing
words to their stem or root form), often at the ex-
pense of decreased precision. One solution could be
to manually introduce regular expressions to the term
list. An automated solution could be to apply compu-
tational linguistics methods to create new variations
of the existing terms. Cases in which the appropriate
terms are missing could be dealt with by enriching
the term list with synonyms for concepts, both for
the ones already covered by the thesaurus, and by in-
troducing new ones.

In a later study (Golub et al 2007), it was shown
that recall is improved by introducing new variations
of terms, as well as synonyms for existing concepts,
by using automated multi-word morphosyntactic
analysis and synonym acquisition. In (Golub 2006c¢),
the term list was enriched with more term types from
the Ei thesaurus than in the original term list (Golub
2006b); recall was also improved.

Certain classes found by the algorithm were not
assigned as final classes because their scores did not
reach the cut-off value (see last paragraph in 3.4).
Ditferent weighting schemes and cut-offs were exam-
ined in later studies (Golub and Ard 2005; Golub et
al 2007) and improvements have been achieved in
terms of precision and F1 (see 4.3.3 for details).

Automatically assigned classes seemed to have
been wrongly assigned as a result of three different
problems. Firstly, terms found on web pages were
homonyms or very distant synonyms for concepts
designated by the same terms on the term list. Sec-
ondly, terms from the term list found on web pages
represented an instance of the concept designated by
the term and were not about such an instance (e.g. a
web page that is an information service on the topic
of artificial intelligence gets wrongly classified as be-
ing on the topic of information services). Thirdly,
mappings between a thesaurus term and a class were
too distant.

The following solutions are proposed to tackle
these issues:

a. Adding context to single and ambiguous terms,
e.g. by enriching them with corresponding broader
terms;

b. Introducing synonyms;



https://doi.org/10.5771/0943-7444-2011-3-230
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

Knowl. Org. 38(2011)No.3

239

K. Golub. Automated Subject Classification of Textual Documents in the Context of Web-Based Hierarchical Browsing

c. Creating a stop-word list of homonyms that al-
ways yield incorrect classes, in order to filter them
out from the start; and

d. Classifying hyperlinked web pages and comparing
their classes to derive the one with the greatest
frequency.

In Golub et al. (2007), significant improvements were
achieved by excluding those terms from the term list
that had previously been shown to find the wrong
classes in most cases, as a result of the three problems
described above.

For various minor reasons, certain classes that were
assigned automatically should or could have been
manually assigned. As a result of such omissions,
automatically-assigned classes in research studies
should be also evaluated for accuracy by subject ex-
perts. Such a user study was conducted and reported
in Golub and Nielsen (2009) (see 4.5).

4.3.2 HTML Structural Elements and Metadata

The aim of the study by Golub and Ardé (2005) was
to determine the importance of distinguishing be-
tween different elements of a web page in automated
classification. The hypothesis was that the best results
are achieved when different weights are assigned to
classes, based on where the terms designating the
classes are found on a web page. Four elements of
web pages were studied: title, headings, internal
metadata, and body text. The document collection
consisted of some 1,000 Web pages in engineering, to
which Fi classes had been manually assigned.

First, potential weights were obtained, using sev-
eral different methods: precision and recall based on
both total and partial overlap, semantic distance, and
multiple regression. Next, the derived weights were
tested against the baseline, where all the four ele-
ments had equal weight. It was shown that the best
results were obtained when all the four elements of
the web page were taken into account. However, the
exact manner in which the weights for terms found in
those elements were combined turned out not to be
especially important: the best combination of weights
was 3% better than the baseline. In the best combina-
tion of weights, great significance was given to classes
that were assigned based on the title: for example, the
score for one class was the sum of the score for that
class found by title multiplied by 86, the score from
metadata multiplied by 6, the score from headings
multiplied by 5, and the score from body text.

13.01.2026, 12:11:33.

These findings need to be examined further. One
might guess that this was because web pages in the
document collection were rather heterogeneous; on
the other hand, they were selected by librarians for
end users of an operational service and, as such, they
might indicate what similar collections of web pages
tend to be like. Apart from heterogeneity, the prob-
lem could be that metadata were abused (e.g., to in-
crease ranking in search engines), or that certain tags
were misused (e.g., a headings tag was used instead of
using appropriate tags for making text bold, which
has the same visual effect).

4.3.3 Improvements Achieved on Paper Abstracts

The study by Golub (2006¢) explored to what degree
different types of terms in the Ei thesaurus and classi-
fication scheme influence the performance of auto-
mated classification. Preferred terms, their synonyms,
broader terms, narrower terms, related terms, and cap-
tions were examined in combination with a stemmer
and a stop-word list. The document collection com-
prised some 35,000 abstracts of scientific papers from
the Compendex database. A subset of the Ei thesaurus
and classification scheme was used, containing 92
classes from the area of General Engineering.

The results showed that preferred terms perform
best, and captions perform worst. Stemming in most
cases improved performance, while the stop-word list
did not have a significant impact. The majority of
classes were found when using all types of terms, and
when using stemming: recall was 73%. The remaining
27% of classes were not found because terms desig-
nating the classes on the term list did not exist in the
documents being classified. The number of terms des-
ignating a class did not in itself seem to be related to
the classification performance for that class. The study
implied that all types of terms should be included on a
term list in order to achieve the best recall. Higher
weights could be given to preferred terms, captions
and synonyms, as they yield the highest precision.

In this study, neither weights nor cut-offs were
tested; instead, all the classes that were found for a
document were assigned to it. In the context of hier-
archical browsing based on a classification scheme,
having too many classes assigned to a document
would place one document in many different places,
which would create the opposite effect of the original
purpose of a classification scheme, i.e., grouping simi-
lar documents together. The aim of the study by
Golub et al (2007) was to further improve the classifi-
cation algorithm, especially the following aims:
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1. Achieve precision levels similar to the levels of re-
call in the previous study (Golub 2006c¢), by apply-
ing different weights and cut-offs; and

2. Increase levels of recall achieved in the previous
study (Golub 2006c), by natural language process-
ing methods.

In order to vary different parameters systematically,
14 weighting schemes evolved. They combined
weights for different term types (single-word, Boo-
lean, phrase), class types (main or optional), Ei term
types (preferred, related etc.), the number of words
contained in a term, and the number of times each of
the words occur in other terms:

a. Baseline (all term types given equal weight);

b. Term types, with weights derived from a separate
experiment (single-word terms 1, phrases 3, Boo-
lean terms 4);

c. Terms mapping to the main class vs. optional
class, with weights derived from a separate ex-
periment (optional class 1, main class 2);

d. Weights of the previous two lists combined
(weights for term type 1, 3, and 4 for a single,
phrase, or Boolean term multiplied by the weight
for the type of class to which the term mapped—1
or 2 for optional or main class);

e. Weights as used in an early experiment (Koch and
Ardd 2000) where weights were intuitively de-
rived, also taking into consideration the term type
and mapping to the main or optional class (single
and optional 1, single and main 2, Boolean and op-
tional 2, Boolean and main 3, phrase and optional
4, phrase and main 8);

f. Ei term types, with weights derived from a sepa-
rate experiment (broader 1, related 1, narrower 2,
preferred 2, synonyms 3, captions 4);

g. Weights of term types and Ei term types com-
bined (weights for term type 1, 3, and 4 for a sin-
gle, phrase, or Boolean term multiplied by the
weight for the type of Ei term as given in the pre-
vious list);

h. Weights of term types combined with Ei term
types and class mappings (weights for term type 1,
3, and 4 for a single, phrase, or Boolean term mul-
tiplied by the weight for the type of class to which
the term mapped—1 or 2 for an optional or main
class, and by the weight for the type of Ei term as
given in list £.);

1. Modified tf-idf, weights calculated based on the
number of words the term consisted of, and on
the number of times each of its words occurred in

13.01.2026, 12:11:33.

other terms (cf. tf-idf, term frequency - inverse
document frequency, Salton and McGill 1983, 63,
205);

j. As preceding, with phrases modified as Boolean
terms—in order to study the influence of phrases
and Boolean terms on precision and recall;

k. As under i, with Boolean terms modified as
phrases—in order to study the influence of phrases
and Boolean terms on precision and recall;

. As modified tf-idf, with those weights multiplied
by the weight for the type of class to which the
term maps—1 or 2 for an optional or main class;

m. As modified tf-idf, with those weights multiplied
by the weight for the Ei term type (f.); and

n. As above, with those weights multiplied by the
weight for the type of class to which the term
maps—1 or 2 for an optional or main class.

A stop-word list and stemming were also tested. The
effect of different cut-off parameters was also inves-
tigated, as follows:

a. The score for classes to be selected as final classes
had to reach a minimum percentage of the sum of
all the classes’ scores;

b. If no class attained the required minimum score,
the one with the highest score was assigned; and,

c. Score propagation, where scores for classes at
deeper hierarchical levels were increased by the
scores for classes at broader hierarchical levels.

It was shown that the score propagation does not
yield significantly different results, while the second
rule listed above, whereby at least the class with high-
est score is assigned, results in more documents with
correctly assigned classes.

In order to further improve recall, the basic term
list was enriched with new terms. These terms were
extracted using multi-word morphosyntactic analysis
and synonym acquisition, based on the original pre-
ferred and synonymous terms, where those two term
types resulted in the best precision (Golub 2006c).
Extracted synonyms were verified by a subject expert.

In conclusion, the study by Golub et al (2007)
showed that the string-matching algorithm could be
enhanced in a number of ways:

1) Weights: adding different weights based on
whether a term is a single-word, Boolean, or
phrase, which type of class it maps to, and Ei
term type (the weighting scheme listed under f.).
This improves the precision and relevance order
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of the assigned classes, the latter being important
for browsing;

2) Cut-offs: selecting as final classes those above a
certain cut-off level improves precision and F1;

3) Enhancing the term list with new terms based on
morphosyntactic analysis and synonym acquisi-
tion improves recall; and,

4) Excluding terms that in most cases gave the
wrong classes yields the best performance in
terms of F1, where the improvement is due to in-
creased precision levels.

4.4 The String-Matching Algorithm
on an Abstracts Collection

Finally, using the enhancements (weights, cut-offs,
stemming, and stop-word removal) the performance
of the string-matching algorithm on a collection of
abstracts was assessed (research question 6). At the
third and second hierarchical levels the mean F1
reached up to 66% (Table 1, where 90, 91, 92, etc.
represent classes at the second hierarchical level, and
901, 902, 903, etc. represent classes at the third hier-
archical level).

For all hierarchical levels, the best mean F1 was
38%, when only those terms that found classes cor-
rectly in the majority of cases were included on the
term list. The best recall was 76%, when the basic
term list was enriched with new terms (applying mor-
phosyntactic analysis and synonyms acquisition), and
precision was 99% when just those terms that had
produced only correct classes were included. When
using the original term list without any terms ex-
cluded, the precision of individual classes was up to
98%. For further details, see Golub et al (2007).

These results are comparable to machine-learning
algorithms (see Sebastiani 2002), which are considered
to perform the best, but which require training docu-
ments and are collection-dependent. Another benefit
of classifying documents into classes of well-devel-
oped classification schemes is that they are suitable for
subject browsing, unlike automatically-developed con-

trolled vocabularies or home-grown directories, which
are often used in document clustering and machine
learning (see section 2.2).

It was also shown that different versions of the al-
gorithm could be implemented to best suit the appli-
cation in which the automatically classified document
collection was used. If high recall is required, for ex-
ample in focused crawling, cut-offs need not be used.
If providing a directory-style browsing interface to a
collection of automatically classified web pages, the
pages could be ranked by relevance based on their
scores. In such a directory, one would want to limit
the number of web pages per class, e.g., assign only
the class with the highest probable accuracy, as is done
in Thunderstone’s Web Site Catalog (http://search.
thunderstone.com/texis/websearch/about.html).
Considering that for 14 classes at the top three hierar-
chical levels, the mean F1 is almost twice as high as for
the complete matching, this classification approach
would better suit information systems in which fewer
hierarchical levels are needed, like the Intute subject
gateway for engineering (http://www.intute.ac.uk/
sciences/engineering/).

4.4.1 Comparison to a Machine-Learning Algorithm

In an exploratory study (Golub et al 2006), the string-
matching algorithm was compared to a machine-
learning algorithm, support vector machine (SVM).
The document collection consisted of a subset of
about 24,000 Compendex paper abstracts, classified
into 6 different classes, 2 of them from class 900.
SVM, on average, outperformed the string-matching
algorithm. The first hypothesis, that SVM would yield
better recall, whereas string-matching would yield bet-
ter precision, was confirmed only for one of the
classes. The second hypothesis was that classification
performance could be improved by confederating the
two algorithms. Terms (features) used by one algo-
rithm were combined with the other algorithm’s
terms in five different ways. The results showed that
SVM performed best in its original setting, while recall

Classes General Management Maths Physics Instruments

2nd level 90 91 92 93 94

F1 (%) 65 50 66 51 49

3rd level 901 | 902 | 903 | 911 | 912 | 913 | 914 | 921 | 922 | 931 | 932 | 933 | 941 | 942 | 943 | 944
F1 (%) 35 27 53 32 36 26 29 59 33 44 33 48 28 36 20 44

Table 1. Algorithm performance on a collection of abstracts at the second and third hierarchical levels

13.01.2026, 12:11:33.
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and F1 improved for string-matching when using the
SVM terms.

Because this study had already been conducted be-
fore further improvements were introduced to the
string-matching algorithm (Golub et al 2007), per-
formance based on those improvements could not be
reported until now. It was shown that the perform-
ance for two classes from class 900, when using the
full term list with 8,099 terms, was better than when
only preferred terms, synonyms and captions were
used (Golub 2006¢). When using a shortened term
list containing 1,308 terms that always yielded correct
classes for a similar document collection, with a 5%
cut-off, the precision for both classes was 100%.
These results are better than SVM in any setting. In
the same setting, however, recall is less than 10%.
When using the same shortened list with 1,308 terms,
applying stemming and no cut-offs, the best recall
that was achieved for class 903.3 is 61%. This recall is
the same as in the first experiment (Golub et al 2006)
but, in the second (Golub et al 2007), precision is
higher, so F1 is consequently higher, too (46%). F1
Values are still lower than when the term list is en-
riched with tf-idf centroid terms produced as part of
the SVM algorithm.

While SVM, as used in this study, outperforms the
string-matching approach for recall and F1, it must be
borne in mind that when it comes to real-life infor-
mation systems such as digital libraries, pre-classified
document collections (especially of web pages) are
rarely available. String-matching algorithms could be
the best feasible solution in such cases.

4.5 String-Matching Algorithm
on a Web-Page Collection

The study by Golub and Neilsen (2009) was carried
out in order to determine the performance of the
string-matching algorithm on a collection of har-
vested web pages, as evaluated by end users (research
question 7). It involved 40 engineering subject ex-
perts and 4 tasks, where 19,000 web pages were au-
tomatically crawled and classified into the Ei classifi-
cation scheme. In each task, the participants were di-
rected to find information on a given topic by brows-
ing the Ei classification scheme. Once they reached
the most appropriate class, they were asked to evalu-
ate the top ranked web pages based on their relevance
to the topic of the task.

As seen from Table 2, the ten top-ranked web
pages in each of the four classes were, on average,
deemed partly correct (1 correct choice, 2 partly cor-

13.01.2026, 12:11:33.

rect and 3 incorrect). A major problem with deter-
mining whether a web page is in the right class or not
is that there were large differences among participants
in their judgements: a number of web pages were
evaluated as correct, partly correct, and incorrect by
different participants. It seems likely that a consider-
able part of the problem is the issue of “aboutness”
and related subjectivity in deciding which topic a
document is dealing with.

Task Corresponding Evaluation
class

Particle accelerators 932.1.1 1.8
Magnetic instruments 942.3 1.8
leferegﬂatlon and 921.2 20
integration

Professional organi-

zations in the field of 901.1.1 2.5
engineering

Average 2.0

Table 2. Correctness of automatically assigned standard
reference classes for each search topic

As in the case of browsing, evaluations differed be-
tween the four tasks (Table 2). This agrees with the
previous results of the algorithm’s performance, ba-
sed on a pre-classified collection of paper abstracts,
where it was shown that certain classes show better
performance than others (Golub et al 2007). The
worst results in both studies were gained for class
901.1.1 (Societies and institutions), which can be at-
tributed to the fact that only one term exists for this
class on the term list. In addition, most terms desig-
nating the other three classes are rather field-specific
and less ambiguous than the one term designating
class 901.1.1 (societies and institutions).

5. Concluding Remarks

In this work, it is shown that hierarchical Web-based
browsing is widely used and that well-developed clas-
sification schemes such as DDC and Fi are suitable
for the task. In the context of browsing, three main
approaches to automated classification are recog-
nized. In order to provide good browsing structures
based on the results of the complex and much-
researched automated classification algorithms dis-
cussed in this paper, machine learning and document
clustering approaches would need to employ suitable
controlled vocabularies. Improvements were made on
the string-matching approach in several ways, and
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evaluation of these improved techniques showed that
the results are comparable to those of state-of-the-art
machine-learning algorithms, especially for certain
classes and applications.

While subject browsing was shown to be useful in
a large Web-based service, further investigation is re-
quired to determine to what degree it is suitable for
various tasks. Some controlled vocabularies are being
modified for new purposes in the online environ-
ment, to which adjustments have been proposed in
the literature and indicated in this work; however,
more research is required on what controlled vocabu-
laries need to be like in order to support browsing.
Moreover, while Ei proved to be reasonably suitable
for automated classification, further study is required
on which characteristics of controlled vocabularies
are in general beneficial for automated classification.

Given that there are recognized difficulties in
evaluation, it is difficult to estimate to what degree
modern automated classification tools are applicable
in operative information systems. The subjectivity in
the correct interpretation of a document’s subject
matter, as has been widely discussed in the literature,
has been demonstrated by the findings of this work.
Evaluation results depend on a number of factors such
as document collection, application context, and user
tasks. The methodology for the evaluation of auto-
mated classification, including a comprehensive review
of the different factors involved, should be a major
area for future research. This could perhaps be accom-
plished most effectively through a triangulation of
standard collection-based evaluation and user studies.
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