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1. Einleitung

Die Neue Künstliche Intelligenz – und hier insbesondere Deep Learning-Ver-

fahren – stellt die Gesellschaft und damit auch die Soziologie vor neue Her-

ausforderungen! Diese Verfahren stehen für einen neuen Typ von Technolo-

gie: sie sind selbstlernend dank künstlicher neuronaler Netze. Ein Pionier der

ersten Stunde, der schon Ende der 1940er Jahre mit solchen neuronalen Net-

zen experimentierte, war Alan Turing. Er brachte bereits 1950 das Spezifische

dieser neuen Technologie auf den Punkt: »Erlernte Prozesse führen nicht zu

Ergebnissen, die hundertprozentig sicher sind; wenn sie es täten, könnten sie

nicht verlernt werden.« (Turing 1950) Techniksoziolog:innen sprechen von hö-

heren Freiheitsgraden, die dazu führen, dass derartige Technologien zu Inter-

aktionspartner:innen des Menschen und mehr und mehr zu Entscheidungs-

träger:innen werden. Entsprechend findet man den Einsatz dieser neuen KI

bereits heute bei selbstfahrenden Autos, bei der Krebsdiagnostik, im Börsen-

handel, im US-amerikanischen Wahlkampf und im so genannten Predictive

Policing zur Aufdeckung von kriminellen Netzwerken – um nur einige beson-

ders prominente Anwendungsfälle zu nennen.

Offensichtlich werden immer mehr gesellschaftliche und soziale Ent-

scheidungsprozesse in automatisierte Kalkulationen verlagert. Der große

Vorteil dieser Technologie, Muster jenseits menschlicher Wahrnehmungs-

möglichkeiten in riesigen Datensätzen zu erkennen, bildet gleichzeitig auch

das Problematische an der neuen KI: Wie und warum sie zu bestimmten

Ergebnissen gelangt, bleibt oftmals unklar. Dieser Intransparenz steht eine

normative Macht des scheinbar objektiv Berechneten gegenüber. Sich gegen
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eine KI-basierte, medizinische Diagnose beispielsweise zu entscheiden und

stattdessen auf menschliche Erfahrung der entsprechenden Expert:in zu

setzen, wird immer schwieriger.

Aber der Einfluss dieser neuen KI ist bereits heute noch weitreichender,

was man an den so genannten Recommendation-Systems der globalen Han-

delsplattformen des Internets verdeutlichen kann: Bedürfnisse und Interes-

sen werden von automatisierten Kalkulationen unterlaufen, sodass am Ende

nichtmehr unterscheidbar ist,was auf ureigene Intentionen undwas auf sub-

til agierende KI fußt.

Als Techniksoziolog:in fragtman sich aber auch,warumausgerechnet jetzt

und ausgerechnet in einer Gesellschaft, wie der unsrigen, so sehr die Verhei-

ßungen der neuen KI auf offene Ohren stoßen. Einemögliche Antwort könnte

darin liegen, dass mit dem Internet und all unseren smartenmobilen Geräten

eineDatenflut einsetzte, die gleichzeitig für eineKrise der Kontrolle steht (vgl.

auch Mackenzie 2006). Machine Learning verspricht hier eine Wiedergewin-

nung der Kontrolle, aber – so die kritische Frage – zu welchem Preis und wer

kontrolliert wiewen? Ein anderer Pionier der Künstlichen Intelligenz,Norbert

Wiener,hat hierzudie denkwürdigenWorte formuliert: »WennwirMaschinen

programmieren, um einen Krieg zu gewinnen, müssen wir gut nachdenken,

was wir mit ›gewinnen‹ meinen.« (Wiener 1952)

Wenig soziologische Theorieangebote scheinen geeignet zu sein, die Be-

sonderheiten des Phänomens Deep Learning sachadäquat erfassen zu kön-

nen und für soziologische und gesellschaftstheoretische Perspektiven frucht-

bar zu machen. Eine Ausnahme bildet Harrison Whites Theorie von Identität

und Kontrolle (White 1992 und 2008). Im vorliegenden Beitrag soll aufgezeigt

werden, dass zentrale soziologische Aspekte von KI durch dieseTheorieange-

bote sehr grundlegend beschrieben und erforscht werden können.Hierzu soll

Problem- und Gegenstands-zentriert vorgegangen und die bisherigen sozio-

logischen Antworten auf zentrale soziale und gesellschaftliche Herausforde-

rungen durch die neue KI vergleichend dargelegt werden. Die gute Passung

zwischen dem Gegenstand der neuen KI und einer an White orientierten Re-

lationalen Soziologie resultiert daraus, dass sowohl das soziologischeTheorie-

angebot von White, als auch die einflussreichen Ansätze des Deep Learnings

dieMustererkennung als zentralenAspekt ansehen.Hierbei soll der vorliegen-

de Beitrag einerseits die relationalen Konzepte am Phänomenbereich selbst

schärfen und andererseits ihre Reichweite für die Erklärung und Interpreta-

tion der gesellschaftlichen und sozialen Dimensionen der neuen KI ausloten.
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Ein relationaler Ansatz impliziert eine Perspektive, die stets die Einbet-

tungskonstellationenmiterfasst. Insofern ist KI nicht nur technisch zu begrei-

fen, sondern immer auch sozial – und zwar sowohl was die Herstellung der

sog. Learner anbelangt, als auch die Trainingsphase – insbesondere, wenn sie

supervised ist – wie auch schließlich in der Anwendungsphase eines trainier-

ten künstlichen neuronalen Netzes, bei denen automatisierte Kalkulationen

auf soziale und gesellschaftliche Entscheidungsprobleme treffen.

Zunächst starten wir mit dem Problem des Kontextwechsels (oder switching

bei White), das auch avancierte Verfahren künstlicher Intelligenz immer wie-

der vor große Probleme stellt. Hieran wollen wir deutlich machen, welchen

Beitrag das theoretische Modell von Harrison White bei der sozialwissen-

schaftlichen Betrachtung der neueren Entwicklungen auf dem Gebiet der

Künstlichen Intelligenz leisten kann. Im Anschluss sollen dann aber auch

andere Konzepte aus der White’schen Theorie eingebracht werden, die ein

großes Potenzial für die Analyse und Untersuchung der gesellschaftlich rele-

vanten Aspekte des Phänomens der neuen KI besitzen. Dabei ist vor allem auf

die BegriffeNetdom und Stil einzugehen, die beideMöglichkeiten bieten, Kon-

texte in einer Weise zu typisieren, die Übergänge einfacher markieren bzw.

deutlich machen, welche konkrete Änderungen zu Kontextwechsel führen.

Schließlich arbeitet sich der Beitrag zu den Grundbegriffen Kontrolle und Iden-

tität vor, an denen sich dann auch gleich zahlreiche gesellschaftlich relevante

Problemlagen entzünden. So sind die Kontrollverstrickungen in verschiedene

Richtungen verfolgbar, weil es zum einen um die Kontrolle über Lern-Daten

ebenso geht, wie um die Kontrolle der Ergebnisse, welche Phänomene über-

haupt von den Verfahren kontrolliert werden sollen, wie dies passiert und an

welchen Stellen dannwiederumdie Kontrolle anderer Akteur:innen eingebaut

wird. Gleichzeitig muss auch auf die Konstruktion sozialer Einheiten scharf

gestellt werden, die zunehmend unter Mitarbeit von Verfahren Künstlicher

Intelligenz erzeugt werden oder diese selbst beschreiben. Schließlich bietet

der Vorschlag von White interessante Möglichkeiten, auch mit den unter-

schiedlichen Skalierungsproblemen umzugehen, die ebenso für KI-Verfahren

relevant sind, deren Reichweite sich verändert.

Diese theoretischen Vorschläge einer soziologischen Grundierung des

Phänomens der neueren KI als erfolgreiche Transformation des technologi-

schen Feldes einerseits und als die Gesellschaft insgesamt transformierende

Entwicklung andererseits, ermöglichen eine Analyse der Veränderungspo-

tenziale unterschiedlicher gesellschaftlicher Domänen und der sie tragenden

Prozesse.

https://doi.org/10.14361/9783839474112-002 - am 15.02.2026, 04:13:14. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839474112-002
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-sa/4.0/


30 Soziologie der Künstlichen Intelligenz

2. Zu den soziologischen Herausforderungen der neuen KI

Machine Learning ist – so zeigt es auch der gegenwärtige sozialwissenschaft-

liche Diskurs (siehe Einleitung in diesem Band) – ohne Einbeziehung seines

soziotechnischen Umfelds nicht sinnfällig soziologisch analysierbar. Dabei

sticht ein soziotechnischer Aspekt besonders ins Auge: Die digitale Datenfül-

le, welche die Bedingung der Möglichkeit für Machine Learning-Prozeduren

überhaupt erst schafft. Wenn man die Geschichte der Digitalisierung bzw.

präziser die Geschichte der Computerisierung1 in den Blick nimmt, kann

man für die ersten Jahrzehnte das komplette Gegenteil diagnostizieren: Es

herrschte zunächst ein Datenmangel vor – Großrechner etwa, die ganze Hal-

len füllten, und doch nur ein Bruchteil der Rechenleistung besaßen wie ein

herkömmliches Smart Phone heute. Und als dann die ›Datenlast‹ zunahm,

etwa mit dem Aufstieg des kommerziellen Internets, geriet die sich immer

weiter digitalisierende Gesellschaft mehrmals in ein Load Faktor-Dilemma

(vgl. Hughes 1979): zu viel Daten für zu wenig Rechenleistung. WWW wurde

damals ironischer- und zugleich treffenderweise als »word wide waiting«

übersetzt.Dass heute große Serverfabriken den gesamten Trafic des Internets

abzusaugen in der Lage sind, konnte man damals kaum erahnen, geschweige

denn, dass man in quasi Echtzeit Berechnungen vornimmt, um aus diesen

Milliarden von DatenMuster in dynamischen Prozessen zu identifizieren.

Von Manovich (2001: 223) stammt das Postulat, dass Datenumfang und

Komplexität der diese Daten bearbeitenden Softwaresysteme in einem engen

Zusammenhang stehen, nämlich dergestalt, dass je weniger Daten vorhanden

sind, die Softwareprogramme aus umso mehr Programmzeilen bestehen.

Wohingegen komplexe Datenbanken einfache Algorithmen nach sich ziehen.

Und tatsächlich bestehen die Learner von ML-Verfahren oftmals nur aus ein

paar hundert Zeilen, wohingegen die Datenmengen, auf die sie zugreifen,

riesig sind. Doch dazu gleich ausführlicher! Für Manovich ist das Internet –

und aus heutiger Warte sollte man ergänzen, der allumfängliche Einsatz von

1 An anderer Stelle wurde der Vorschlag unterbreitet (vgl. Häußling 2019: 325f.), zwi-

schenDigitalisierung und digitaler Technologie zu unterscheiden. Dies erlaubt, besser

auf technologische Entwicklungen der vergangenen rund 20 Jahre scharf zustellen, die

nicht zuletzt dafür verantwortlich sind, dass der Begriff Digitalisierung zu einem buz-

zword wurde. Digitale Technologie gibt es hingegen schon seit geraumer Zeit, etwa

wenn man an Zuses Z3 denkt.
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Smart Devices – eine Sollbruchstelle für das Selbstverständnis der Program-

mierung und des Datenhandlings in der digitalen Sphäre. Denn das Internet

›vergleichgültige‹ alles: Eine Internetseite kann sich beliebig aus Text-, Bild-

und/oder Videodateien zusammensetzen. Sie kann sich auch permanent in

ihrer Ausgestaltung ändern und wird auch zunehmend auf die einzelnen

Bedürfnisse jeder Nutzer:in hin individualisiert. Mit anderen Worten: Aus

einer schier unendlich anmutendenMenge vorliegender Daten setze sich eine

solche Internetseite kontingent zusammen. Sie sei also nichts anderes als

eine Ansammlung ebenso heterogener wie austauschbarer Elemente. Letztere

seienComputerfiles, die stets ediertwerden könnenundweniger auf Vollstän-

digkeit denn auf Erweiterbarkeit und partielle Ersetzbarkeit angelegt seien.

Kurzum: Für Manovich ist jede Internetseite ein in-Erscheinung-tretender

Ausschnitt aus Datenbanken und das Web insgesamt ein sich fortwährend

wandelnder Datenkorpus (vgl. ebd.: 225). Ja, das Internet dürfte sogar das

komplexeste Datenbankphänomen unserer heutigen Zeit sein. Dies wird –

wie gesagt – durch den massen- und flächendeckenden Einsatz von Smart

Devices nur noch auf die Spitze getrieben, da unzählige situierte Daten

durch diese Geräte anfallen, die für unterschiedlichste Apps, für Profiling-

Zwecke und für vieles andere mehr verwendet werden. Auch hier steht die

Datenfülle im Vordergrund. Selbst vermeintliche Datenabgase können für

unerwartete Zwecke verwendet werden. Etwa: Wenn Smartphones Profile

des Gehens anlegen und aus diesen anfallenden Daten vor jeder möglichen

ärztlichen Diagnostik eruiert werden kann, ob eine Parkinson-Erkrankung

bei der Person vorliegt, die das Smartphone mit sich führt (Belic et al. 2019).

An diesem Beispiel wird auch deutlich, in welchem umfassenden Ausmaß von

den anfallenden Daten aus gedacht und engineert wird.

Entsprechend liegt beiMachineLearning-VerfahrendasHauptaugenmerk

aufderGütederDaten.Siewerdenunentwegt generiert,gereinigt,organisiert

und indiziert. Für Manovich besitzen Daten Objektcharakter, wohingegen Al-

gorithmen für (kausalistische) Prozesse stehen. In vielerlei Hinsicht könnten

Computerspiele als ein Paradebeispiel des alten algorithmusgetriebenen Pa-

radigmas der digitalen Sphäre gewertet werden. Sie folgten einer narrativen

Logik, bei der der Reiz amSpiel nicht zuletzt darin besteht, die Logik des Spie-

lealgorithmus zu entschlüsseln. Eine Internetseite folge demgegenüber einer

komplett anderen Anordnungslogik der Elemente. Hier werden instantan be-

liebig austauschbare Elemente zu einemGanzen zusammengefügt.Das Com-

putermodell hierfür ist demzufolge ein gänzlich anderes als beim Computer-

spiel: Geht es bei letzteremumdie Erzeugung eines direktionalenHandlungs-
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stroms, bei dem das gerade Ablaufende als Wirkung des Vorausgegangenen

inszeniertwird, geht es bei der Internetseite umdieHerstellung eines beliebig

zusammenstellbarenContents.Datenbanken repräsentieren fürManovichdie

Welt als nicht-hierarchische, oder sonstwie vorab geordnete Liste vonWerten,

die beliebig arrangiert werden können. Wenn man so will, koexistiert alles in

Datenform auf gleicher Augenhöhe: Belangloses undWichtiges, Bedrohliches

genauso wie Rettendes,Wahrheiten und Lügen, Reales und Fiktionales etc.

Als Objekt rücken Datenbanken für Manovich auch immer stärker in das

Zentrum der kreativen Bemühungen, der digitalen Sphäre Neues hinzuzufü-

gen. So sind eine Vielzahl von Apps eines Smartphones nur deshalb im Ein-

satz, weil sie um die anfallenden GPS- oder Bewegungsdaten herum entwi-

ckelt wurden.Ohne dieseDatenwürde keineNavigation glücken, oder uns da-

zu anleiten, auf den gesundheitlichen Sollwert an Schritten pro Tag zu gelan-

gen. Datenbanken sind in der digitalen Sphäre nicht nur das wichtigste Gut

geworden, sondern, neue digitale Dienste zu entwickeln, bedeutet im Kern,

eine Schnittstelle zu Datenbanken zu konstruieren. Die unterschiedlichsten

Trajektorien können aus ein und derselben Datenbank emergieren, die – ge-

mäß Manovich – wie Hypernarrative funktionieren. Ganz so, wie bei einem

chronologischen Verlauf der Internetnutzung einer Person,würde die kontin-

gente Nutzung einer beliebigen Datenbank sein eigenes Ready Made-Narra-

tiv erzeugen. Dieses Vorgehen gleicht der Montagetechnik in der Bildenden

Kunst, bei der Photoschnipsel mit gemalten Elementen und/oder Alltagsob-

jekten ›zusammengewürfelt‹ werden.

In Weiterführung dieses Gedankens von Manovich ist es nicht verwun-

derlich, dass sich gerade in dieser Phase der Digitalisierung, bei der alles

datenmäßig vergleichgültigt wird, das Phänomen der Filterblasen und Echo-

kammern breitmacht. Selbst unter Rückgriff auf ein und dieselbe Datenbank

lassen sich nämlich antagonistische Ready-mades erzeugen. Echokammern

machen aber einen Prozess sichtbar, den Manovich in seiner Argumentation

weniger stark akzentuiert: nämlich nicht nur die aktive Verknüpfung von

Elementen ist bedeutsam für die post-narrative, datenbankgetriebene Phase

der Digitalisierung, sondern auch das Abschotten und Kappen möglicher

Verknüpfungen. Genau das leisten eben Machine Learning-Verfahren auch.

Sie sind im Kern Erzeuger von Netzwerken, die neben Konnektivitäten eben

auch strukturelle Löcher aufweisen. Und das ist nicht nur in dem Sinne zu

verstehen, dass sie künstliche neuronale Netze in den Hidden Layers entste-

hen lassen, die wie große Filter und Absorber funktionieren. Sondern es ist

auch auf einem abstrakten datentheoretischen Sinn zutreffend, dass nur eine
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bestimmte Auswahl an Daten relationiert und von dem Rest der Datenwelt

abgeschottet wird. Aus der Netzwerkforschung ist bekannt, dass nicht nur

das Vorhandensein einer Relation aussagekräftig ist, sondern eben auch das

Nicht-Vorhandensein einer Relation. Um genau diese inkludierende und

gleichzeitig exkludierende Grenzarbeit geht es beim Netzwerkknüpfen der

Machine Learning-Verfahren.

Ein schier unendliches Meer an Daten liegt ohne jegliche prästabilisier-

te Ordnung vor. Diese Daten stehen für nichts Geringeres als die Welt selbst,

also alles, was wir denken, fühlen und spüren können. Genau diese Welt ist

zerlegt in ein Chaos – im doppelten Wortsinn – gleichgültiger Letztelemen-

te – Bits und Bytes. Diese von Daten repräsentierte und gleichzeitig vollzo-

gene Welt kennt keine Tiefe mehr: Alles ist auf der gleichen Oberfläche, keine

Hierarchie von oben und unten, keineHimmelsrichtungen, die uns einenWeg

vorgeben könnten. Aus diesemFundus aus Allem lassen sich nun beliebige As-

semblagen bzw. Netzwerke formieren, die nicht nur Reales in beliebigen Aus-

wahlen repräsentieren, sondern dieses Reale auch gleichzeitig formieren. Auf

einer sehr abstraktenEbene ist genaudas die Funktion vonMachine Learnern.

In Anlehnung an Galloway undThacker könnte manMachine Learner als Pro-

tokolle bezeichnen, welche die Bedingungen der Möglichkeit für Sinnerzeu-

gung und Kontrolle in der digitalen Sphäre schaffen. Vielleicht trifft der Be-

griff lokales Programm die Funktionsweise von Machine Learning-Verfahren

noch besser. Denn der Ausschnitt an Daten, den ein Machine Learning-Ver-

fahren bearbeitet, ist trotz des Begriffs Big Data und in ironischer Abkehr zu

diesem Begriff verschwindend gering angesichts der in Daten zerlegtenWelt.

Lokal meint hier natürlich nicht eine geographische Gegebenheit, sondern ei-

ne gegenstandsgetriebene Auswahl im Heterogenen – Aufnahmen von krebs-

erkrankten und nicht-krebserkrankten Gehirnen imUnterschied zu allen Da-

ten, die für anderes stehen, etwa. Relationiert und entkoppelt wird hier nicht

nur auf der harten Ebene dichotomerUnterschiede (wie etwa krank versus ge-

sund), die bei supervised-Verfahren in der Lernphase von Menschen vorge-

geben und in der Anwendungsphase eigentätig vom Machine Learning-Ver-

fahren vollzogen werden. In den Hidden Layers werden kleinste Details rela-

tioniert, wie etwa bestimmte Schattierungen an einer bestimmten Stelle des

Bildes vom Gehirn, und andere Details diskriminiert. Diese kleinsten Details

sind ihrerseitswiederum inBits undBytes zerlegt, die unzweideutig von ihren

benachbarten Bits und Bytes getrennt sind. Selbst also auf der Ebene der digi-

talen Elementarteilchen findet nichts Anderes statt als ein Knüpfen von Netz-
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werken, wenn man ein solches Knüpfen immer auch als ein Kappen anderer

möglicher Relationen begreift.

Lokal sind diese transklassischen Programme deshalb, weil sie keinem

vorab existierenden Narrativ oder keiner vorab als gültig ausgewiesenen

Theorie folgen, sondern sich als versuchsweise einsetzbare Filter imMeer der

Daten zeigen, deren emergente Ergebnisse dann darüber entscheiden, ob

sie brauchbar sind oder nicht. Deepl.com verdeutlicht augenscheinlich, dass

es keiner präzisen Theorie der Übersetzung bedarf – die es trotz unzähliger

Bemühungen seitens der Linguistik und Sprachwissenschaften auch nicht

gibt –, um überraschend gute Übersetzungen mittels Machine Learning-

Verfahren zu generieren. Die Filterung setzt bereits da an, wo es um die Füt-

terung des Learners mit präzisen Exemplaren der Ziele der zu entwickelnden

maschinellenDiagnostik geht; also Beispiele für gute Übersetzungen im gera-

de benannten Fall. Noch abstrakter betrachtet, handelt es sich um Verfahren,

die tentativ Verknüpfungen und Abkopplungen im opaken Meer der Daten

vornehmen und bei denen das evolutionäre Prinzip, Survival of the Fittest

im Sinne eines good enough bzw. fit enough (Simon 1990), vollumfänglich

umgesetzt worden ist.

Um diesesWeben und Umweben vonDatennetzwerken zu realisieren, be-

darf es einer anderen Strategie als diejenige, die sich in den klassischen Algo-

rithmen manifestiert. Letztere waren nichts Anderes als riesige logische Ver-

zweigungsbäume, die kausale Routen durch den Code legen; Routen im Sinne

von linearen Narrativen, um den Gedanken vonManovich noch einmal aufzu-

greifen.EinNetzwerk ist alles andere als linear zubegreifen.Rückkopplungen,

Schleifen, Interferenzen sindvielmehr seineMarkenzeichen. Insofern sinddie

Resultate der Machine Learner im Grunde keine Codes im klassischen Sin-

nemehr.Deshalb sprechenwir von transklassischen Programmen. Sie nähern

sichnicht nur–wieweiter obendargelegt–nicht-binären,analogenHerange-

hensweisen, sie versuchen darüber hinaus das in eine Sprache zu überführen,

was der Logik genau dieser Sprache zu tiefst zu wieder läuft. Der Output des

Learners ist ein inCodesüberführtes künstlichesneuronalesNetz.Backpropa-

gation imoben dargelegten Sinn gehört also genauso zumMarkenzeichen von

MachineLearning-Verfahren,wiedas,wasSudmandas »Unschärfesystemmit

probabilistischen Resultaten« (s.o.) genannt hat. Gleichsam ein emergent aus

Konnektionen und Abkopplungen resultierender Filter, ein Netzwerk, das wie

ein Fischernetz bestimmte Dinge auffängt und andere durch seine Maschen

gleiten lässt.

https://doi.org/10.14361/9783839474112-002 - am 15.02.2026, 04:13:14. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839474112-002
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-sa/4.0/


Roger Häußling, Marco Schmitt: Mustererkennung in Datennetzwerken 35

Insofernfindet eineUmkehrungdessen statt,was alsmittelbar undwas als

unmittelbar wirksam wahrgenommen wird. War es früher (also in Daten-ar-

men Zeiten) der Algorithmus, derwahrnehmbar seineWirkungsketten entfal-

tete,wohingegendieDatenundDatenbankennur latent als ›Futter‹ für denAl-

gorithmus aufgefasst wurden, kehrt sich das Verhältnis nunmehr um:DieDa-

tenbank als digitale Versammlung vonWelt bildet denwirklichenBestand,der

von flüchtigen und unscheinbarenCodes gefiltert wird.Und es kann in gleich-

sambeliebiger Formgefiltertwerden.EinZusammenhang, eineBedeutung ist

dabei ein Resultat des konnektionistischen Paradigmas und nichtmehr länger

eine in den Code hineingelegte Prämisse.

Eine solche transklassische Programmierung im Sinne eines soziotech-

nischen Tatbestands stellt die Gesellschaft und damit auch die Sozialwissen-

schaften vor grundlegend neue Herausforderungen. Sie sind nicht nur weit in

dieWirklichkeit hineingreifende soziotechnische Phänomene, sie stehen auch

für ein neues Selbst- und Weltverständnis des Menschen, das sich deutlich

von den bis dahin gültigen Verständnissen unterscheidet. Entsprechend ist

es dringend geboten, ein genaues Bild dieser Machine Learning-Verfahren

zu gewinnen. Gerade die elaborierte netzwerktheoretische Begrifflichkeit

Harrison Whites erscheint uns als besonders geeignet, auf Spezifika dieser

soziotechnischenVerfahren scharf zu stellen,umein genaueresBild von ihnen

techniksoziologisch zu zeichnen. Genau diesem Unterfangen widmen sich

die folgenden Unterkapitel.

3. Herausforderungen der neuen KI und der Beitrag
der soziologischen Netzwerktheorie von Harrison White

Der soeben dargelegte konnektionistische Ansatz vonMachine Learning-Ver-

fahren steht in unseren Augen – wie so manches mehr in unserer gegenwär-

tigen Zeit – für ein Denken und Agieren gemäß einer genuinen Netzwerklo-

gik. Der Begriff künstliche neuronale Netze sagt hierzu im Grunde schon al-

les. Um Relationen und deren Gewichtungen geht es im Backpropagation –

der zentralen Prozedur des Deep Learnings, wie dargelegt. Ein Learner ist ei-

neMaschine,dieNetzwerke erzeugt.Regelmäßigkeiten,StrukturenundMus-

ter sind die einzig verbliebenen Orientierungsgrößen, um sich in einer Welt

des Heterogenen zurechtzufinden, in der es im Grunde nur Einbettungskon-

stellationengibt–alsoweiterdiversifizierendeNetzwerkkonstellationen.Die-

se essentiellen Eigenschaften vonMachine Learning-Verfahren verweisen auf
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das ihnen zugrundeliegende Netzwerk-Paradigma. Insofern sind wir davon

überzeugt, dass allen voran netzwerkforscherische Ansätze zu einer sachad-

äquaten sozialwissenschaftlichen Erschließung der neuen KI beitragen kön-

nen. Was liegt also näher, den bislang elaboriertesten Ansatz der Netzwerk-

theorie und -analyse, nämlich denjenigen von Harrison White, heranzuzie-

hen,unddaraufhinzuüberprüfen,welchesErkenntnispotenzial in ihmsteckt?

Genau dies soll nun imFolgenden geschehen.Hierbei stellenwir zentraleHer-

ausforderungenderMachineLearning-Verfahren indenFokus,verdeutlichen,

inwiefern diese jeweiligen Herausforderungen Herausforderungen sind, die

sich aus der den Verfahren innewohnenden Netzwerklogik ergeben, und kon-

frontieren diesemit den theoretischenEinsichtenWhites, die er –völlig unab-

hängig von Überlegungen zu KI – für die strukturelle Bestimmung von Netz-

werken im Allgemeinen vorgenommen hat. Dabei ist es schon Whites Aus-

gangspunkt der Theoriebildung den Ausgangspunkten der neueren KI-Ent-

wicklungen verwandt.White geht von zwei Grundphänomenen aus, die Mus-

tererkennung zentral stellen, Selbstähnlichkeit und Verteilung.Wiederholun-

gen ähnlicher Verteilungen, also Muster, sind der Ausgangspunkt seiner Kon-

zeptbildung für soziale Strukturen.

Das Problem des Kontextwechsels in der neuen KI als Switching

in soziotechnischen Netzwerken

Mit dem Wechsel von Repräsentationsmodellen von Wissen, wie sie die Ex-

pertensysteme der klassischen KI kennzeichnen, hin zu Lernmodellen auf der

Basis von Mustererkennung (zunehmend angelehnt an die Netzwerkstruk-

turen von Gehirnen) hat sich auch die Anforderung an diese ML-Verfahren

grundlegend verändert. Da sie in der Lage sind, zu lernen, also aus der Be-

obachtung von Regelmäßigkeiten Entscheidungsregeln abzuleiten, entsteht

die Hoffnung einer erhöhten Anpassungsfähigkeit dieser ML-Verfahren. Dies

wird einerseits als wichtiger, wenn nicht gar zentraler, Schritt auf dem Weg

zu einer Allgemeinen Künstlichen Intelligenz (AIG) angesehen, führt aber

zur Flexibilisierung der Anwendungsgebiete, wie wenn das AlphaGo nicht

nur Schach und Go spielt, sondern in kurzer Zeit alle möglichen Brettspiele

erfolgreich spielen kann; oder wenn ein ML-Verfahren für Autonomes Fahren

unterschiedlichste Merkmale auf der Fahrbahn erkennen kann und daraus

Entscheidungen ableitet. Dennoch bleiben die Anwendungsgebiete noch

immer sehr spezialisiert. Selbst ein Wechsel zwischen unterschiedlichen

Kulturkontexten kann diese ML-Verfahren immer noch vor große Probleme
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stellen. Damit ist das Problem des Kontextwechsels direkt angesprochen,

dass auch in sozialen Situationen einschlägig ist und verschiedene Dimen-

sionen des Sozialen tangiert. Hier ist auch der Hinweis auf die Wirksamkeit

der Daten kennzeichnend, denn die Daten sind häufig spezifisch und, um

besseres Lernen zu ermöglichen, auf einen Kontext zugeschnitten. Für den

Wechsel müssen zusätzliche Muster gelernt werden, die den Prozess des

Wechselns steuern. Der abduktive Sprung, der häufig bei neueren KI-Ansät-

zen unterstellt wird, bleibt häufig noch aus, wobei im Spezialfall durchaus

überraschende Ergebnisse erzielt werden können – besonders wenn die

Struktur der Daten nicht bekannt ist.

In der Netzwerktheorie ist das gerade dargelegte Problem ebenfalls be-

deutsam, weil Netzwerke zunächst als grenzenlos betrachtet werden können.

Fragtmannur nachBeziehungen imAllgemeinen,dehnen sichNetzwerke im-

mer weiter aus, ohne wirklich abgeschlossen zu werden. Zur Untersuchung

von Netzwerkenmüssen hier jedoch Grenzen eingeführt werden. NachWhite

geschieht dies vor allem durch Festlegung der Beziehungstypen (types of ties)

und Identitätsformen. Dabei unterscheidet er verschiedene Komplexitätsstu-

fen solcher Identitäten, die zwar in spezifischen sozialen Situationen entste-

hen, aber durch Erzählungen in andere Kontexte wandern können. Deshalb

sind diese Grenzen in ständiger Bewegung, wenn man sich soziale Situatio-

nen ansieht. Daher führt White im Nachgang zur ersten Auflage von Iden-

tity & Control den Begriff des Switching (Kontextwechsels) ein (White 1995),

der deutlich machen soll, dass es kommunikative Marker für Übergänge zwi-

schen Kontexten gibt, die dann jeweils einen Kontextwechsel einerseits an-

kündigen, ihn damit wahrscheinlicher machen und auf diese Weise Verän-

derungen an den beteiligten Netzwerken, Beziehungs- und Identitätsformen

vornehmen. Gleichzeitig – und dies ist für White sehr wichtig – werden da-

mit diese Kontexte auch aneinandergekoppelt, d.h. man kann der Spur sol-

cher Wechsel folgen und so komplexere Identitäten erkennen und auch Spill-

Over-Effekte (Padgett & Powell 2013)2 nachvollziehbar machen. Die Modellie-

2 Unterscheidet man verschiedene Netzwerkdomänen, kann es durch die über Perso-

nen oder andere Knoten vermittelten Beziehungen zwischen diesen Netzwerkdomä-

nen zu einem Spill-over kommen. D.h. nach Padgett und Powell, dass Veränderungen

in einer Netzwerkdomäne auch zu Änderungen in anderen Netzwerkdomänen führen

können, etwawenn es einer Person gelingt, einen Zugewinn an Zentralität in der Fami-

lie zu nutzen, umauch imNetzwerk von politischenÄmternmehrGewicht zu erhalten.

Ähnliches kann jedoch auch für die Diffusion von Ideen angenommen werden.
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rung des Problems ist allerdings nicht ganz einfach, da ein ML-Verfahren die

Kontextmarker ebenso erkennenmüsste,wie auch die für den jeweiligen Kon-

text zentralen Muster. Dies gelingt auch menschlichen Akteur:innen nur mit

entsprechendem Kontextwissen, welches erlaubt, Marker und Muster leicht

zu verbinden; oder durch Rückfallpositionen, die von den Akteur:innen ein-

genommen werden, wenn der unterstellte Kontext offensichtlich nicht passt.

White geht davon aus, dass Sprache hier eine zentrale Rolle spielt, ebenso wie

Stile, die ebenfalls Marker und Muster koppeln und so dabei helfen, Kontex-

te schnell zu differenzieren. Andererseits hebt White hervor, dass es gerade

auch eine Stärke sozialer Situationen ist, hier klare Differenzierungen zumin-

dest eine Zeit lang im Ungefähren zu lassen (Mische/White 1998), sodass Op-

tionen offengehaltenwerden undman nicht zu schnell auf klareMuster scharf

stellt, die unangebracht sein könnten.3 Diese Vermeidung des Scharfstellens

ist dabei als eine der großen Herausforderungen für KI-basierte ML-Verfah-

ren zu sehen, die eine Allgemeine Künstliche Intelligenz anstreben. Der ste-

tige Umgang mit Kontingenzen und eine Offenheit für vage Konstellationen

stellt dieseML-Verfahren immernochvorgroßeProbleme.Dies liegt auchdar-

an, dass ihre Aufgabenstellung bislang häufig anders aussieht, weil sie Klar-

heiten produzieren sollen. Techniksoziologisch ist an der Herangehensweise

von White allgemein zu beachten, dass auch Materialitäten als solche Wech-

selmarker dienen können. Häufig sind es Räume oder Gegenstände, die, ähn-

lich wie Sprache, solcheWechsel nahelegen.Das Konzept des Switchings (und

auch des Stitchings)4 könnte also auch in anderen Analysen von Technik Ver-

wendung finden, die sich mit Wandel durch die Einführung neuer Artefakte

in bestehenden soziotechnische Netzwerke beschäftigen, oder demWandern

von unterschiedlichen technologischen Entwicklungen in neue Netzwerkkon-

stellationen.

Dabei tritt die technologische Neuartigkeit der neuen KI gerade am

Switching-Thema deutlich zu Tage: Wie beispielsweise Halfmann (1996) her-

ausarbeitet, ist ein durchgängiges Kennzeichnen ›klassischer‹ Technik, dass

3 Hier sehen wir eine Parallele zu demUnschärfeaspekt bei der neuen KI, den Sudmann

(2018) herausarbeitet.

4 White erwähnt diese Stitchings als Kehrseite seines Switchingsbegriff im Interview in

Schmitt & Fuhse 2015 undmeint damit, dass ein Kontextwechsel immer auch eine ver-

folgbare Spur zwischen den Kontexten hinterlässt, etwa in der Form von am Gespräch

beteiligten Personen, oder einem Streit, der von einem Thema zum nächsten springt.
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sie weitgehend dekontextualisiert funktioniert. Nur elementare ›harte‹ Kon-

texte, wie derjenige der Schwerkraft zum Beispiel, sowie ebenfalls ›harte‹

infrastrukturelle Kontexte, wie etwa die Stromversorgung bei Maschinen, bil-

den Bedingungen der Möglichkeit eines Funktionierens. Für Soziolog:innen

besonders bedeutsam, sei jedoch Technik gerade von der sozialen Kon-

textspezifität weitgehend entbettet. Ein Wecker beispielsweise funktioniert

unerbittlich auf jedemKontinent, in jedem sozialenMilieu und in jeder denk-

baren, gerade ablaufenden Interaktionssituation. Diese Entkopplung vom

Mitteilungsaspekt, wie Halfmann in Anlehnung an den Kommunikations-

begriff Luhmanns es nennt, ist nicht zuletzt dafür verantwortlich, dass alles

Mögliche dann je nach konkreter Situation in die Technik hineinprojiziert

werden kann: Das Auto als Fortbewegungsmittel, als Statussymbol, als Schlaf-

stätte, als Schadstoffquelle etc. Mit der neuen KI bekommen wir es quasi

zum ersten Mal mit einer Technik zu tun, die in Umkehrung zur ›klassischen‹

Technik einen genuin kontextsensitiven Fokus aufweist. Auch hierin äußert

sich also ihr transklassischer Charakter.

Das Problem der Grenzziehung durch neue KI als Phänomene

der Bildung von Netdoms und Stilen

Das Problem der Grenzziehung kann man direkt an das Problem des Kon-

textwechsels anschließen, da es auch hier um die Klärung von Kontext geht.

In KI-Modellen, die auf Deep Learning bauen, sind diese Grenzen zunächst

durch die Trainingsdaten gesetzt. Die Trainingsdaten sind letztlich der

Kontext, auf dessen Basis das ML-Verfahren lernt. Danach wird dieser Kon-

textrahmen jedoch erweitert, da das lernende Netzwerk nun auf neue Daten

losgelassen wird. Interessant ist hier auch wiederum die Vorgehensweise

beim AlphaGo-ML-Verfahren, welches die zu lernenden Spiele einfach immer

wieder gegen sich selbst spielt und dabei einen riesigen Korpus an Vergleichs-

daten erzeugt, indem es das Spiel simuliert. Die Grenzen sind hier jedoch

durch die Spielregeln der verschiedenen Brettspiele klar definiert. Ein sol-

ches Selbstlernen durch Simulation ist also in gewisser Weise vor allem dann

erfolgreich, wenn die Grenzen klar bestimmbar sind, oder mit Winograd/

Flores (1989) formuliert, wenn es sich um einenwohldefinierten Problemraum

handelt. Es geht hier also um Kontrollgewinne, die auf der Möglichkeit der

ML-Verfahren beruhen in umgrenzten sozialen Bereichen selber weitere pas-

sende Daten zu generieren und so quasi experimentell lernen. Daten werden

im Verlauf von diesen ML-Verfahren immer weiter erzeugt und teilweise
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gehört es zur Selbstverbesserung dieser ML-Verfahren, mit Simulationen zu

arbeiten, um auf mehr Daten zu Lernzwecken zurückgreifen zu können. In

vielen sozialen Kontexten ist diese Klarheit jedoch nicht gegeben und so ge-

raten die lernenden Verfahren an Grenzen, wenn ihnen keine klaren Grenzen

ihres Anwendungshorizonts vorgegeben wurden bzw. sie keine eindeutigen

Grenzen aus demDatenmaterial herausfiltern können.

Dies ist nun ein Problem, mit dem sich auch menschliche Akteur:innen

herumschlagenmüssen,unddamit ein Phänomen,demsich auch alle soziolo-

gischenDifferenzierungstheorienwidmen. In der relationalenTheorieWhites

spricht man seit der Neuauflage von Identity & Control (2008) von Netzwerk-

domänen, oder kurz: Netdoms.EinNetdomkombiniert spezifische Typen von

Verbindungen und zugehörige Typen von Identitäten (auf einer kulturell-defi-

nitorischen Ebene) sowie eine ebenfalls spezifische Netzwerkstruktur (auf ei-

ner klassisch netzwerkanalytischen Ebene). Ein Beispiel für eine Netzwerkdo-

mänewäreeinFreundschaftsnetzwerk innerhalb einerFirma,dassmanunter-

scheiden kann von einem Ratgeber-Netzwerk etc. Der Begriff bietet, wie die

meisten Begriffe bei White, eine große Anwendungsbreite und ist praktisch

beliebig skalierbar. Er kombiniert kulturelle Schablonen mit sich dynamisch

aufbauenden Beziehungsstrukturen. Schwierig ist auch hier die Erkennbar-

keit, da Netdoms nicht immer durch klar abgrenzbare Begrifflichkeiten vor-

strukturiert sind. Eine weitere Begrifflichkeit Whites kann hier Abhilfe schaf-

fen, die sich explizit an die Erkennbarkeitsproblematik koppelt: Stile.

Stile kennzeichnennachWhite flexible Sozialstrukturen (ebenfalls skalier-

barundmit extensiverAnwendbarkeit),die genauaufderBasiswiederkehren-

der, selbstähnlicher Muster Signalfunktion und Sensibilisierung verknüpfen.

IneinemStil–entwickelt vonWhiteamBeispiel vonKunststilen (White/White

1993) – wird ein selbstähnliches Muster benutzt, um eine komplexe Identität

zu signalisieren, die eine trainierte Beobachter:in (Expert:in) schon an klei-

nen Ausschnitten des Musters erkennen kann. KI-Verfahren könnte man an

dieser Stelle als trainierte Beobachter ansehen, die genau aus solchen Daten

Profile erstellen,umdannauf Identitäten zurückzurechnen.Problematisch ist

hieran, dass diese Grenzkonstruktionen der KI kombiniert mit den Schwie-

rigkeiten solcher Verfahren mit dem Wechseln von Kontexten (s.o.) zu einer

problematischenVerhärtungvonMusternunddamit sozialen Identitäten füh-

ren kann, die in anderen sozialen Situationen für gewöhnlich länger offen-

gehalten würden. Diese vorschnellen Abgrenzungen könnten dann durchaus

sozial schwerwiegende Folgen haben. Es geht hier tatsächlich um die Über-

gabe von Kontrolle bei der Identitätskonstruktion von Personen und Gruppen
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an Technik und damit auch um einen Kontrollverlust dieser sozialen Entitä-

ten bei den entsprechenden Grenzziehungen. Stile halten diese Verdichtun-

gen auch länger offen, indem sie zwar aus Ausschnitten Strukturen erkennbar

machen, aber auch hier Flexibilität und Möglichkeiten zum aktiven Stilbruch

implizieren. Da Stile als Signale verwendet werden (auch durchaus bewusst),

muss man hier auch die Möglichkeiten des strategischen Einsatzes von Mar-

kern einkalkulieren.

Techniksoziologisch ist hier zu beachten, dass Grenzziehungen für den

Einsatz von Technologien extrem wichtig sind. Häufig geht es darum, das

Funktionieren durch Ausgrenzung von Kontexten und Komplexität sicher

zu stellen. Hier kann der Bezug auf den Stilbegriff extrem hilfreich werden.

Wie sich Identitätskonstruktionen in soziotechnischen Netzwerken ändern,

ist häufig genau an diesen Ausgrenzungen besonders gut zu erkennen, etwa

auch an der transklassischen Form neuerer KI-Verfahren, die eben eine Kon-

textsensibilität markieren sollen und daher die klassische Grenzziehung von

Technik als entbettet verlassen. Markierungen dieser Grenzen durch Räume,

Einrichtungen und Interfaces sind daher von großem Interesse und können

bei der Analyse von Transformationsprozessen helfen.

Das Problem der Steuerung von und mittels neuer KI

als soziotechnische Kontrollprojekte

Das Problem der Steuerung schwebt über der gesamten Diskussion um den

Einsatz künstlicher Intelligenz, vor allem, wenn man von ethischer, rechtli-

cher und politischer Seite auf das Thema schaut. Aber auch ökonomisch ist

die Steuerung von bestimmten Abläufen, vor allem die Geschwindigkeit die-

ser Steuerung ein großesThema. Die Frage ist hier stets, wer steuert wen und

an welcher Stelle werden dann Entscheidungen von erheblicher Tragweite ge-

troffen. Hier werden gleich mehrere Themenkomplexe aus der Literatur an-

gesprochen. Zum einen natürlich das Verhältnis von Kontrolle und Opakheit

derML-Verfahren (s. Einleitung im vorliegendenBand).Dabei ist KI,wie oben

schon erwähnt, zumeinen als Antwort auf immer komplexere Entscheidungs-

situationenzuverstehen,wodieDatenlage fürmenschlicheBeobachter zuun-

übersichtlich wird. Kontrolle wird hier abgegeben, weil man Kontrolle schon

verlorenhat,oderanders formuliert: esgehtdarumKontrolledurch technische

Unterstützung erst überhaupt wieder zurückzugewinnen. Dabei ändern sich

jedoch die Bedingungen der Ausübung von Kontrolle, weil die Empfehlungen

der KI zunehmend nicht mehr hinterfragt werden können, oder man die Ant-
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wort auf diese Frage nur sehr bedingt versteht bzw. nachvollziehen kann. Be-

sonders problematisch wird dieser Kontrollverlust natürlich vor dem Hinter-

grund der ebenfalls diskutierten Betaisierung dieser ML-Verfahren (s. eben-

falls Einleitung).Wenn Empfehlungen aufgrund von Verfahren getroffen wer-

den,derenDatengrundlagen eventuell nochnicht ausreichen, stellt dasdieBe-

nutzer:innen vor neue Herausforderungen.

Wenn man Steuerungsversuche als Kontrollprojekte versteht und sich die

Frage stellt, wo sich welche Kontrollansätze wiemiteinander verknüpfen, bie-

tet sich der Kontrollbegriff von Harrison White an, der Kontrolle zur Grund-

legung jeder Art von Relationierung macht. Beziehungen zwischen Entitäten

sind in dieser Sichtweise Kontrollverschränkungen, die hier unterschiedliche

Bindungen stabilisieren, von denen Steuerung als sehr direkte Durchgriffs-

möglichkeit nur eine Möglichkeit von vielen Kontrollmöglichkeiten darstellt.

Kontrollprojekte lassen sich hierbei natürlich auf unterschiedlichen Ebenen

identifizieren, da auch Erzählungen (oder Stories bei White) als solche Kon-

trollprojekte eingesetzt werden können.

Daher spielt die Debatte um Steuerung durch die neue KI eine wichtige

Rolle, da hier derMöglichkeitsraum für den Einsatz und die Reichweite dieser

Verfahren unterschiedlichen soziotechnischen Konstellationen ausgearbeitet

wird.Dabeiwird vor allem relevant,wie technologischeAspekte in soziale Pro-

zesse eingebettet werden und auf welcher Ebene der Kontrollversuch unter-

nommenwird.Neben der Kontrolle von Entscheidungen auf der Output-Ebe-

ne, die verschiedene Formen zwischen Empfehlungen und direkten Eingrif-

fen annehmen kann, gibt es auch eine Kontrolle auf der Input-Ebene, bei der

zum einen Daten ausgewählt werden können, von denen dann gelernt wird,

und zum anderen auch durch Einstellungen der Parameter in den neuronalen

Netzen (Stichwort: Backpropagation). Dies geht bis hin zu einer nachträgli-

chen Kontrolle der Ergebnisse imHinblick auf Kriterien die man erfüllt sehen

möchte, zum Beispiel im Rahmen einer Qualitätskontrolle.

In dieser Komplexität der Kontrollverschränkungen im Einsatz von Ma-

chine- und Deep Learning-Verfahrenen zeigt sich dann auch wieder das

ProblemderOpakheit bzw.dermangelnden Transparenz dieser Verfahren.Es

wird zu Teilen schwierig für jemanden sein, herauszufinden, warum ihm die

KI einen spezifischen Vorschlag macht. An dieser Stelle wird dann auch die

Verantwortungsproblematik deutlich, da Kontrollverschränkungen gekop-

pelt mit Intransparenz dazu führen, dass Resultate solcher soziotechnischen

Netzwerke letztlich nicht mehr klar zurechenbar sind und daher Regeln dafür

getroffen werden müssen, wie sich die Verantwortung im Netzwerk verteilt.
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UnterNetzwerkbedingungen–netzwerktheoretisch gesprochen– ist sowieso

die klassische Vorstellung von Verantwortung abzulehnen und zugunsten

einer dynamisch-rückgekoppelten Sichtweise auf mögliche Quellen des Be-

wirkens und tatsächlich eintretenderWirkungen zu ersetzen (vgl. hierzu auch

die »Agency of Assemblages« bei Bennett (2005)). Zentraler Bezugspunkt ist

nunmehr die Frage nach der Bildungwelcher Relationen auf der Basis welcher

Kontrollprojekte, die schließlich das gesamte soziotechnische Netzwerk aus-

zeichnen. Diese Verstrickung von Kontrollprojekten und deren Vermittlung

über technische Artefakte kann als ein zentrales Thema jeder Techniksozio-

logie herausgestellt werden. Wenn Kontrollprojekte materialisierte Formen

annehmen, kommt es damit zu einer spezifischen Verhärtung. Dies bedeu-

tet nicht, dass es nicht Möglichkeiten gibt, diese Verhärtung zu umgehen

und/oder sie für andere Formen von Kontrolle zu nutzen, es bedeutet aber,

dass die Kontrolle hier eine andere Ausdrucksform angenommen hat, die

sich durch veränderte Merkmale (Dauerhaftigkeit, Widerstand gegen andere

Kontrollversuche etc.) auszeichnet.

Das Problem der Zuschreibung innerhalb der und durch die neue KI

als relationale Identitätsbildungsprozesse

Schließlich ändern sich auch die Identitätsbildungsprozesse von Personen

und Organisationen, wenn Algorithmen wesentliche Beiträge hierzu leisten.

Dies kann man schon an der zunehmenden Dominanz von Rankingsystemen

bei der Bewertung dieser Identitäten sehen (Espeland/Sauder 2007; Sauder/

Espeland 2009).Hier kommt es auch,wie im chinesischen Social Scoring-Sys-

tem, oder auch nur bei der Bewertung als Top Rezensent bei Amazon, zu einer

letztlich stark datengetriebenen Identitätskonstruktion, bei der man sich

nicht mehr an direkten Beobachtungen oder Hörensagen (Stories) orientiert,

sondern an abgeleiteten Bewertungssystemen, bei denen man weder genau

weiß, aufwelcheDaten sie sich stützen, nochwie der Algorithmus daraus eine

finale numerische oder andere Bewertung generiert. Durch die Vermischung

unterschiedlicher Identitätsfacetten in den Datengrundlagen können dann

auch neue Informationen gewonnen werden, die in der Art eines Profilings

über diverse Daten hinweg operieren und damit eine stärker integrierte Iden-

tität erzeugen, als es die Person selbst eventuell tun würde. Es kommt hier

dann zu Realexperimenten mit Personen und ihrer jeweiligen Identität, über

deren Konstruktion sie ein weiteres Stück ihrer Hoheit verlieren. Tatsächlich

kommt es hier dann durch die KI-Verfahren auch zu abduktiven Sprüngen,
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etwa wenn jemandem aufgrund spezifischer, ihr oder ihm vielleicht nicht

mal bekannter Eigenschaftskonstellationen ein Kredit verweigert wird. Dies

ermöglicht zum einen forensische Ansätze der Datenanalyse, also eine über-

zeugende Rekonstruktion von Identitäten aus verteilten Spuren (hierbei kann

auchdas Identitätskonzept vonWhite (s.o.) helfen, siehe außerdemMcFarland

et al. 2016), zum anderen aber auch die Erzeugung einer sensiblen Maschine,

die auf bestimmte Spurenelemente besonders stark reagiert. So lassen sich

aus unterschiedlichenDatenkorpora von Positionen (wowar eine Person, oder

welche anderen Personen hat sie getroffen), über Erzählungen (was hat sie

dabei gesagt oder geschrieben) bis hin zu komplexen Spuren der Bewegung

zwischen unterschiedlichen Kontexten eine umfassende Identitätskonstruk-

tion ableiten. Hier erscheint dann auch die Kontrollproblematik in neuem

Licht; denn wer hat hier jetzt noch welche Kontrolle über die so entstehenden

Identitäten. Die freie Verknüpfung unterschiedlicher Datenströme ermög-

licht dabei Konstruktionen, die der Person oder der sozialen Gruppe, auf die

sie sich beziehen, gar nicht zugänglich sind.DieDatenwerden hierbei in einer

Weise wirksam, die ganz neue, sozial hoch relevante Zuschreibungsprozesse

möglich macht und diese der Kontrolle entzieht.

Der Ansatz von White, soziale Identitäten auf unterschiedlichen Kom-

plexitätsformen zu beschreiben, ist geeignet, um hier die entsprechenden

datengetriebenen Varianten zu analysieren. Die Theorie bietet dabei An-

schlussmöglichkeiten, da sie klar zwischen positionalen und narrativen

Elementen unterscheiden kann, diese jedoch in Beziehung zueinander setzt.

Damit ist die Relationierung zwischen unterschiedlichen Datenmaterialien

schon integriert. White unterscheidet prinzipiell fünf Formen von Identität

mit steigender Komplexität und größerer Reichweite. Während Identitäten

sich situativ durch eine wechselseitige Positionierung bilden und damit die

einfachste Form von Identität realisieren, können diese Positionen in einer

zweiten Stufe in der Form einfache Narrative transportierbar gemacht wer-

den.DieseMöglichkeit kann dann eine Positionierung übermehrere Kontexte

hinweg bewirken; und dieserWeg von Positionen durch verschiedene Kontex-

te ist dann selbst auch eine Identität auf der dritten Komplexitätsstufe. Diese

Formen können ihrerseits wiederum in der Form von Geschichten verdichtet

werden (z.B. als Karriere) und bilden erneut eine transportable Form von

Identität. Schließlich unterscheidet White auch noch eine fünfte Komplexi-

tätsform, bei der es um eine Integrationsleistung geht, die in der Lage ist, alle

diese Identitätsformen in einem übergreifenden Profil zu integrieren. Dies

gelingt zum Beispiel in der Form der Person. Allgemeiner veranschlagt White
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hier den Begriff des Stils, der ein stochastisches Profil beschreibt, dass in der

Lage ist, solche Integrationsleistungen zu vollbringen.

Für die Analyse der gesellschaftlichen Auswirkungen neuerer Formen der

KI sind dabei wichtig, welche Arten von Spuren sie nutzt, was sie daraus kon-

struiert und was davon wieder sichtbar gemacht wird, um etwa als transpor-

table Einheit benutzt zu werden. Dabei ist bedeutsam, dass die KI-Verfahren

auch Positionierungen eigentätig vornehmen, selbst Positionen einnehmen

und Verdichtungen anbieten. Damit verschieben sich Kontrollverstrickungen

und bestehende Positionen von Identitäten, wie z.B. professionelle Iden-

titäten von Ärzt:innen etc. (siehe den Beitrag von Bongert & Schwarz im

vorliegenden Sammelband). KI-Verfahren sind dabei in diese Kontrollprojek-

te unterschiedlicher, sozial relevanter Identitäten involviert und bestimmen

diese zu weiten Teilen mit. So sind mittlerweile Kaufprofile fester Bestandteil

sozial relevanter Identitäten, die aggregiert und über Datenhändler weiter-

verkauft werden. Solche Einheiten bieten jeweils auch neue Kontrollchancen,

die man nutzen kann. Grundsätzlich ist in Anlehnung an Whites Theorie da-

von auszugehen, dass neue Verdichtungen von stochastischen Prozessen, auf

welcher Grundlage sie auch immer vorgenommen werden, immer auch neue

Wege der Kontrolle etablieren und sich somit anderen Identitäten verstricken

und damit, streng relational gedacht, diese verändern. Ist das Kaufprofil einer

Person verfügbar und mit anderen Daten verknüpfbar, ergeben sich neue

Wege diese Person anzusprechen, oder mit diesem Profil zu arbeiten. Diese

datengetriebene Konstruktion von Identitäten ermöglicht also neue Arten

von Kontrolle, indem diese Daten in unterschiedliche soziale Praktiken und

Selbst- und Fremdbeschreibungen integriert werden.

Auch an dieser Stelle kann die Grundidee der Rolle von Erzählungen und

Zuschreibungsprozessen bei der Konstruktion sozialer Relevanz auf andere

Technologien ausgeweitet werden. Diese Technologien gehen immer in Iden-

titätskonstruktionen ein, da man keine Kranführer:in ohne Kran sein kann.

Andererseits werden Technologien jedoch auch immer selbst Ziel von Erzäh-

lungen und ihnen werden spezifische soziale Relevanzen zugeschrieben, wie

man es in bedeutendemUmfang auch imDiskurs umdie neuenDL-Verfahren

beobachten kann.
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Die Skalierungsproblematik in der KI als Reichweitenfestlegung

in Einbettungskonstellationen

Schließlich müssen wir uns der Frage der Skalierung dieser KI-Verfahren zu-

wenden. Skalierung kann hier in zwei Richtungen gelesen werden: Zum einen

geht esumdieReichweite der angebotenenLösungenzwischenSpezialproble-

men und einer allgemeinen künstlichen Intelligenz (AIG), zum anderen geht

es dabei um immer umfassendere Datensätze oder gesellschaftliche Anwen-

dungsgebiete, die für Speziallösungen zur Verfügung stehen. Die Reichweite

ist dabei einewichtigeBezugsgröße,daWhite einAngebotmacht, zu erklären,

über welche Wege die Skalierung sozialer Formationen erfolgt. Situative sto-

chastischeVerteilungen verdichten sich zunächst noch in einer sozialen Situa-

tion zu Positionierungen, die sprachlich zu erzählerischen Einheiten gebün-

delt und damit in andere situative Kontexte überführtwerden können.Gelingt

mittels dieser Überführung eine Verknüpfung von Kontexten, ergibt sich eine

kohärente soziale Spur, die selbst wieder zu einer Einheit verdichtet werden

kann. Durch solche gelingenden Verdichtungen mit Verknüpfungen ergeben

sich Reichweitengewinne.

Schaut man sich jetzt die Anwendungsfelder der neueren KI an, wird

schnell deutlich, dass sie zwar vielfältige neue Einheiten produziert, also

Verdichtungen vornimmt, die Verknüpfung allerdings noch häufig außerhalb

ihrer Aufgabengebiete liegt. Dennoch existiert schon eine Reihe von Versu-

chen, auch die Verknüpfung zu automatisieren und so große Reichweiten

produzieren zu können. An den beiden einführend erwähnten Reichweiten-

problemen von spezifisch zu allgemein und von Nischenanwendungen zu

umfassenden Anwendungen ist jeweils eine spezifische Formdieser Kopplung

von Verdichtung und Verknüpfung zu beobachten. Diese Reichweitenver-

größerung lässt sich ebenfalls häufig in der Form von Realexperimenten

beobachten.DieML-Verfahren laufen einfach und lernen (etwa AlphaZero auf

immer mehr Arten von Spielen) und es wird beobachtet, wie weit sie damit

kommen, immer neue Daten zu integrieren oder selbst zu erzeugen.

Aus netzwerktheoretischer Sicht ist für den ersten soeben dargelegten Fall

vor allem das Einbettungsproblem ein aussichtsreicher Erklärungsansatz. Ei-

ne Einbettung wird nicht ohne weiteres aus Lerndaten direkt ersichtlich und

sie ersetzt häufig Informationen, die nicht in diesenDaten auftauchen.Damit

ist imAnschluss an dieDiskussion zur Identitäts- undKontrollproblematik zu

beachten, dass solche Verfahren immer in schon existierende soziale Kontexte

eingeführtwerden.Esgibt also schonvorgängigeVerstrickungen,die inunter-
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schiedlichen Ausmaßen in die Spezialanwendung integriert sind bzw. deren

Funktionsfähigkeit bedingen.Hierbei ist jeweils zu bedenken, inwelcherWei-

se die Lerndaten diese Kontexte spiegeln, oder integrieren können.Die vielfäl-

tigen Diskussionen um die Probleme von Bias oder das Scheitern von Anwen-

dungen bei leicht veränderten oder neuen Kontexten deuten bereits auf das

Problem hin, dass die Einbettung in der soziotechnischen Konstruktion nicht

ausreichend reflektiertworden ist.Hieraus ergibt sich dann auch für die zwei-

te Reichweitenproblematik eine konstitutive Vertrauensproblematik, für die

Lösungen angeboten werden müssen. Weiterverwendbare Einheitenbildung

muss ihre Fähigkeit zur Verknüpfung diverser Kontexte erst zeigen und nach-

vollziehbar unter Beweis stellen, um größere gesellschaftliche Reichweite zu

erlangen.

Reichweite und Skalierbarkeit sind in der Techniksoziologie sehr grundle-

gendeThemen,wenn es zumBeispiel umdieDiffusion von Innovationen geht,

oder wenn sich ganze gesellschaftliche Formationen auf bestimmte technolo-

gische Grundlagen beziehen, die etwa den Energiehaushalt einer Gesellschaft

(Kohle, Öl, Gas etc.) bestimmen.Whites Netzwerktheorie bietet hier ein offe-

nes SkalierungsmodellmitmehrerenKonzepten,mit denen ein solcher Reich-

weitegewinn beschrieben und erklärt werden kann. Festzuhalten bleibt hier,

dass sich auch technisch realisierte Kontrollprojekte gegenüber anderen Pro-

jekten behaupten müssen, genauer: sich mit diesen verknüpfen, oder von ih-

nen ablösenmüssen, um ihre Reichweite auszudehnen und dabei durch Swit-

ching und Stitching neue Kontexte erobern.

4. Schluss

Die neuenML- undDL-Verfahren,die der Erforschung künstlicher Intelligenz

einen neuen Aufschwung beschert haben, sind durch ihre gesellschaftliche

Relevanz ebenso Thema für die Soziologie, wie auch durch ihren transklassi-

schen Charakter eine theoretische Herausforderung. Auf diese theoretische

Herausforderung sollte in diesem Beitrag scharf gestellt werden. Dabei sollte

deutlich geworden sein, dass netzwerktheoretische Konzepte, wie die hier

vorgestellten aus der Theorie von Harrison White sehr geeignet sind, um mit

diesen theoretischen Herausforderungen umzugehen. Dies liegt daran, dass

die Konzepte zwei Merkmale aufweisen, die eine gewisse Verwandtschaft zu

denMustererkennungsprozessen derDL-Verfahren, die hier imFokus stehen,

aufweisen. Das erste Merkmal ist die explizite Inkorporation von Unsicher-
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heit und Chaos in die Konzepte selbst. Alle Konzepte weisen Unschärfen auf,

die Momente von Chaos und Ordnung zusammen denken. An jeder Stelle

können Muster nur gehalten werden, wenn Kontrolle sich verschränkt und

gerade aus dieser Verschränkung ergeben sich stets neue Lücken, aus denen

Veränderungen erwachsen können. Das zweite Merkmal bezieht sich auf die

Skalierbarkeit der Konzepte. Die Konzepte bezeichnen Muster, die man auf

unterschiedlichen sozialen Skalen beobachten können. Ein explorativer Stil

kann etwa in einer Einzelsituation als Strategie einer Teilnehmer:in beob-

achtet werden, aber auch als Stil einer Person über verschiedene Situationen

hinweg und als Stil einer Organisation, einer wissenschaftlichen Produk-

tionsgemeinschaft, oder einer ganzen Nation. Zusätzlich haben wir diese

Wahlverwandtschaft zwischen techniksoziologischem Anwendungs- und

Theoriebezug auch genutzt, um das Theorieangebot von White techniksozio-

logisch in ersten Schritten zu erweitern. Die Perspektive von Identität und

Kontrolle bringt hier Möglichkeiten ein, von soziotechnischen Netzwerken

nicht nur als Metapher zu sprechen, sondernmit dem umfangreichen Arsenal

netzwerkanalytischer Methoden zu arbeiten.
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