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Editorial

Unter der Leitdifferenz ›Steuern/Regeln‹ (oder auch: ›Steuern/Sichern‹) werden in
der herkömmlichen Technikphilosophie die beiden Operationsmodi ›klassischer‹
Technik gefasst und beschrieben. Dem Gegensatz von Steuern und Regeln kann man
in zweierlei Hinsicht nachgehen: zum einen in der Absicht, die sich seit der neolithi‐
schen Revolution ausprägende menschliche Technik im Unterschied zur »Zufalls‐
technik« (Ortega y Gasset) höherer Spezies oder der Urmenschen zu spezifizieren;
zum anderen mit dem Ziel, das Verhältnis von Technik und (Natur-)Wissenschaft ge‐
nauer freizulegen. Indessen fordern aktuelle Technologien, historische Zustandsbe‐
schreibungen einer technoscience sowie neue epistemische Praktiken die Zweitei‐
lung von ›Steuern‹ und ›Regeln‹ heraus.

1957 hat W. R. Ashby kanonisch formuliert, durch »eine perfekte Regelung« wer‐
de »eine perfekte Steuerung (Bestimmung des Ergebnisses durch den Steuerungsakt)
möglich«. Regelung wird hier als skilled counter-action, als »Blockierung des Flus‐
ses der Vielfalt von Störungen zu den Variablen des Systems« charakterisiert. Dabei
unterscheidet Ashby zwischen einer static defence (einem Containment als Abschot‐
tung von Störgrößen), Konzepten einer in den Systemen implementierten »Reaktion
auf Bedrohung« (»Störgrößenaufschaltung« nach DIN 19226) sowie einer »Rege‐
lung durch Abweichung« (»Kopplung zwischen zwei Steuerungsprozessen/Steue‐
rung des Reglers über die Differenz Ist-Soll-Größe« – ›Regelung‹ nach DIN; seit
2009 unter dem Bereich ›Leittechnik‹ im Internationalen Wörterbuch für Elektro‐
technik erfasst). Es geht also um die Gewährleistung von Erwartbarkeit, Wiederhol‐
barkeit, Planbarkeit, Antizipierbarkeit gelingenden Steuerns durch die Immunisie‐
rung gegenüber Störgrößen. In der »Steuerung« und »Sicherung« hat auch
Heidegger die »Hauptzüge« der modernen Technik ausgemacht; Natur werde da‐
durch zum »Bestand«, über den in einer Weise verfügt werden kann, die nicht mehr
– wie die Zufallstechnik – den Widerfahrnissen und Geschenken der Natur ausgelie‐
fert ist.

Naturwissenschaft klassischer Ausprägung ist für ihre Suche nach gesetzmäßigen
Zusammenhängen zwischen Parametern auf deren Idealisierung und die Ausschal‐
tung von kontingenten Störgrößen angewiesen, also auf das Experimentieren in tech‐
nischen geregelten Systemen (Bacon spricht von »vexatio naturae artis«: technischer
Verzerrung der Natur). Erträge einer solchen interventionistischen Naturwissen‐
schaft können eine technische Anwendung finden. Etwa dann, wenn vergleichbare
Randbedingungen garantiert werden, wie sie in den technisch verfassten Experimen‐
ten gegeben sind. Technik erscheint auf diese Weise als angewandte Wissenschaft,
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weil Forschung bereits angewandte Technik ist, wie Husserl es vielfach herausgear‐
beitet hat.

Fast alle Genealogien von Technik zeichnen ein vergleichbares Bild einer drama‐
tischen Eskalation des ›Steuerns‹ und ›Regelns‹ sowie der (Selbst-)Regulierung
überhaupt in der Technikentwicklung. Sieht man von einigen archaischen Vorläufer‐
tendenzen ab, so tritt in der neolithischen Revolution (Anlage von Äckern und deren
Bewässerung, umhegte Viehzucht, elementare Infrastrukturen fester Siedlungen, des
Verkehrs, der Kommunikation etc.) zutage, wie sich der Mensch partiell von Fähr‐
nissen der äußeren Natur unabhängig macht. Neben diesen Realtechniken sind ent‐
sprechende Intellektual- und Sozialtechniken erforderlich, wie sie die mythische Fi‐
gur der Athene verkörpert. Liegt also tatsächlich im Schritt vom Steuern ohne Re‐
geln zum Steuern mit Regelung eine entscheidende moderne Qualität?

Diese Entwicklungslinie insgesamt wäre – der neueren Einteilung entsprechend –
einer ›Kybernetik erster Ordnung‹ zuzurechnen. Demgegenüber erweitert eine ›Ky‐
bernetik zweiter Ordnung‹ die Systemarchitektur durch Einbezug des Subjekts als
Beobachter des Systems, freilich auf unterschiedlichste Weise: sei es als Teil des
Systems (Bateson, von Foerster, Günther u. a.), der beobachtet, reflektiert und selbst
eine kausale Instanz des Regelungsprozesses ist, oder sei es als mit den jeweiligen
Subsystemen strukturell gekoppeltes psychisches System, das vom sozialen System
beobachtet wird (Beobachtung zweiter Ordnung bei Luhmann). Abgesehen von dem
Streit, wer wie zu Recht das Titelwort einer Kybernetik zweiter Ordnung in An‐
spruch nehmen kann, finden sich auf dieser Baustelle seltsame Auswüchse, sofern
unter dem Container-Wort ›Selbstorganisation‹ als Kennzeichnung für das Prozes‐
sieren des Gesamtsystems nun eine naturalistische Rückprojektion vorgenommen
und alles Selbstorganisierende einer solchen Kybernetik zugerechnet wird (u. a. bis
hin zur Synergetik Hermann Hakens, der zufolge Selbstorganisationsprozesse fern
dem thermodynamischen Gleichgewicht als Geschehen nach einem »Versklavungs‐
prinzip« unter Ordnungsparametern mit hoher Wahrscheinlichkeit vorausberechen‐
bar sind, wobei die Parameter das Systemverhalten – auch von sozialen Systemen –
ursächlich festlegen sollen; problematisch ist hier der Übergang von statistischen
Zusammenhängen zu einer postulierten Abwärtskausalität).

Mit Blick auf sogenannte ›new emerging sciences and technologies‹ (NEST), und
andere Entwicklungen im Bereich der Informations-, Kognitions-, Nano- und Bio‐
technologien, kann nun zu Recht gefragt werden, wer oder was als Subjekt von
Steuerungs- und Regelungsprozessen konzeptualisiert werden kann. Dabei scheinen
die Grenzen zwischen beiden Operationsmodi zu verschwimmen, sofern selbstorga‐
nisierende Systeme Mehrebenen-Systeme von Steuerungsalgorithmen in regelnder
›Absicht‹ hervorbringen und umgekehrt die Bilanzierung eines Gelingens von
Steuerung die Regelarchitekturen selbst verändert. Dies betrifft das ›maschinelle
Lernen‹ – vom überwachten Lernen auf Basis von markierten Trainingsdaten über
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ein unüberwachtes Lernen qua autonomer Mustererkennung hin zu bestärkendem
Lernen, bei dem die Systeme die beste Strategie über eine interne Belohnungsfunkti‐
on entwickeln. Finden diese Technologien in der Mensch-System-Kommunikation
Anwendung, ist die Frage nach dem Subjektstatus angesichts geteilter Aktionsträ‐
gerschaft neu und differenzierter zu stellen.

Entsprechend werden auch im Kontext großtechnischer Systeme sowie der Orga‐
nisation großer sozialer Gebilde und Zusammenhänge die Möglichkeiten einer
Steuerung problematisch, und zwar in mehrfacher Hinsicht: Zum einen scheinen ins‐
besondere digitale Informationstechnologien neue, vielfältige Optionen zur Manipu‐
lation und Regulation von Prozessen oder Zuständen zu eröffnen (zum Beispiel Mo‐
nitoring, Big Data, Profiling), zum anderen scheinen gegenläufige Konsequenzen
derselben Entwicklung (z.B. Datenflut, Akzeleration, Automatisierung, ›Eigenlogik‹
soziotechnischer Infrastrukturen) die Möglichkeiten einer koordinierenden Steue‐
rung zunehmend in Frage zu stellen. Darüber hinaus kann (jedenfalls partiell, in
mehr oder weniger gesichertem Rahmen) damit experimentiert werden, das Steuern
als solches zu minimieren.

Angesichts derartiger Problemlagen wird im Unterschied zu Steuern und Regeln
unter funktionellen Imperativen das Konzept ›medialer Steuerung‹ geltend gemacht
und neu zu bedenken sein: Setzt man doch hier auf einen (gestalteten) Kontext als
Medium, von dem aus Impulse (Anreize, Optionen, Irritationen) an adressierte Sys‐
teme erfolgen und hier Selbstorganisationsprozesse anregen (wie in smarten maschi‐
nellen Systemen), die als Binnen-Selektionsprozesse die internen Systemstrukturen
verändern.

Parallel zu diesen Entwicklungen einer Umwertung von ›Irritation‹ lassen sich
analoge Strategien und Effekte der Auflösung von System-Umwelt/Störung-Grenzen
im Felde epistemischer Praktiken registrieren, welche Ideale und Standards klas‐
sisch-experimenteller Forschung bewusst zu überschreiten suchen: Indem man den
klassischen Weg einer Forschung, die epistemische Gegenstände zu technischen Ob‐
jekten macht, hinter sich lässt, werden epistemische Dinge bewusst dahingehend in‐
szeniert, dass sie störungsoffen und in ihrem Prozessieren irritierbar sind, um auf
diese Weise ihre Relationierung und Vernetzung mit Faktoren einer noch unbekann‐
ten Umwelt zu eruieren, die neue epistemische Gegenstände generiert. Auch hier
scheint die alte Leitdifferenz von Steuern und Sichern obsolet zu werden, da Überra‐
schung intendiert ist und nicht mehr als Störfaktor gilt. Algorithmischen Prozessen
Autonomie zuzugestehen, ihnen zu erlauben, »uns zu überraschen«, gehört zum Pa‐
thos des Einsatzes von Machine learning-Verfahren in auffälliger Weise hinzu.

Im Themenschwerpunkt »Steuern und Regeln« kann natürlich die komplexe Pro‐
blemlage nicht in Gänze verhandelt werden. Vielmehr soll über einzelne Schlaglich‐
ter der Weg vom klassischen Regelungs- zum Selbstorganisationsparadigma in ver‐
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schiedener Hinsicht beleuchtet und seine diversen Diskussionslinien bilanziert und
reflektiert werden:

So eröffnet der Beitrag von Kevin Liggieri zur VDI-Debatte über den Regelkreis
»als universelles Gebilde der Technik« und seinen anthropologischen Status bei Her‐
mann Schmidt den Schwerpunkt. Mit der Aktualität neokybernetischer Ansätze in
der Gesellschaftsanalyse und – dies vor allem – in Politikwissenschaft und Politik
befassen sich Anna-Verena Nosthoff und Felix Naschewski. Ihr Beitrag über den Pro‐
jekttraum, den ›flow‹ zu koordinieren, bietet einerseits einen Überblick und liefert
andererseits kritische, auch warnende Argumente. Wie die kybernetische Problema‐
tik der Bestimmung von Position und Bewegung von Objekten mit Methoden der
Datenerhebung in Mobilfunknetzen gelöst wird, ist das Thema von Florian Spren‐
ger, der das Verfahren der ›cellular triangulation‹ mit Philip Agres Konzept des
›capture‹ kritisch beleuchtet. Ricky Wichum geht dem Verhältnis von Kybernetik,
Systemtheorie und Computer im Frühwerk Niklas Luhmanns nach. Wurde um 1970
dem Computer zugetraut, Komplexität verarbeiten zu können – eine Funktion, die in
Luhmanns Theorie sozialen Systemen vorbehalten war – hat der Systemtheoretiker
bei aller Skepsis gegenüber dieser Erwartung die theoretischen Herausforderungen
des Computers als sinnstiftende Maschine präzise herausgearbeitet. Mit aktuellen
Erwartungen in diesem Bereich befasst sich Michael Herrmanns Beitrag über ler‐
nende Algorithmen, die es ermöglichen, komplexe Strukturen in Daten zu erkennen,
ohne dass eine substantielle Theorie des Gegenstandsbereichs erforderlich ist. Diese
Leistung hat zu weitreichenden Erwartungen geführt, etwa dass Big-Data das Ende
der Theorie darstelle. Eine weitere mit lernenden Algorithmen verbundene Hoffnung
ist, dass diese in der Lage sein werden, eigenständig Hypothesen zu bilden. Herr‐
mann untersucht diesen Anspruch in kritischer Perspektive. Einen medialen Steue‐
rungsprozess untersucht schließlich Marco Tamborini. Er zeigt auf, wie die Evoluti‐
onsgeschichte der Naturformen nur aus der technologischen Entwicklung eines
Formvokabulars heraus konstituiert werden konnte. In dem von ihm beschriebenen
Regelkreis führt die technische Beschreibung von Lebewesen zu einem technischen
Prozess der Formbildung oder Morphogenese, der einen Begriff der Evolutionsbio‐
logie als einer historischen oder historisierenden Technowissenschaft impliziert.

In der Rubrik Abhandlung bietet Christine Blättler eine neue Interpretation eines
Klassikers der Technikphilosophie, dem in den letzten Jahren wieder mehr Aufmerk‐
samkeit zu Teil wird: Ernst Kapp. Ihre Absicht ist es, zu zeigen, dass im Zentrum
von Kapps Werk die Leitdifferenz ›mechanisch/organisch‹ steht, die mit einem nor‐
mativen Gehalt einhergeht. Dazu wird Kapp ausgehend von Kant und Blumenberg
gelesen.

Im Archiv dieses Jahrgangs findet sich ein Auszug aus der zunächst verbotenen,
dann in Vergessenheit geratenen und nun aus dem Nachlass publizierten Philosophie
der Technik von Heinrich Hardensett, dem Spiritus Rector der deutschen Technokra‐
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tie-Bewegung. Für den hier vorgestellten Auszug wurden sämtliche Textquellen des
Manuskripts umfänglich aufgearbeitet und so für weiterführende Lektüren zugängli‐
cher gemacht.

In der Rubrik Diskussion werden drei Neuerscheinungen rezensiert. Dirk Homm‐
rich hat einen kritischen Blick in Spyros Tzafestas’ Kompendium zur Roboterethik
geworfen. Sascha Dickel bespricht Janina Lohs Einführung in den Trans- und Post‐
humanismus und Andreas Brenneis hat den von Eike Gräf und Philipp Otto für die
Bundeszentrale für politische Bildung herausgegebenen Band zur Ethik der digitalen
Zeit für uns gelesen.

Die diesjährige Kontroverse beschäftigt sich mit dem Thema ›Roboter-Ethik‹. Mit
Susanne Beck, Bruno Gransche, Eric Hilgendorf, Janina Loh, Catrin Misselhorn
und Thomas Zoglauer haben wir sechs Expertinnen und Experten eingeladen, den
möglichen Sinn und Nutzen einer Roboterethik zu diskutieren, um in der Auseinan‐
dersetzung offene Fragen, kontroverse Punkte und Argumentationslinien der aktuel‐
len Debatte sichtbar zu machen.

Anlässlich der Big Data-Stellungnahme des Deutschen Ethikrats kommentieren
Michael Nerurkar, Christian Wadephul und Klaus Wiegerling den Gebrauch von
Metaphern in technikethischen Diskursen. Die Autoren mahnen zum einen zu sach‐
licher Angemessenheit, da das Verständnis vor allem transklassischer Technik maß‐
geblich durch Metaphern und Vergleiche beeinflusst werde. Zum anderen erläutern
sie, inwiefern als unpassend geltende Anthropomorphismen in diesem Bereich
durchaus zweckdienlich sein können.

Eine Glosse von Kai Denker über Verschlüsselung schließt das Jahrbuch ab.
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