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The necessity and value of models shaped in the human mind
in order to support understanding, activities and their control
are outlined and mapped with respect to their function in
knowledge organization and representation. Advanced under-
standing of modeling appears as a challenge and chance for the
futuredesign of dynamic, learning classification systems, evolv-
ing together with the systems they represent, as well as with
their environment and theirs users. (KO)

1. Introduction

Our reality is perceived as filtered through models we
shape in our minds. Conversely, our reality also shapes
us: our ideas, hypotheses, thoughts and, last not least, our
actions. Models coin our intentions, the patterns of our
value network, the ways to control our actions.

This was known to philosophers of all ages, who in this
connection have spoken of visions (religious), of ideas
(PLATON), or of patterns and categories (KANT and
modern epistemologists). Recently, e.g., MATURANA
(Systems Biology), GADAMER (Speech Act) and others
may be named. Under conditions of rapid and deep-rooted
change and growing complexity, modeling itself becomes
subject to sophisticated hypotheses.

Moreover, models decide on our chances to survive and
to evolve. As we are learning from imminent ecological
problems, models further viability only under the precon-
dition of accordance with our contextual life base.
Undistorted communication and learning is paramount
for adequate prognoses in order to plan and to control the
environment. Models have to be structured and coherent.
They arc to incorporate the interfaces within the whole
network which constitutes reality. A model, therefore,
will be understood as the representational system consti-
tuting the interface between man and his world. Classifi-
cation appears as the partial system of intentional knowl-
cdge ordering within a model.

Why this fundamental approach? Well known are the
phenomena of increasing complexity and dynamics
(dynaxity, as RIECKMANN namecd them). The free space
available for system modeling narrows down. So docs the
chance to preserve system’s viability. Still prevailing
deterministic/linear models prove inadequate. They are
to be complemented by concepts of creative chaos, of self-
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ceptual modeling.
organization (SO), of fractal gcometry and ‘fuzzy’ sys-
tems in gencral. This recent development seems to estab-
lish a constitutive model analogy throughout all disci-

plines. It proves valid also for a general model of classi-
fication.

A few basic aspects of the overall theme will be
discussed focusing on representational systems capable of
evolving. Advanced understanding of modeling appears
as a challenge and a chance for the future design of
dynamic, learning classification systems, which will evolve
together with the systems they represent, the cnvironment
and the user.

2.0n Unity, Consistency,Coherence and Recursiveness

The world probably never was what it is said to have
been once: in our times very much so. With the insight
into the necessary reconsideration of the hitherto preva-
lent ‘Weltsicht’ a new hypothesis of the unity of the
world: unifying recality, representation, consciousncss
and modecls gains strength and corroboration. Through-
out science basic structures are now being contemplated:
their consistency, their coherence, their recursiveness
within constructions, processes and representations is
discussed. Though notimmediately focusing on that topic
this paper is intended to be a contribution to this unifying
approach.

3. Classification as a Representation and a Model

To remind the reader of the trivial: Classification is
always a means to an end, is always driven by intentions
and dirccted toward or attracted by a goal. Classification
is designed from the existing situation and its inherent
nceds. Otherwise it would serve the user badly; it would
prevent optimal problem solving and the furthering of
well-planned steps toward goals to be achieved under
conditions carefully preset. Moreover, to do this, classifi-
cation must mirror the specific properties, the structures
ofthe objects classified. Change and dynamics have led to
a crisis of modeling. They have produced a need to
reconsider hitherto successful linear/deterministic ap-
proaches. The necessity to rethink exists also in classifi-
cation where it applies to basic concepts, knowledge
ordering, retrieval systems and operations.

Why is this so, and to what lengths? And, do these
mainly static requirements really represent all prerequi-
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prehensive and general frame of reference is the system of
man perceiving and interacting with his world and with
himself. Any interrelationship is not direct, but mediated
by a representation, e.g between observer and the object
observed and, in self-reference, between the observer and
himself. Any representational interface is called a model.
The order contained in a model as well as the process of
ordering is named classification. In short, CS are under-
stood as the order structures of a representational inter-
face. CS then govern our behavior in the widest range:
material/energetical, perceptional/informational, rational
and cmotional, formal and intentional/value oriented:
hence in the totality of all aspects important for the
preservation of life and for evolution.

This essay on CS is aimed at the actual requirements,
that is: the preconditions that all action shaping represen-
tational systems must meet if mankind is to survive or,
less dramatic, if man is to achieve or maintain an accept-
able civilizational/cuitural level. We have roughly out-
lined them in the preceding paragraph. To achieve and
to maintain means to induce, to react to and/or to control
change, means to cope with the combined dynamics and
complexity, which RIECKMANN named ‘dynaxity’. It
seems feasible, then, to approach representational sys-
tems (RS) within the structural aspect of order and
shaping order, that is, of models and modeling under the
conditions of dynaxity. The precise meaning of the terms
will evolve incrementally with the proceding argument.
To begin with it will be sufficient to recall the colloquial
meaning of model as a representation distinguished by
context and intension of man and ‘his’ world inherent in
a modeling subject.

Taking into account dynaxity it scems both advisable
and necessary to go ‘back to basics’. The change we are
experiencing is too fundamental, affecting as it does,
personal, social, political and even scientific life, to
permit us to remain at the surface and at the level of what
has been agreed upon so far. Hence the retreat to general
systems and systems modeling in scarch of the vital
aspects for the re-understanding of classification, opera-
tion and frame. Or the other way round: systems modeling
will provide for the concepts of synergetics, of self-
organization, seen here as order principles to be applied
to modeling and classification.

4. Modeling in Order to Cope with Dynamics and
Complexity

As epistemology and linguistics have claborated, rep-
resentations consist usually of many layers, hierarchi-
cally ordercd and meshed into networks. As for size and
quality, models cover the whole range firom simple pat-
terns, e.g. to catch a fly to slightly more complex ones as
c.g. those to save the world; from actual, concrete ones to
most abstract ones. As will be explained later in more
detail, modeling is, by powers of verbal language, not
bound in principle to any limits of our ‘reality’ (rather -
sce above - to those of language). Notwithstanding the
various sorts of possible objects of modeling, what would
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amodelofamodellook like? That can be directly derived
from the initial model of a representational interface.
Following the categorial structural elements of a system
it is possible to distinguish between the model’s internal
structure and the contextual environment with its particu-
lar properties.

(a) The context of any modeling is the total system of
interaction of which the model is a part. It includes the
physiological, linguistic and mediating prerequisites for
perception, expression and communication. As men-
tioned before, the model is the connecting, - i.c. the
filtering, pre-cvaluating, transferring, shaping, control-
ling, etc. - interface between the observing and the
observed system. Of crucial importance for both the
emergence of and the coping with dynamics and complex-
ity, here of the environment, are the models for problem-
solving and goal-setting, and among them the self-refer-
ential models. The self-referent model man has built of
himself forms, among other things, his action patterns,
his ethics. The models which he has acquired by learning
(or inherited, here there are some difticulties), therefore,
for decision and task solving methods decide upon his
long-term overall success. At this intersection the quests
concerning epistemology, cognition, experience, thought
and action arise. They will be dealt with in abbreviatied
form when we investigate the complementary internal
structure.

(b) The internal structure of a model in reference to the
‘reality’ perceived centers around the always analogical
nature of any mental or other representation. A tenden-
tially dcterministic view, including of induction and
deduction as the chief methods of conclusion-drawing,
has been dominant from the Renaissance on. Since,
complementarily to deduction and induction,
G.BATESON proposed abduction as a further mode of
conclusion-drawing, the scicnce of science has started to
go back to the underlying analogical forms of conclusion-
drawing. (Particularly the quantum approach in physics
has shown that determinism might be seen as a special
form of analogy.) From various sides and researchers -
c.g. STACHOWIAK (philosophy), MATURANA/
VARELA (systems biology, epistemology) or
D.BICKERTON (linguistics) ithasbeen shown that there
can be no direct experience of reality. We perccive
exclusively via internal representations. Transferred to
models: there is no original, only a network of models.
The actual representations occur internally on different
levels and are mediated by different media: sensory,
language, sound patterns, visual representation systems
such as geometry, or symbols.

(¢) Both the contextual and internal properties of a
model shape, if noteven completely control, our behavior.
Stable models are responsible for the contingency of our
actions and of our environmental and internal structures.
Models are sclf-referring circles and, when the time factor
is introduced, a process symbolized by a spiral, a helix.
The appropriateness of models in that dynamic, self-
referent respect becomes the decisive base for successful
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action. Behavior determined by classification, involve-
ment and evaluation of inputs or intensions must result in
an interaction, the outcome of which sustains viability
and eventually leads to a broader life base. Modeling thus
decides on adaption and control. One of the main ques-
tions, therefore, refers to the space allowed for individual
or species-bound representational flexibility in a given
situation. [Hlow muchlatitude is allowed for prognosis and
goal-setting, for problem-solving approaches, for the
modes of mapping and for choosing the medium to
represent by?

Cognitive sciences, epistemology and linguistics have
contributed to this general background of modeling. The
discourse is still vividly in flux. To my knowledge,
STACIHHOWIAK’s standard volume from the sixties,
stimulated by the then challenging cybernetic approach,
has not been followed up by a similar comprehensive
attempt. At the moment research still seems to be busy
restating up to now only superficially investigated topics
- c.g. problem solving and the basic research of DOERNER
- and to prepare the foreficlds e.g. in epistemology. A
discourse or dialogue is not always casy to distinguish,
since deep-rooted modes of thinking and conclusion are
called into question. A good example is represented by the
biased discussion around Al, especially in its stronger
hypotheses.

Variatis variandis the above reasoning proves valid
also for classification. We classify in order to accomplish
tasks, to cope with problems, to achicve goals: in sum-
mary to survive and, in the long term, to evolve. This very
striving for achievement in general gives impetus to
dynamic developments, to change and to evolution. These
innate necessities must lead to cver more complex struc-
tures. Dynaxity drives itself to ever higher levels. One
cannothelp remembering the biblical story of the tower of
Babel. Is there a way out other than by exhaustion and
catastrophe? llistorically as well as systematically we
have arrived at a critical phase, where dynamics and
complexity exponentially drive ecach other on. It is, by the
way, not without consequential irony that modeling and,
with it, classification are troubled by the very paradigms
they sired themselves, that is linearity and hierarchy and,
more often than not, context-free progress. Facing now
the quest for a model, for a classifying mode able to cope
with dynaxity, our situation resembles much that of the
sorcerer’s apprentice. When overwhelmed by the ghosts
he evoked so busily, nothing clse was left for him but to
cry for the master. Which is, in parentheses, for classifi-
cation the necessity to go back to the roots. To comply
with this quest effectively the process of modeling the
nature of dynaxity needs to be inspected more closely.

Dynaxity cannot be restrained to well-defined arcas or
to parts or levels of the system concerned. As we know
frombiological growth, initially smallisles of complexity
grow into ever larger and more complex systems. What
happens some 5000 km from here may have effects on us
rather soon, given a high degree of dense connectivity. If
for cxample level F of a nutrition chain is changed this
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will effect any other level, up and.down the hlcrarc.hy.
This may happen instantly and be directly observable; (I)r
the cffects may, after a long margh through the w'hocf
system, show much later and in quite un(—:)'(pccted p‘ldC('}s
far from where they originated. Complexity means that
direct, linear reactions are the exception and non-linear
impacts on any partof thesystem rather the rule. Not only
the internal structures of the system change, but also thc
effective scope of the system in toto 'c‘hz]ngcs, 2‘IS do I.ts
implications on neighboring systems. ['his holds true, in
addition, for all future interactions. To control dynaxity
by means of normal controllin'g only generat‘eshrntut)rrlc
dynaxity. Ashby’s law of requisite variety states t (;17 0(;‘
controlling system should possess at least one ](])Vrdc’rl‘he
complexity above that ofthe systf:m to be controlle : i
situation reminds one strongly of the contest bet'wecn (i
hare and the porcupine. Pynaxity has always arrived long
before. . ]

When condensed into a checklist or drawn in a g‘raphc
figure the foregoing paragraph presents: a modlcl‘;r)i1 co;z;
plex and dynamic systems. The propcrqcs CXt}I;dL 3 .drc «
mainly to the need to control dypaxn'ty. I 1% 1, lzm
happen by chance. Models can, a.rbltrz.mly butduir‘xg,r; i
to the quest for viability, be di}/ldcd into mo cls oithin
system in general and models oft.he ‘contr(.)l s}l/?t'cn:i w -
this system. Classification is, l?y its mtcntlon:; ;1r1W(')trhOUt
ing character, the core part of a control mo lel. Wi out
classification there is no conscious‘orga.mzatlo.n nor g’f).‘
setting, planning or control. Seen functlonal.ly. t‘hc n:dl;z
function of classification is to serve as f)r‘dcn{'l.g 'struc L
for control models of systems. 'l‘h(.—: crisis ot_ madc_(‘l.u‘atcf
institutions we are suffering from right now ‘1s a‘crlsls‘ (;t
concepts how to order as well as to C({ntrol‘ ‘st‘ruc'turc's.nd
is not by chance that the problems of description a
control of models range on top.

5. Paradigmatic Models of Con'sequence: Perception,
Behavior and Learning/Evolution r
‘Models of Reality Shaping Thought and Actllf)r}t, t}l;c
title published in 1984, poscs ina nutshcll‘whz}‘t‘ms chz
claborated as follows. Is therc a S('lt of bé‘l?lc m(z’v o
concerning man in his world, and whfch 'o‘ncs dr'les1srzlmin ;
respect crucial? How did they Char.lge in h'mtoi,y;t‘ o C;D
paradigmatical featurcs for their time? If t'hedd er = the,
what paradigmatic forms ofkey 1’n‘odcls will omm;istinc-
understanding of classification? ] hough a propcr d o
tion will not always be possible We sh.oul(.i keep in mtI, y
the subdivision into contextual and mtema}ly‘ oriente
models and into those of object and control systems. .
h man in his world and his classi-

e e i in models will be discussed:

fication of his world, three ma
(a) perception, (b) behavior and (c) the C(?nt(rial' p:;f:::?_
enon of learning. They arc punctually an ar‘l ; 'y
chosen here, rather than as we]l—dcﬁncd. parts 'Odc(l)r;‘
ontologic/phylogenetic model of 'the wgrld Vm tot:) clﬁd o
life and man in general. Discussion will be ccnfcrc i
man. Any questions arising, ¢.&. if there are preforms

Knowl.Org. 21(1994)No.1

H.LockenhofT: Systems Modeling for Classification

consciousness in animals or even in prelife forms, will
have to be discussed elsewhere.

(a) Perception. To be is to perceive. Perception ex-
presses fundamentally awareness: of a world through its
impact on the sensory apparatus and the perception
triggered in the representational system of the brain.
Perception is always an indirect representation of what
has been filtered through the sensory organs and evalu-
ated by the data-processing circuits of our nervous sys-
tem, mainly the brain. In a last step the input thus filtered
is attached to inner patterns which we become aware of as
‘our reality’. There is, to confirm it, no dircct connection
between reality and perception. MATURANA/VARELA
havededuced this convincingly from the systems biology
approach, D. BICKERTON from linguistics, to name
only the known more recent rescarch.

The consequences of this model reach far into the
science of science. If perception is always representa-
tional and intentional, is always the result of an evalua-
tion, is always a model born from a representation of the
n’th order, then propertics like ‘objective’, ‘rational” or
‘universal’ can be understood in a special, restricted
meaning only. A model also must always be seen as a
means to an end, i.e. to the survival and the possible
evolution of the system which gencrated the representa-
tion. ‘Objective’ means: appropriate under the aspect
of.... A reasoning may be called ‘rational’, if the sct of
prerequisites to think and act from is in accordance with
a specific view of the world in general and with input-
output efficiency in particular. Furthermore, a model is
never isolated. To allow for the personality to constitute
a coherent unity of all representational systems
(NIETZSCHE would perhaps have incorporated this ar-
gument into the principium individuationis) each single
model is connected with each other model and with the
‘gestalt’ (see J. ZELGER ‘Sprachliche Gestalt”). Gestalt
stands for the unity of consciousness, for the coherence of
evaluation and the correspondence of operational modes.
These are in summa necessary prerequisites of reason-
able and, in terms of survival, successful behavior. Again:
the principal coherence of perceptional models is the
prerogative of individuality, of personality. The same
phenomenon indicates the necessary togetherness (not
quite in the sense G.PASK uses this term) of each
individual with its environment. To be able to survive,
that is to evoke predictable reactions, one has to share the
essential models with his environmental partners.

These seemingly trivial questions present basic chal-
lenges to cognition, to science and to epistemology. The
search for universalities is only one of arbitrarily numer-
ous queries. Physics is looking for the ‘Weltformel’, and
classification never quite ceased to strive fora ‘universal’,
comprehensive approach to classification principles. The
rules of modcl building may well present an approach to
achieving more transparence concerning the universalitics
or the general laws governing classification. The layman
in classification sciences may be allowed to point to the
mutual benefits to be expected if classification is ad-
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vanced from the modeling side. What appears trivial in a
first, superficial attempt will perhaps contribute to re-
fined understanding when explored in depth.

For flexible adaptive or evolving interaction the amount
of available latitude that is allowed and/or necessary for
representational systems is decisive. Under what condi-
tions must classification be how fuzzy in order to be
flexible enough to express shades, nuances and gradual
development? Would it not be advantageous if classifica-
tion could indicate chances and dangers, identify thresh-
olds, support an carly warning system? [ow precise needs
classification to be in order to classify referring to an
intended accuracy? From which modeling principles can
it be decided whether and to what degree a classification
must be suitable to build interfaces to neighboring orders
of knowledge networking? What principles will provide
for the ability to build networks? Which ones will further
communication between classifications systems? These
questions are seriously to be reconsidered in the age of
information explosion and of ever more sophisticated
information processing and information compressing. 1f
not for better efficiency, then at least for better transpar-
ence, classification should take them into account. Model
building alrcady does so.

(b) Behaviour. Beginning with K.LORENZ,
I.J.J.BUYTENDIJK and many others, ethology has clari-
fied the rules and models which, in our understanding,
behavior is governed by. Against the species as the point
of reference behavior is shaped and controlled by both
innate models and, within the limits of heredity, of
models acquired by learning. Simplified here, the nearer
these models are to the essentially and basically life-
preserving phenomena, the more they seem determined.
The more preservation and evolution crave for for flex-
ibility, the more space for learning is allowed. What in the
context of perception appeared as flexibility of view, i.c.
of evaluation and attachment of scnsory inputs, now
becomes changeability and flexible behavioral control.
Behavioral models are open to adaptation, individually
or, for a spccies, for a given situation or in the course of
genetic evolution. They openorclose dangersand chances
for short or long term development.

Behavior even in its more simple form tends to be
highly complex, since it is interaction with the environ-
ment. One might reverse the hypothesis of learning by
doing (VARELA): Behavior in its not strictly automatic
forms is learning, is flexible reacting/interacting, is
adaptation to environmental conditions/responses. The
models behind it, whether genetic or individually ac-
quired, determine the life chance of the individual and
delimit the development of the species.

Examples for applications to classification from daily
lifcare abundant. Models as well as classifications consti-
tuting our social security system are notoriously static and
inflexible. They classify participants, cases for action,
prerequisites for transfer, etc. inflexibly and without too
much connection to reality, especially concerning the
behavior they impede or encourage. In consequence they
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have become increasingly complex and inefficient.
Scarcely anybody understands them, everybody tries to
misuse them in his own favor. - As a teacher I am often
stunned to what extent the ‘world’ of my students is
determined and tixed by their socially adopted and profes-
sionally acquired views. An engineering student classi-
tics mostly in deterministic terms. He has considerable
and lasting problems when introduced to the non-deter-
ministic, rather fuzzy world e.g. of business economics.

Moreover, the models in the background of our classi-
fication systems predetermine the potential of cognition
and learning itself, of problem-solving and possible goal-
tinding in the actual order system. How developed is the
ability to distinguish, how dense is the possible network
of preassigned relationships and, most important, how
flexible is the changeability of the models themselves?
Faced with those questions it seems but natural that
simplified modeling attempts like many of those initially
(‘and still?) employed by Al as e.g. that of the General
Problem Solver (GPS) cannot lead very far. This applies
to the whole set of fundamentally linear and mechanistic
models as e.g. the behavioristic approach of stimulation
and response. It remains an open question whether these
models can be sufficiently differentiated to overcome this
basic deficiency for simple applications. Personally |
doubt it. For example, nco-bchavioristc methods as Neuro
Linguistic Programming (NLP) prove valid only so far as
the original linear approach will carry. In the actual case
NLP only manipulates the perceptional patterns in order
to control opinion building and decision making. As far
as | can see all deterministically basic models of behavior
will, being only superficially effective, be dangerous.
They tend to manipulate; they do not support life preserv-
ing communication nor control in favor of free develop-

ment. Insofar sterile, they will more often than not
mislead and destroy.

Excursion: On Ethical Models.

If models arcalways - if not consciously, then anyway
per sc - intentional, then any model of behavior is subject
to cthical evaluation. The cthical questions opening up
cannot be followed here in detail. However, the ethical
implications of modcling reach back as far as conscious
modeling itsclf. The discussion between technologically
or otherwise inspired views of the world (Weltbilder,
Weltanschauungen) is still influential, as e.g. between
that of DESCARTES in the French argumentation and
morc idcalistic ones - beware of HEGEL and in particular
of someofhisfollowers, too. Soare controversies between
all kinds of ....isms. Basing ¢.g. on H.-G. GADAMER, J.
HABERMAS more recently hypothesized what can be
called a behavioral ethics on the basis of communication.
lle asks for ‘communicative behavior (action)’
(Kommunikatives Handeln). The principal argument
proposes that any social behavior should be open and
dirccted to communication, that is: to dialogue and dis-
cussion. In this way, antagonism, quarreling, and fight-
ing arc to be prevented. This in essence old philosophical
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argument has acquired a new actuality throy;:j,h the domi-
nance of the mass media, through scientifically based
methods of advanced manipulation and, ir.1 recent years,
a general readiness to use force for one’s interests.

Strong impulses for ethical rules, for d?limitations dncli
positive quests, originate from the various e(':ologlca‘
movements. One of their most favorite models is thatf)f
Gaya, of the whole world as a ‘living s'yst'cm, and ot'a
corresponding classification of‘what is 1mp0rtzfn‘t ;‘n
ecologic action. Variatis variandis the old as well' a? ttc
newly emerging ethical models should be subject to
critical scrutinizing as to the direct and .t!\c loqg‘te‘rj’?
implications on the life-sustaining qualitics of soua
behavior. Well known is the quest for technology assess-
ment, which may serve as a basic example. A_modf:ll ior
ethical questioning would, as it is donc_herc, f1rs:t a's (‘);
the trangparence of risks and chances inherent in a n(lz "
technical application. The consequences arc th(;r(lj cvat rl,c
ated against the framework of value sys:tems vali ' in b
given case. From these, finally, conclLfSK.)nS are dl‘dVYﬂ a‘s
to the desirability, to the necessary 1m"lltS, prccgutlon;,
cte. As e.g. the controversics concerning gcnletilc. tec ,5
nologies show, this process, as any cthical eva ua(;wn, 7
not free from bias - ¢.g. ethics versus economy -an pror'm‘
to ideology. More generally any idc(‘)logy may 'be scil} d?
an ethical model. At least most 'of them cl‘z§1m .e‘t 1c¢:1
origins and ethical goals, mostly in terms ot:]‘ustncf d[‘]‘
general ameljoriation of life conditions, that I; Proé,fcsg;
social togetherness etc. No wonder one has ‘ccomz 13
must become very critical when evalgapng tbosc m(i1 T
of evaluation. Beware especially ofr_lgld ethlcgl nt:() cls;
they fatally tend to prescribe in detail h(?w tobe .ap;‘)y“.

Following a ubiquitous tendency to'forfnal thc;gtmiz
approaches - HABERMAS’ Commu‘n)cat‘lvc'; t ; ‘Sr:md
but one example - the formal preconditions 0 C tl:c o
cthical models arc investigated. \fV‘ell knowr{ lsl c o
ceptof ‘strategical’ ethics. L KAN! ’s catc.golmd ‘(fi“ll) 1
tive can be ascribed to that class of behavioral mo ’c;l.‘t
main focus is the short, middle or longterm s_usta!lr‘l}:l‘ i (:IZ
in respect to life and evolution qt bch:xyxor.f Chc': 5
Shaman models, the models of .WItchcraft,' f)k i E,Sic
Strategems etc. are of renewed m‘terest. L'ac‘ I:) Ii‘chc
orientations and/or need for ideologle‘V Welt‘"'“; ‘f‘“c o
complements blend here with cscapism and a desir
easy methods of achievement.

A most simple example as to thee e e,
formal classification rules is the casc of dua I‘}]" % vl
good or bad, no in-between - as opp0§cd to the class e
tion which allows a tertium datl.ll‘. F‘or cicar(r;:x;é E}CE) e
philosophical discussion on logic, fortrlndlf, Lo
otherwise. Again, this inquiry Into the do'rllnd o
value relationship deserves well founde “-nd =
positions, otherwise it will prove treaphcrot:; aﬂ)“OWing‘
tive. This guaranteed, the approach 1s l‘)’vor 4
Not only the Khabbhala uses the num -tersbuildahighl}'
formal graphic/geometrical relationships! peileioal
sophisticated system of beliefs and rules

thical implements of
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rightly. Algorithmic models are very near to, or casily
turned into, mystic models.

To lead back from ethicsto dynaxity of behavior: there
are some attempts to connect ethics to complex behaviour
when explaining the factors reducing behavioral com-
plexity in an institution. Institutional choices, the choice
of the structural setup and the appropriate rules and
regulations, can be assigned to an ethical quality. A good
example is presented by models of leadership and man-
agement in business institutions. A tournament of differ-
ent bargaining strategies has led to an interesting result.
It proved that a strategy called TIT FOR TAT was the
most effective in the long run, since it accentuated coop-
eration and mutual benefit. Or: some forms of statc
constitutions seem to be more effective in securing living
space for its members than usually and are therefore also
judged to be more ethical. On the basis of such a judg-
ment, and complementing a certain model of social man,
amodel has been drawn up of what was called “Strategical
Ethics’ seen from the point of preservation of life and
possible evolution. Naturally, this is a much shortened
and simplified account. It might, however, be well ex-
panded into the domains of constitution, justice, etc.

The feature shared by all successful models is, besides
the allowance for communication and cooperation, a
general tendency to accept or even to further free domains
of behavior and development. Or, in negative terms:
central rules and regulations and other presriiptions,
which reduce freedom of choice and adaptation, arc to be
kept at the minimum necessary to cnsure the identity,
autonomy and cont'r uity of the system. They leave as
much latitude as possible for sclf-organizing behavior. In
my opinion, thercfore, many an argument speaks for
models based on synergetics or, more generally, self-
organization as the only ones capable of effectively cop-
ing with complexity. Effectiveness here is evaluated in
terms of long term efficiency, i.,c. essentially of the
system’s ability to open up, not to close new domains of
action, new chances of evolution. Only thosc models can
cope with dynaxity in a non-reductive mode which open
chances creatively and do not lecad to dead ends.

The sclf-referential, self-organizing ability is also the
decisive factor to cope with fuzziness or to remain flexible
and operable under conditions of rapid change. Among
various promising approaches to self-organizing models
the afore-mentioned ‘synergetics’ may paradigmatically
be singled out. Developed by H.IHHAKEN it was originally
derived from the behavior of physical, namely laser
systems. The model now is most successfully applicd to a
wide varicty of complex dynamic systems. A typical
example for the growing tendency to apply it to the social
domair is 1 dicated by the title of W. WEIDLICH’s recent
publication on ‘Physics and Social Science’ - The Ap-
proach of Synergetics’. Other attempts originate from the
anthropological sciences (R.FISCH) or philosophy, epis-
temology (S.J. SCHMIDT) or practical philosophy (sec
the contribution by J.ZELGER to this conference/in this
issue).
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Quite an abundance of possible transfers to classifica-
tion seems obvious. Linear, determined classification
schemes are effective when simple and static structures
are at stake. Cases lacking dynaxity, however, increas-
ingly become the cxception. The touchstone for a classi-
fication conceptishoweffectively itcan handle dynaxity.
As TH.BALLMER and R.UNGVARY pointed out sev-
cral years ago already, a ‘generic’, that is evolvable
classification concept is paramount to serve complex and
dynamic purposes. These attempts from the early eighties
have, to my knowledge, not been continued. The learned
classification experts will be able to explain why this was
not done and which lines of current research resemble
more closely a self-organizing, a synergetic or a similar
approach. From a modeler’s view the ‘generic’ classifica-
tion presents but a first try, since it seems still closely
bound to the semiotic properties of language, syntactical
and semantical. It must be carefully investigated if this,
the language being the very representational system,
necessarily ought to be so. At least in parallel an investi-
gation is proposed, if classification does not necd a still
more general basis, of which semiotic structures are only
a part. Behind the postulation stands the opinion that a
classification must not be secn as a more or less isolated
system, containing objects to classify and systems of
aspects, etc. in order to put them retrievably into a goal-
oriented order. In addition, it must be seenasthe ordering
part of a comprising system of information controlled
action, enclosing the environment and the user. An
inquiry intothe latest results of the (quickly progressing)
theory of order may prove rewarding.

Any order, any representational ordering system of
higher order like classification is sensible insofar and
only insofar, as it serves the user well. This 1s trivial. But,
the layman suspects, not all such trivialitics have yet been
identified and answered by suitable CS. In short, with
respectto the requirements forthe aforementioned dynaxity
models, CS should be synergetic or otherwise self-organ-
izing in design. This feature includes that the user and
his/her environment are a constitutive part of any such
CS. Which, in turn, calls for equally constitutive commu-
nication between user and objects and the classifying
ordering system. T'o venture a paradigmatic analogy from
synergetics: The (human, creative) user must be or pro-
vide the slaving, the ordering principle for the process of
creative information processing. The function of a CS is
not to facilitate mere information retrieval and/or infor-
mation processing. It has, in addition, to provide, by
confirming information, the chance to find related new
information (or questions leading thercto), seen from the
user’s point of informational needs. This must be done in
such a way that the user may creatc new pragmatical
information, i.e. information oriented to creative applica-
tion, e.g. to problem-solving and goal-finding. This can
be effected only by flexible communication betweena CS
and its user. Moreover, a CS must be a communication
partner not only inrespectto a flexible syntactic structure.
It needs, in order to cnable creative dialogues, to contain
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semantic information as well: mcaning, opinion, pur-
pose. All in all this conceptofa comprehensive modeling/
classifying system fits neatly into the general model and
modeling process proposed initially. (For an elaboration
of this topic, see J. ZELGER).

Will EDP programs in the futurc be powerful cnough
to supportsuch a dialogue (or even discussion)? What will
the basic model of such a representation of meaningful
patterns be like? Very probably there have been made, if
only partially and perhaps hidden under dominating
other aspects, uscful attempts to this end. It remains to
build a functioning model of a self-organizing, meaning-
ful and communicative classification system: containing
objects, user, respective environments and the classifying
order system.

(¢) Learning/evolution. Not unexpectedly fundamen-
tal reasoning on representation and modeling leads to the
procedural approach and in the end to the core process of
life: to learning. If representation is the mode to get an
operational picture, that is, one appropriate for life-
preserving behavior, then modeling is the mode to decide
on the important structures and meanings attached to
them within that landscape. Models may be seen as
mappings in a secondary representative process. They are
the signs, the symbols, the alphabeth of the map drawn
from the landscape perccived, the scales for evaluation
and priorities to choose and to decide from. Following D.
BICKERTON and, in analogy, MATURANA/VARELA,
we term the medium of that secondary representation of
the primary (perccived) representation: ‘language’. The
phenomenon of language as such has been purposcﬂ‘”y
omitted so far. The reason is that the most important
function of language, representational learning, is intro-
duced here, that is especially constructional learning.
Language, since it makes constructive learning, possible,
is the decisive step from a living system, animal oOr
hominid, to self-conscious man. For most practical pur-
poses, to which we must limit ourselves here, the medium
which classification of knowledge makes use of is verbal
language. (Pictorial language is alanguage without tonguc
(langue) and a secondary representational system quite by
itself, following an essentially different semiotic. It seems
notnecessary hercto reason about the possible non-verbal
forms of thinking and of self-consciousness.) Modeling
and classification for all practical means can be defined as
ordering following the laws of language.

As K. LORENZ put it succinctly: to live and to evolve
is to feed oneself order. Quite correctly the sentence may
be transferred into: human learning is modeling in the
order of language. Or in reverse: the acquisition of new
parts of structures and their incorporation into existing
Pattcrns of perception, behavior and, concommitantly,
Into existing representational systems, mainly language,
we call learning. The outcome of a learning process is
then: new models to cope with the dynaxities of reality. Or
morc generally: Learning, constructional learning is the
model to evolve creatively new models.
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In order to understand better what modcling-mez‘ms,
and what queries may follow frorn that for c]as?l‘f{ca(:ut);,
it appears paramount to inquire 1'nto the proc?ss ldn : i
respective modes by which learnlpg takes plaf,‘e: n ordcr
to acquire and to assign information to an cx_lstmg (’)r' e
and to relate meaning to meaning structures, _mf(?rmatlon
theory distinguishes threc main c-lassfcs: .co‘nhrr'm.ng, ?cw
and pragmatic information. Conhr.mmg mfor‘mc}tlon'u‘)n—
tributes to continuity and stability. N‘cw mformat'nog
furthers development into ncw areas of knowledge an
stimulates pragmatic informatiop fhrough new cx?crr;
ences thus acquired. Pragmatic l.nform'atlon, bOf‘l"l ‘ri)h
experience, from dialogue and dlSCUS.Slon, contams‘ tc
creative element arising from the cqurlcnccd‘resp({r}sc 0
conclusions and to action. Essential for our line of argu-
mentation is that a pragmatic dizlloguc W.lll' more ottcn
than not be a self-stimulating, sclf-susta.mmg pro.ccsst
creating by question and response. Workmg‘tcc!\mquss
make usc of this structure by repetition to (.onhrm,' 3’
directed/controlled randomness to acquire, and.by It)mﬁ:
matic techniques to create knowledge. Cr‘(:a(tjl\;)c t(c:zh_
niques test and relate new Structures, Cancct'c thy pectr
niques of relational/analog learning. /‘\Ifrljmg at (:cneral
tions and origins of language Bl(_:KE:RIO , In f: e
accordance with the above classification, mor'c t'ra(rils%)ar
ently distinguishes experimcntal, obscrvz}tlor;‘dllldr;v clonr;
structional learning. Echrimental learmng' t.0 (')]]Z'u-n-
mediately the individual experience. Obscr(\i/a‘.lto:?ioncto -
ing transfers analogically froman obscr?/c 51 uc'l g
similar, directly experienced onc. COnSt}‘Lf(,tl(')nd -y
ing alonc constructs in the ab§‘Cnce'0f. anh chmrcs;n-
experience solely from information Wlﬁh{n tIC ; Pro i
tational system. It constructs, hypothesizing d?nolzicls o
ing, within the informational domain l?C‘WV T
planning and acting in the modc’(?f‘ lndllctl‘ffl,‘ .-
and abductive (analogue, G. BATESON) erSO“mE;-'

In constructive learning, which is bm-md tof:d:%sc:%(c:
since it is made possible through the mcdlt}rlrl ol idn f’ égé
only, lies the key to all further steps O,f lcf"rl;in&; &5,
deutero-learning (G.BATESON), m(gt““ c(;lonstrictive
hence of every higher development. nc‘c e b
learning is born from Fcpresentatlonal. s(tjr.u Ct-]-l‘,CpI'c_
level of a higher order may be construa(ticl.‘ l:f t‘hc pre-
sentation, meta-language and meta-models
order with no obvious limits. onal)

Will it be possible to transgress thc (rcprclscnttllt:?::) )
Rubicon to the dynamic constr11§t19n of]_c "ltsqstlion; i
systems in a similar way? The ‘Pﬂ“c‘l')al l{)nvlit(h e
given by the structuring laws of langua'g‘cl. N S
no fundamentally unsurmountable ‘ObStflf:f?i:i()n E out:
Referring to the holistic system of classi 1(41‘ s
lined above: Each dialogue between tw?l‘ﬁcr?('z di'?loguc
tially results in constructional learning. tus: thofr e
between user, CS and environment mzly‘, :f;; i
and through the user, enable the wholc ;yb e
constructively. The task will be ta?llltdtc l?/r =
erful EDP systems, able to cOpe with even ! ‘E N
of data and even more complex relationships.
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Intelligence especially contributes examples for the in-
herent linguistic limitations, c¢.g. whentrying to translate
from onc language(!) into another language within a
contextual language domain. How far will self-organiz-
ing programs or concepts of e.g. language computers
solve the problem? Probably the partial solutions will
raise other still more fundamental difficulties, again in
the domain of representation and the setting of orders
when modeling. Therefore, it appears recommendable to
inquire further into the recent findings in linguistics and
in computer sciences, including their scientific subficlds
such as e.g.the mathemathically based Formal Concept
Theory (RWILLE). A systems expert might perhaps
formulate this as follows: the problem and hence the
solution lies primarily in the process and only secondarily
in the structure and strategy of classifying. For example
the processes of synergetics and language in particular
and of sclf-organization in general present good candi-
dates for detailed rescarch into the building-up of
dialogically learning CS.

Regard should be paid to the impact of the multi-media
technology in connection with advanced EDP systems for
representation and dialogue up to cyberspace.
K.VELTMAN has brilliantly elaborated the resultant
new possibilities and consequences. They reach far into
the domains of human thought and man’s fundamental
modes of perception and comprehension.

6. On Model Building: Pragmatic Conclusions Recon-
sidering Epistemology

At this point a quasi self-referential feedback to the
preconditions of representational systems in the domain
of human cognition and emotion is uscful. In the attempt
to find out what modeling might operationally be ap-
proached, and how, in analogy, classification should be
approachced, virtually every aspect of cognition and emo-
tion, of the representational act, of the processes of
learning and evolution, is touched upon. This is scarcely
more than was to be expected. The initial approach, the
modcl of the model as the very interface with reality and
classification as its intentional and ordering part, leaves
no other way open. The result so far has been a rather
mosaical picture of the systemic aspects. It remains to
transfer them to actual modeling and classifying.

What necessitics, what intentions lic behind? What
purpose does such a ‘back to the roots’ pursuc? The
answer in terms of modeling is deceivingly easy. The
material and hence the intentional and the informational
rclation between man and his world is changing. The
causes and symptoms have been discussed in the above.
We shall state them in terms of modeling here and will do
this in a woodcut fashion. First, ecology designates the
general context. For the whole span in man’s biological
existence from hunter’s times to Post-Renaissance and
modern times, modcling operated in varying degrees of
whether or not, and how far, environment did matter. It
is not for longer than 20 years that we in the Western
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hemisphere have been discussing the impacts of environ-
mentas a primary, not only as a secondary factor. Context
so far was trecated as given and moldable; the latter
without too much consequences for the design of the
internal structure. There have been early warnings c.g.
from agriculturc; a certain influence has been also exerted
from the biological and social sciences, where context
always played a constitutive role. Nevertheless, environ-
ment was seen not holistically but as a partial, aspectual
context, restrained to the immediate, one-levelled, lin-
carly-structured domain. Such a context was mostly pas-
sive and, if active, predictable in its reactions, its interac-
tions with the internal system. Behind this stood the
largely unquestioned belief that the world, as mechanical
systems do, follows predetermined rules, symbolized in
the model of God as a watchmaker. The developing art
and sciecnce of modeling itself, the learning process
within science and science of science concentrated on
often simplifying formalization and cause-effect relation-
ships. This has been termed the mathematization of the
world, and later, with the growing necessity of visualiza-
tion - see fractals - observed as geometrization, as e.g.
V.V.NALIMOV scnsibly pointed out. Not that it had not
become obvious already at the turn from the 19th to the
20th century that determinism had only limited explana-
tory power and that its simple forms provided too crude a
model to perceive, evaluate and predict outside the tech-
nical sphere. But for the main part of technological
research and technical application this was largely ne-
glected, assuming a position ‘as if*. The arising anthro-
pology and in particular psychology were treated as an
exception unless - see Taylorism and Behaviorism - they
used deterministic approaches themselves. As long as
there were no dircctly felt constitutive consequences,
there was little reason to change. Ceteris paribus, under
given and stable conditions, the accepted base for scien-
tific research and the validity of results was of the same
naturc.

Both the relatively negligible importance of the con-
text and the determinism of hypothesized rules (laws) led
to models of inner structurcs which could be treated as
autonomous and, for practical purposes, as disposable
and managcable. The apparent success of such models
proved them valid as long as the systems were not too
large and not too complex. The practice, however, con-
fronted engineering and control increasingly with com-
plex, fuzzy, multilayered and multiaspectual systems,
which could not be handled linearly, if at all. Those
systems made apparentnot only the cconomic, social or in
general practical limitations of linear modeling. As gen-
cral systems thcory and cybernetics from level [ to 11 ff]
and as advanced models from natural sciences revealed,
therc were fundamental constraints. They showed that
such systems can cstablish only temporary, floating
equilibria within a given bandwidth and a process of
perpetual change. Moreover, interactions with the envi-
ronment as well as inncr structural changes eventually
will lead to so-called phasc transitions (synergetics, phys-
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ics) or to fulguration (biology, ethology), i.e.to the spon-
taneous emergence of new orders. By those transitions,
which may assume the form of a catastrophe (R. THOM),
systems with fundamentally new qualities will emerge.
Change will adopt the form of a metamorphosis, which
cannot be understood by means of linearity.

Nature, modes, extent and, last not least, cpistcmologi‘
cal properties of transitions are under intensive scrutiny
from various scientific disciplines. The interim findings
shed light also on the structural side of modeling. For
example, hierarchy, symbolized by its dominant form of
a tree, is replaced by the concept of multidi mensional
networks, which includes hicrarchy only as a special case-
Also, and most importantly, network structures are, like-
wise multiaspectual and multivalued. Mcasurement and
evaluation, as effected from different aspects viewed from
different subsystems, will lead to differing judgments, t0
intentions, to goals. Different yardsticks are to be applied:
from formal effectiveness to cthics, from validity to
viability. Structures dissolve into the temporary, aspect
and time-dependent state of order adherent to a continu-
ous ordering process.

The dynamic qualitics and the singularity of these
classes of processes have been comprised under the name
of self-organization. The concept signifies the change
from an essentially mechanical model in the tradition of
DESCARTES to a modeling employing biological and
behavioral (not behavioristic) models based on the anal-
ogy to consciousness and the brain. The model of mere
causc-effect is replaced by representations of analogies
related to other analogous concepts in analogue conclu-
sion processes. Scen from definable systems, process
governs structure. Order incorporates itself less in static,
well-defined and treclike structures, but in algorithms
describing processes, phasc transitions, bandwidths and
thresholds, critical paths/events, long-term development
and evolution.

Conscquentially, such lincs of argumentation culmi-
nate in the reconsideration of our basic concepts of time
and spacc. Instcad of a more detailed discussion not
possible here, the book of NALIMOV (Time, Space and
Life. The Probabilistic Pathways Of Evolution, ISI Press
(1985)) is reccommended. It brilliantly lays open the nodal
questions which arise when these basic modes of percep-
tion (.LKANT) are rcconsidered under the auspices of
complexity and dynamics; which means: under the aus-
pices of life, of consciousness, of the human self. When
contemplating the conscquences concerning cognition
and emotion, the man’s ways of classifying his reality and
particularly himself and his fellow man/woman, basic
epistemological questions like that of anthropomorphism
or the anthropic principle open up.

This argumentation furthermore confronts us with the
modes by which the human mind tries to cope with
complexitiy, with dynaxity. On the one side cognitionand
its paradigma algorithm result in what can be called the
rational perception of the world. It is, uno actu, cmotion-
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and evaluated to full perception of the
portance for the
icnce (Erleben),

ally complemented fi
actual situation, i.e. of the one of Im

~e1v] wvete « naradi wcxpcr
perceiving system. Its paradigm 1S CX] e
which in the extreme case can be mystic. More pmctu,a.ll‘}):
we may speak of reasoning and fcclmg, both f’f \,'vhxc.
approaches arc contained, for example, in creative intul-
tion.

This situation is marked by a gr asit
basic capacitics of human beings to solve rcasonab])‘/ ¢\1;1/d
effectively even highly complex and fuzzy problcmbs. Dc
call attention here to the basic rescarch done by D.
DORNER and E. DE BONO.

owing concernasto the

7. On Dialogical Models: Towards an Evolving Classi-

fication System

The preceding lines infjd
tion science have to consider, Y S
cxhatl(;lt(i:\r']c and, as all modcling‘ncccssarlly 5, }s]ub]:(;
tively tinted. In order to serve fundamcnté.llly i zimx? y
tasks, classification must strive for crcathC‘ o \\c/rlln%
surpassing that of the prcscncc,'and for long-‘t@fm‘tf‘t 0 2 ¢
tion of knowledge transgressing the curr‘c‘?t $ c:l‘ :tml
ordering. Preliminary answers tor the t@nst({i (:Otcin tI:c
classification practice becom¢ cxcm‘planly SZ;A[;EK P
following contribution by ZELGER O|n-dn0rdcr’: i
Dialogic Networking Approach to LT 2’? 0 ucstion
an cxemplary casc the answers to an O‘Pcn’ 1institu-
concerning the personal Cchricncc.m”OWlT% c‘sI:ructurc/
tional change are analyzed. To this cnd'tm‘d b Fch
meaning relationships are extracted and rrlldrjp_b Ay
aid of a PC program. The order ‘cmcrgm& o o
structural order which the laws of language 1mr;05rc] and
the opinions of the people who zlnswcfcd .thL: qu?s‘tlo c’x‘pC-
their evaluation of the importance o thcl'r L:j)rllztcfot‘ the
rience. It is expressed by the .frcqucncy “(rl‘ o o toxice
meaningful relationships ohieh ABIRGE Itileveled and
Naturally the inherent order systems are mg‘ <alled forth
multivalued. The actual order, thCrcf.OYC, 15({;1 working
heuristically by the rescarcher when fjla ogx‘c;(l %,‘hc actual
with the text within the framework of GAB[‘; ’ ractlie
analysis of the results will lay'bz“.c ordcr‘ni}:(,) _forming
that confirm structures of opinion ‘and opmb.nlo sic ap-
rules known from linguistic, physical an('i ,:ronsb (
proaches, namely synergetic and fracfal pdt‘t' ) :mcmpt

ZELGER s approach appears asan ‘rl‘tcrf’;t't::i ‘hi dden
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orders in verbally expressed objects ot‘c ds; cc‘csqar}’ for
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an evolving classification S)’Stcmicont‘cf ‘S human Sys-
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sified system, or, in the casc of co“tro.f‘ of the whole
system. Most important ‘or the dynam} > who operatcs
system is the active part P“‘yc‘j_by e u‘s ctr’chssiﬁcation
the whole system as a heuristic ms,tmm‘c nu.ctu;c cnabling
appears as the interface-controlling £

icate topics Which classifica-
even if they are far from
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the user to build up and proceed from a superficially
unordered representation, i.c. through verbal answers to
a question, though arbitrarily specific and specifically
ordered representations latently contained in the original
texts.

Back to general argumentation: EDP, hardware and
software, is progressing, if ever so slowly and with
frequent drawbacks, to sophisticated models of self-or-
ganization. The process is supported by a better under-
standing of the processes within the brain, and of the
manner these may be linked to the phenomena of human
consciousness, especially to the human sclf, ¢.g. by ncural
networks. Are there, then, more general features of the
trend which modeling seems to pursue, a direction these
modecls are drifting to? Corroborating the views devel-
oped here from basic modeling assumptions, new prac-
tices of learning, organizing and structuring knowledge
indicate a rough model of modeling and of classification
as follows.

(a) The model will be dynamic, i.c. designed for
dialogue with the user. The dialogue will take placc
between the user and the text, thatis between the user and
the people who originated this text. The people will be
represented by the text they originated, namely by the
network of the meaningful relationships they expressed.
The basic order will be that of language, as shown e.g. by
D. BICKERTON, superimposed by the interfering orders
of thee.g. professional subjects the texts are dealing with,
the directional order of the question itself, the individu-
alitics of the persons who answered, ctc. Dynamic is also
to be understood in various other ways. It has to match the
dynamic of the questions to be perceived (observed,
controlled), it has to account for the dynamics of the
system as awhole and of all its parts: observed objects and
observer, process and behavior, materials, patterns and
meaning. In principle even the effective extensions of the
system and its interfaces may change. In the final conse-
quence time, space and with them mcasurement scales
will be affected.

(b) A classification model furthermorc ought to be
dialogic, thoroughly and throughout. Any dynamic sys-
tem is in principle a learning system, thus securing
rclative continuity, stability and identity. Any system
where human consciousness is included is a learning
system per sc. Dialogic, constructive learning is necessar-
ily comprehensive. Together with the system the prereq-
uisites to maintain its life change, do the corresponding
priorities change, factually and intentionally. IHuman
self-consciousness contains and incorporates a modeling,
classifying interface of which the crucial function is to
learn constructively and which evolves intentionally and
self-referentially.

Considered to the end, classification must potentially
be capable of representing every order on all representa-
tional levels of the system classificd. Or the other way
around: as far as the change, the evolution goes, classifi-
cation represents the dynamics of the system. In this
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sense, ¢.g. VARELA equates cognition and doing, learn-
ing by acting. This does not mean that there is no
distinction. The relative equation of each partial system
with the system as a whole is necessary - constructive
learning on the basis of language is holographic, as
change is - when evolution is referred to. Within the
process and the network of dialoguing, i.c. of material,
informational and intentional interaction, the rclative
autonomy of each partial system is paramount. Otherwise
a dialogue, an interaction, would not be possible.

Concludingthehypothesis itseems sensible to propose
that all attempts at building an evolving classification
system should be tested and evaluated against the above
frame of reference. In most practical cases the test can be
narrowed down to the core question in what capacity and
to what extent the human observer, user, system/order
manager, controller ctc. is to fill an active role. Using a
transparent example ZELGER shows this necessity con-
vincingly. Furthermore, to mention another crucial appli-
cation, it should be investigated in respect to EDP and Al
applications, in what role and by what substitute, as
defined by its functions, the actual human person may be
replaced, as is realized e.g. by expert systems. By the way:
this problem of partial replacement of human knowledge
and self-consciousness appears crucial for all representa-
tional systems destined for the support of human learn-
ing. This is even more true for decision and control
functions.

Referring more closely still to the pragmatics of clas-
sification, one may conclude that the frame for actual CS
modeling should be even morc neatly preset. A CS is
always a quid pro quo, it always hasto comply with the
special needs of the potential user and, not to forget, with
standards of economy and efficiency. This includes also
all attempts at building up a universal CS. For example,
what isthe functionof the CS withinthe cvolving system?
[How are the interfaces with related, neighboring CS to be
provided for? What developments are to be expected
within the contextual system, which ones within the
internal structurcs? What kind of control systems arc
superimposed? What kind of dialogue, therefore, is to be
expected as necessary? What media seem to be appropri-
ate? Perhaps a concept of planned change for the CS can
be designed in advance.

In the end, a CS will be chosen on the pretext that it fits
the requircments best. Is this utopian? It will help sub-
stantially to acquire better understanding of the rules
which govern model building in general, in particular the
laws of representations through language, whether ver-
bal, written, or coded. The insights gained into the
structurc of language will very probably be useful, too.
The same applies to formal approaches as e.g. Concept
Analysis (R.WILLE), to the concept of neural networks or
to that of a computer based upon the laws of language.
And so on.

There is much to be done. Letthe science of the order
of the organization of knowledge begin.
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Epilogue: Limitations by Language Structures?

Representation is effected through a medium, through
a set of meaningful signs structured by semantic and
syntactic rules. Man is rightly - even if not sufficiently? -
seen as the mammal using language. Does the statement
remain valid: what is not in language is not in reality? Or:
what one cannot speak of, onc should be silent? Even if
there are other media than verbal systems: is there a
general structure, arc there general sets of rules connect-
ing all media which could be hypothesized? How, and to
what extent do these ordering principles dominate repre-
sentation and our models of our worlds? Will this ap-
proach lead back to a fresh view on what LK ANT called
the basic modes of perception, of space and time and the
rules they follow when enfolding, through number and
spontaneity, into our reality?
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